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Abstract 

 
The new SARS­CoV­2 coronavirus and the disease that causes (COVID­19) have swept 

across the globe and tested every country’s health infrastructure. Countries have taken ex­ 

treme measures to limit the spread of the disease despite the great socio­economic problems 

caused by them. Monitoring the new coronavirus disease remains vital and that is why the 

entire scientific community has focused all its efforts on tackling it.In this thesis, we tried to 

understand the behavior of the new coronavirus but also to predict future cases using vari­ 

ous machine learning algorithms as well as neural networks in order to correctly and timely 

predict the epidemiological burden in Greece. 
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Περίληψη 

 
Ο νέος κορωνοϊός SARS­CoV­2 και η ασθένεια που προκαλεί (COVID­19) έχει σαρώ­ 

σει στο πέρασμα του όλο τον πλανήτη και δοκιμάζει τις υποδομές υγείας κάθε χώρας.Οι 

χώρες κατέφυγαν σε ακραία μέτρα για τον περιορισμό της εξάπλωσης της νόσου παρά τα 

μεγάλα οικονομικοκοινωνικά πρόβληματα που προκαλούνται απο αυτά . Η παρακολούθηση 

της νέας νόσου του κορωνοϊού παραμένει ζωτικής σημασίας και γι’αυτό τόν λόγο όλοι η 

επιστημονική κοινότητα έχει στρέψει όλες τίς δυνάμεις της στην αντιμετωπίση του.Σε αυτήν 

την διπλωματική , προσπαθήσαμε να κατανοήσουμε την συμπεριφορά του νέου κορωνοϊού 

αλλα και να προβλέψουμε μελλοντικά κρούσματα χρησιμοποιώντας διάφορους αλγόριθμος 

μηχανικής μάθησης καθώς και νευρωνικά δίκτυα με σκοπό την σωστή και έγκαιρη πρόβλεψη 

του επιδιομιολογικού φορτίου στην Ελλάδα. 
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Chapter 1 

Introduction 

The new coronavirus has entered our lives for good and has terrified the whole world, so 

it is imperative that the new vaccines that are just around the corner work, but it is also im­ 

perative its understanding as well as its contagious rate[1, 2]. SARS­CoV2 first appeared in 

late 2019 in a Chinese city on Wuhan[3, 4, 5], although it is not yet clear where it first started 

and how it was transmitted to humans[6].SARS­CoV­2 is a single­stranded RNA virus and is 

genetically close to other coronaviruses such as SARS­CoV and MERS­CoV [6, 7]. Bats are 

considered to be the predominant source of origin for SARS­CoV2 as well as for the other 

two [6]. Human infection most likely occurred through vectors, such as pangolins in the case 

of SARS­CoV­2 [5].Furthermore, In just a few months, the World Health Organization de­ 

scribed this new threat as a pandemic on 11 March 2020 [8] and by 13 December 2020 more 

than 70 million people have fallen ill and more than 1.6 million have died[9, 10]. Recent 

studies have shown that antibodies produced in asymptomatic individuals tend to weaken af­ 

ter two to three months [11, 12]. Antibodies are a critical component of immunity and a good 

vaccine will try to reproduce this type of natural protection while extending its action.As it  

is easily understood, it is very important to be able to predict its future behavior based on 

some data, however this is not at all an easy and simple task because of its contagion de­ 

pends on many different factors.To the best of our knowledge, the main method of spreading 

COVID­19 is through human­to­human respiratory droplets[13].According to [14] the cor­ 

relation between different socio­economic ,meteorological variables and the weekly number 

of COVID­19 cases observed shows that 8 independent variables below the total population, 

household income, occupation and transport categories are highly correlated with the cases 

of COVID­19. It is also worth noting that all countries are taking draconian measures, such 

1 
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as large­scale quarantines and lockdowns, which are responsible for the estimated economic 

damage of 3­10 trillion dollars in the global economy [15], in an effort to reduce the spread of 

covid19 in order to save the required time until a large part of the population is vaccinated.In 

addition, most countries have taken these harsh health measures more than once, Greece is 

no exception. Although the first time went quite well and the reduction of cases was fast and 

successful, in the second it shows that the reduction seems to be done very slowly [16]. This 

shows us how dependent this virus is on the various circumstances and why it is so danger­ 

ous. For all these reasons, anticipation of upcoming cases is considered necessary so that new 

measures can be planned in a timely manner or when existing ones need to be relaxed. 

 

1.1 Objective of the thesis 

 
In this research I will try to forecast the the daily Covid­19 cases in Greece. To do so I 

will use various algorithms from various field. I will also use an epidemiological model to 

predict the outcome in different scenarios. 

 
1.1.1 Contribution 

 
The contribution of this thesis can be summarized as: 

 
1. Creation of statistical, machine learning and deep learning models. 

 
2. Creation of of epidemiological SIR­D model. 

 
3. The models tested against various parameters 

 
4. The CNN model resulted as the model with the best accuracy. 

 

 

1.2 Organization of the thesis 

 
In the Chapter 2 I will explain all the models that will be used in this thesis. In the Chapter 

3 I will create an epidemiological model to forecast the cases. In the Chapter 4 I will conduct 

experiments using the models and show the results. In the Chapter 5 I will analyze the results 

of the previous chapter. 



 

 

 

 

 

 

Chapter 2 

 
Theoretical Background 

 
The order of the models that will be used is important and is structured in increasing 

complexity and from classical to modern methods. The statistic approaches are simple and 

give good results fast. Machine learning approaches used in the research are slower and more 

complex, than the first approaches, but also have a higher bar to clear to be skillful. 

 

2.1 Statistic Models 

 
2.1.1 SimpleExpSmoothing 

 
Simple exponential smoothing is a forecasting method for univariate data without trend 

or seasonality[17]. It is a simple model for predicting a time series, with the basic idea that 

the future will be about the same as the recent past. 

 
2.1.2 ExponentialSmoothing 

 
Exponential smoothing is a time series forecasting method for univariate data.Exponential 

smoothing methods for forecasts use weighted averages of previous observations, the weights 

decreasing exponentially with the age of the observations[18]. Thus, the relative weight is 

greater when the observation is more recent. 

 
2.1.3 ARMA 

 
Autoregression (AR) model is a time series model that uses observations from previous 

time steps as input to a regression equation to predict the value in the next step. The Moving 

3 
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Average (MA) model attempt to record the shock effects observed in white noise conditions. 

These shock effects could be considered as unexpected events that affect the observation 

process. This means that the MA(q) model does not use previous predictions to predict future 

values like the AR(p) model, but uses errors from previous predictions. The ARMA model 

is simply a merger of the above models[19]. 

 

2.1.4 HOLT 

 
The Holt two­parameter model, also known as linear exponential smoothing, is a smooth­ ing 

model for predicting trend data[20]. Holt’s model has three distinct equations ,a forecast 

equation and two smoothing equations (one for the level and one for the trend), that work 

together to create a final prediction [20]. 

 

2.1.5 ARIMA 

 
AutoRegressive Integrated Moving Average (ARIMA) model is a generalization of Au­ 

toRegressive Moving Average (ARMA) that adds the concept of integration. By using the 

raw observation differentiation we succeed in making the time series stationary[21]. 

 

2.1.6 SARIMAX 

 
The Autoregressive Integrated Moving Average with Explanatory Variable (ARIMAX) 

model is the ARIMA model with the addition of exogenous variables, which can be any 

variables we are interested in [22]. Now, Seasonal Autoregressive Integrated Moving Average 

with Explanatory Variable (SARIMAX) model is the ARIMAX with the seasonal aspect. 

Seasonality is very important to consider when certain patterns are inconsistent and occur 

periodically[23, 24]. 

 
 

2.2 Machine Learning 

 
The deep learning neural networks are able to automatically learn arbitrary complex map­ 

pings from inputs to outputs and support multiple inputs and outputs. These are powerful 

features that offer a lot of promise for time series forecasting, particularly on problems with 

complex­nonlinear dependencies, multivalent inputs, and multi­step forecasting. 



2.2 Machine Learning 5 

 
2.2.1 KNeighbors Classifier 

 
The nearest neighbor k algorithm (KNN) is a supervised machine learning algorithm that 

can be used to solve classification and regression problems. To classify an unknown query, 

the k­NN classifier calculates the distances between the query and all attributes in the training 

data set[25]. The KNN algorithm assumes that similar things are close. 

 

 
2.2.2 Decision Tree Classifier 

 
Like KNN, the decision tree is a supervised algorithm that can be used to either regression 

or classification problems. The decision tree is used to create a training model that can be used to 

predict the order or value of the query by learning simple decision rules. In decision trees, we 

always start from the root of the tree to predict a label. We compare the values of the root 

with the attribute of the record[26]. Based on the comparison, we follow the branch that 

corresponds to this value and go to the next node. 

 

 
2.2.3 Support Vector Machine 

 
Support Vector Machine (SVM) is also an algorithm used to solve sorting and regres­ 

sion problems. Although it is a linear model, it can nevertheless solve linear and non­linear 

problems. This can be done by viewing the data in a higher dimension in which is linearly 

separated. The algorithm creates a line or hyperplane that divides the data into categories[27]. 

 

 
2.2.4 GaussianNB 

 
Bayes Theorem assumes that each input variable is dependent on all other variables[28]. 

However, this greatly complicates the calculations, which makes it difficult to manage. How­ 

ever, if we consider that each input variable is independent, then the model goes from a con­ 

ditional probability dependent model to a conditional independent probability model. This 

simplification is often found under the name Naive Bayes.Now , if we make the assumption 

that the continuous values associated with each class are distributed according to a Gaussian 

distribution,then we have the Gaussian Naive Bayes algorithm[29]. 
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2.2.5 Bagging Classifier 

 
In the bagging classifier, a sample is selected from a set, using the replacement method to 

ensure that the selection is random. The learning algorithm is then executed on the selected 

samples and then the predictions are aggregated and combined so that the final prediction 

examines all possible outcomes[30]. It is a general procedure that can be used to reduce 

variance and avoid overfitting. 

 

 

 
2.2.6 Random Forest Classifier 

 
Random forest is a supervised learning algorithm.It is an ensemble of decision trees, usu­ 

ally trained with the “bagging” method which means that reduces variances and overfitting 

[31].The random forest algorithm creates decision trees in data samples and then takes the 

prediction from each of them and finally selects the best solution by voting[31, 32] . 

 

 

 
2.2.7 Extra Trees Classifier 

 
Extra trees classifier is an ensemble method and it is very similar to Random Forest.The 

differences are that the Extra tree selects a split point at random, unlike Random Forest which 

uses a greedy algorithm to select an optimal split point[32]. In addition, the Extra Trees al­ 

gorithm fits each decision tree in the entire training data set, as opposed to the random forest 

that uses a bootstrap sample to create each decision tree[32]. 

 

 

 
2.2.8 Gradient Boosting Classifier 

 
Gradient boosting is a machine learning technique for regression and classification prob­ 

lems that uses the form of a set of weak prediction models to generate a prediction [33]. It 

builds the model in a gradual manner as other boosting methods do and generalizes it allow­ 

ing for the optimization of an arbitrary differentiable loss function.Gradient reinforcement 

basically combines weak students into a single strong student in a repetitive way [34]. 
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2.3 Deep learning Neural Networks 

 
2.3.1 MLP 

 
Multilayer Perceptrons (MLP) are widely used in the field of time series forecasting. 

MLP consists of at least one input level, one output level and one hidden level. A multi 

perceptron network is also a feed­forward network and uses a supervised learning technique 

called backpropagation for training [35, 36]. 

 
 

2.3.2 Convolutional Neural Networks 

 
Convolutional Neural Network is a feed­forward neural network and is an improvement 

over MLP. The difference between CNN and MLP is that CNN uses the concept of weight 

distribution. The advantage of CNN is that its weight number does not have to be as large as 

for a fully connected construction [37].As a result, training is relatively easier and im­ portant 

features are extracted more efficiently. CNN consists of four levels an input layer, a 

converging layer, a concentration layer, and a fully connected layer. 

 
 

2.3.3 Long Short­Term Memory 

 
Recurrent neural networks like the Long Short­Term Memory network add the explicit  

handling of order between observations when learning a mapping function from inputs to 

outputs[38].In addition to individual data points, entire data sequences can be easily pro­ 

cessed.Moreover, each network in the loop receives input and information from the previous 

network, performing the specified function, and generates an output by feeding the informa­ 

tion to the next network[39]. 

 
 

2.3.4 CNN­LSTM 

 
A CNN is a type of neural network developed primarily for the solution of two­dimensional 

data. However, CNN can also be very effective in learning features from one­dimensional 

sequence data, such as univariate time series data. Its combination with an LSTM backend, 

where CNN is used to interpret the input sequences provided together as a sequence in an 

LSTM model for interpretation gives us the CNN­LSTM hybrid model[40]. 



n 
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2.4 Evaluation 

 
The mean absolute percentage error (MAPE) is a statistical measure of how accurate a 

forecast system is. It measures this accuracy as a percentage, and can be calculated as the 

average absolute percent error for each time period minus actual values divided by actual 

values. 

 

1 Σ . At − Ft . 
n 

t=1 
. At 

.
 

Time series forecasting models can be evaluated on a test set using walk­forward vali­ 

dation. Walk­forward validation is an approach where the model makes a forecast for each 

observation in the test dataset one at a time. After each forecast is made for a time step in the 

test dataset, the true observation for the forecast is added to the test dataset and made 

available to the model. Simpler models can be refit with the observation prior to making the 

subsequent prediction. More complex models, such as neural networks, are not refit given 

the much greater computational cost. Nevertheless, the true observation for the time step can 

then be used as part of the input for making the prediction on the next time step. 



 

 

 

 

 

 
 

Chapter 3 

 
Epidemic Models 

 

By definition, compartmental models simplify the mathematical modelling of infectious 

diseases. The population is assigned to compartments with labels – for example, S, I, or R, 

(Susceptible, Infectious, or Recovered). People may progress between compartments. The 

order of the labels usually shows the flow patterns between the compartments. for example 

SEIS means susceptible, exposed, infectious, then susceptible again. 

With these models we will try to predict things such as how a disease spreads, or the total 

number infected, and to estimate various epidemiological parameters such as the reproductive 

number. Those models can also be used to show how different public health interventions may 

affect the outcome of a epidemic, but those scenarios will not be covered in this thesis. 

 

 

 

3.1 SIR 

 
The simplest model that can be created for the epidemics is the Susceptible Infected Re­ 

covered (SIR) model. This is an epidemiological model that computes the theoretical number 

of people infected with a contagious illness in a closed population over time. The model con­ 

sists of three compartments: 

 
* S: Susceptible (= Population ­ Confirmed) 

* I: Infected (= Confirmed ­ Recovered ­ Fatal) 

* R: Recovered or Fatal (= Recovered + Fatal) 

 
9 
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Model: 
 

βI γ 

S −→ I −→ R 

 
 

β: Effective contact rate γ: Recovery(+Mortality) 

 

 

3.2 SIR-D 

 
In some cases the people that are infected with a virus are not recovering, but they are 

dying. The model that also takes this into consideration is the Susceptible Infectious Recov­ 

ered Deceased (SIR­D) model. The model consists of four compartments: 

 
* S: Susceptible (= Population ­ Confirmed) 

* I: Infected (= Confirmed ­ Recovered ­ Fatal) 

* R: Recovered 

* D: Fatal 

 
 

Model: 
 

βI γ 

S −→ I −→ R 

I −α→ D 

 
α: Mortality rate β: Effective contact rate γ: Recovery rate 

 

 

3.3 Reproduction Rate 
 

In the field of epidemiology, the basic reproduction number, denoted as R0, of an infec­ 

tion can be thought of as the expected number of cases directly generated by one case in a 

population where all individuals are susceptible to infection. In an epidemic, when R0 > 1 

means that the infection is starting to spread in a population, but not if R0 < 1. As a result, 

the larger the value of R0, the faster the epidemic is spreading. 
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(α) SIR model (β) SIR­D model 

 
Figure 3.1: Examples of the models 

 
3.4 Different Scenarios 

 
For this section we will use a data set that consists of Date, Confirmed, Infected, Fatal, 

Recovered values and the library [41] to create an epidemic model to analyze and to also test 

in different scenarios. 

In the period of the pandemic in Greece various measure have been taken. In the table 3.1 

we can see the most drastic ones that were taken to stop the spread. 

 

Date Measures 

18/3 All shops are closed 

23/3 1st catholic lockdown 

4/5 Shops are opening, movement is allowed 

25/5 Cafeterias are opening 

1/07 Borders opened for tourists 

7/11 The 2nd catholic lockdown 

 

Table 3.1: Some of the measures issued by the Government 

 
 

In the scenarios that we going to examine, the model that we are going to use of the ones 

that we mentioned above is the SIR­D, because some patients that are being infected by the 

virus are not recovering and they are dying. 

Using these data and the SIR­D model as the prεffered model we tried to calculate the 

parameters of the model. The parameters that are going to be calculated are α, β and γ as 
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mentioned above. As a first step the model separated the time elapsed in phases depending 

on the R0 and we can see the periods in the Figure 3.2. 

 

 
Figure 3.2: Phases of the epidemic 

 

Trying to interpret the figure we can notice that the phase 8 is the first phase that the virus 

has a large R0 and the virus is starting to spread faster. 

Using the data that are gathered and the parameters that are calculated from the model we 

will create different scenarios to check what would happen in each case. 

The first scenario that we are going to examine is that the 2nd catholic lockdown didn’t 

occur and the virus continues to spread. 

 

 
Figure 3.3: Curve of the model in scenario no lockdown 

 

At the Figure 3.3 we are seeing how the virus would be if the second lockdown have not 

been issued. As we can see the number of infected has sky­rocked summing up above 80 % 
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of the total population of Greece. 

In the second scenario that we are going to examine we are supposing that the second 

lockdown will be over in the first month. 

 

 
Figure 3.4: Curve of the model in scenario of early termination of the lockdown 

 
 

At the Figure 3.4 we are seeing that the number of infected people is significantly lower 

than the scenario above and only a month of restricted social interactions can have a huge 

impacted on the spread of the virus. By that we conclude that social distancing is working. 

At the Figure 3.5 we can see the real values of the Infected Recovered and Fatal to have 

a better understanding of how the R0 of each scenario is changed. 

 

 
Figure 3.5: Curve of the model in scenario of early termination of the lockdown 



 



 

 

 

 

 

 

Chapter 4 

Results 

4.1 Setup 

 
The machine learning models and neural networking models have a big variety of param­ 

eters and a grid search has been conducted trying to find the best parameters for each model 

for our data. The two important factors that are being searched in this research are the: days 

of forecasting, and the steps for historical reference 

A way of performing hyper­parameter optimization is grid search which is simply an 

exhaustive searching through a manually specified subset of the hyper­parameter space of a 

learning algorithm. As an evaluation method for measuring the performance of the model in 

each set of parameters we are using Mean absolute percentage error (MAPE) as described in 

the above sections. 

We will not implement the grid search algorithm at the statistic models because most of 

them have a small window for optimization except of the ARIMA and SARIMA model, but 

we will not investigate them further in this research. 

Let’s explain further the usage of those two factors and importance of them : 

 
• Days of forecasting, is referring to the number of days that we are trying to forecast in 

the future. The incubation period of the virus is 14 days according to scientists, so the 

results of a social gathering will be shown is a spawn of 14 days. So trying to forecast 

further than 14 days of the last update of the model may be a drawback of the model. 

If a model takes time to be created we don’t want to be irrelevant in a short period of 

time. We will investigate the difference between 14 and 20 days of forecasting in the 

future. 

15 
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• Steps for historical reference, is the sequential input of data into the model that will 

analyze and try to find a pattern on. If this period is too long we are feeding outdated 

data and if too short we will loose the pattern. We will investigate this parameter in the 

range of 5 to 12. 

 
For the CNN­LSTM model further search will be conducted and we will also add more 

variables in the grid search of the best hyper­parameters like the filter and the kernel. 

We will have all the models predicting 14 and 20 days into the future. 

 

 

4.1.1 Forecasting using statistic models 

 
We will start forecasting using the statistic models. Is important that we can consider of 

the setup of the ARIMA and SARIMA models because those two use trend and seasonality. 

 
The configuration of ARIMA is : order=(1, 1, 1) 

The configuration of SARIMA is: order=(1, 1, 1), seasonal order=(1, 1, 1, 1) 
 
 
 
 
 

 
 

Figure 4.1: Bar plot of the statistical models 

 

 
In the image 4.1 we can all the statistic methods that we defined above for the two cases. 

We can notice that ARIMA and SARIMA models due have better results in the long run. 

Holt algorithm has the best results in both cases, with 70.73 % of success in the span of 

14 days. 
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4.2 Forecasting using ML-NN models 

 
The supervised algorithms and the neural networks have a variance in the results depend­ 

ing in the initialized state of the model/network, so for better statistical results, each algorithm 

in each state is being run 10 times and the mean of those results is used as the model’s fore­ 

cast. A more detailed summary of the neural networks models used in this section can be 

found in Appendix A. 

In the list of the supervised algorithms described in the above sections the algorithm that 

has the best results across all the parameters is the k­nearest neighbors (kNN). 

In the image 4.2 we can see the results of the kNN algorithm using all set of different 

parameters. In all the forecasts the model has better performance predicting 20 days into the 

future, except the case that the input of the model has historical reference of 12 days. The 

algorithm predicting 14 days into the future has double the percentage of accuracy of the 

other case.The best result is in the forecast of 14 days into the future and with 8 days of time 

step, historical reference, and with 86.52 % of success. 

 
 

 

Figure 4.2: Bar plot of the kNN model 

 

For our next forecast we are going to use the the deep learning algorithms that we men­ 

tioned above. 

In the Figure 4.3 we can the accuracy of the models in all the set of parameters. The best 

algorithm in both forecast cases is the Convolutional Neural Network (CNN). In the case of 

14 days forecast in the future and with 9 days of historical reference the model has accuracy 

of 84.4 %. In the case of 20 days forecast in the future and with 10 days of historical reference 

the model has accuracy of 90.7 %. 

We can also notice that when we are feeding the models data with large historical ref­ 

erence of 11 and 12 days and try to predict further in the future we have poor prediction 

accuracy. 
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(α) 14 days forecast (β) 20 days forecast 

 
Figure 4.3: Deep learning models 

 

Last but least, we tried the CNN­LSTM model. In this model more set of parameters than 

the other models have been tested, this is also the most complex model that we have tried. As 

a result the model didn’t perform better neither from the machine learning models nor from 

the other deep learning models. 

 
Figure 4.4: CNN­LSTM model 

 

In the Figure 4.4 we can see a bar plot containing the 5 best set parameters for the model, 

we can also see the set of parameters that gave those results. The best accuracy that the model 

managed was 83.9 %. 



 

 

 

 

 

 

Chapter 5 

Conclusions 

Seeing the Figure 5.1 of the daily infected patients we can see that is difficult to insert 

a line that fits the data. So it is clear that the linear models had a difficulty given precise 

predictions. 

 
 

 

Figure 5.1: Daily cases 

 

From the result of experiments in the previous section we can summarize that depending 

on the depth of time that you want to predict you have to provide the corresponding sequence 

of historical data. We can also conclude that the algorithm with the correct combination of 

training time and accuracy is the CNN model. 

If we want to create a model that gives information about the spread of the disease in 

order to use this information in our advantage trying to stop the spread of the virus, is the 

SIR­D model. 
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Appendix A 

 
NN models summary 

 

Model : ” Simple CNN” 

_________________________________________________________________  

Layer  ( t y p e ) Output   Shape Param # 

================================================================= 

conv 1 d   ( Conv1D ) ( None , 9 , 64 ) 320 

_________________________________________________________________  

max_pooling  1 d ( MaxPooling1D ) ( None , 4 , 64 ) 0 

_________________________________________________________________  

f l a t t e n ( F l a t t e n ) ( None , 256 ) 0 

_________________________________________________________________  

dense_ 2 ( Dense ) ( None , 50 ) 12850 

_________________________________________________________________  

dense_ 3 ( Dense ) ( None , 1 ) 51 

================================================================= 

T o t a l params : 13 , 221 

T r a i n a b l e params : 13 , 221 

Non− t r a i n a b l e params : 0 

_________________________________________________________________  

Model : ” Simple LSTM” 

_________________________________________________________________  

Layer  ( t y p e ) Output   Shape Param # 

================================================================= 
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l s t m (LSTM) ( None , 50 ) 10400 

_________________________________________________________________  

dense_ 4 ( Dense ) ( None , 1 ) 51 

================================================================= 

T o t a l params : 10 , 451 

T r a i n a b l e params : 10 , 451 

Non− t r a i n a b l e params : 0 

_________________________________________________________________  

Model : ”LSTM S t a c k e d ” 

_________________________________________________________________  

Layer  ( t y p e ) Output   Shape Param # 

=================================================================       

l s t m _ 1 (LSTM) ( None , 12 , 50 ) 10400 

_________________________________________________________________  

l s t m _ 2 (LSTM) ( None , 50 ) 20200 

_________________________________________________________________  

dense_ 5 ( Dense ) ( None , 1 ) 51 

================================================================= 

T o t a l params : 30 , 651 

T r a i n a b l e params : 30 , 651 

Non− t r a i n a b l e params : 0 

_________________________________________________________________  

Model : ”LSTM B i d i r e c t o n a l ” 

_________________________________________________________________  

Layer  ( t y p e ) Output   Shape Param # 

================================================================= 

b i d i r e c t i o n a l ( B i d i r e c t i o n a l ( None , 100 ) 20800 

_________________________________________________________________  

dense_ 6 ( Dense ) ( None , 1 ) 101 

================================================================= 

T o t a l params : 20 , 901 

T r a i n a b l e params : 20 , 901 
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Non− t r a i n a b l e params : 0 

_________________________________________________________________  

Model : ”CNN−LSTM” 

_________________________________________________________________  

Layer  ( t y p e ) Output   Shape Param # 

================================================================= 

conv 1 d_ 1  ( Conv1D ) ( None , 10 , 64 ) 256 

_________________________________________________________________  

conv 1 d_ 2  ( Conv1D ) ( None , 8 , 64 ) 12352 

_________________________________________________________________  

d r o p o u t ( Dropout  ) ( None , 8 , 64 ) 0 

_________________________________________________________________  

max_poo ling  1 d_ 1 ( Max Pooling 1  ( None , 4 , 64 ) 0 

_________________________________________________________________  

f l a t t e n _ 1 ( F l a t t e n ) ( None , 256 ) 0 

_________________________________________________________________  

dense_ 7 ( Dense ) ( None , 100 ) 25700 

_________________________________________________________________  

dense_ 8 ( Dense ) ( None , 1 ) 101 

================================================================= 

T o t a l params : 38 , 409 

T r a i n a b l e params : 38 , 409 

Non− t r a i n a b l e params : 0 

______________________________________  
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