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## Abstract

MRI simulations require a realistic and accurate human body model that adds to the validity and accuracy of the simulation results. To build such a model it is necessary to start with the creation of an anatomical map. This map was created using image segmentation on images - transverse raw slices -from an in vitro human body (Virtual Human Project). The information contained in the images was extracted using Matlab and reconstructed in space to form the anatomical map. The result was suitable to be used for the design of the motion models in the MRI simulator.

## Introduction

Magnetic Resonance Imaging is a diagnostic tool used in radiology to monitor the human body by means of strong magnetic fields and by taking advantage of the large number of hydrogen atoms in the body. MRI has the advantage of not exposing the patient to ionizing radiation. MRI simulators aid in research, education and training of individuals in a controlled environment without the need of an expensive MRI scanner. A simulation though may differ significantly from reality and may result in misleading results. The use of a realistic model of the human body, which includes anatomical structures as well as biological and MRI parameters, can make the MRI simulation more realistic and accurate. In the past, human body models have been used in projects in the field of Imaging and more specifically in MRI. For example, a human body model has been used for addressing issues of electromagnetic interactions between the surroundings and the human body [1]. However, to date, human body models have not been used in MRI simulators for educational or training.

The specific aim of this project was to create a model of the human body and to visualize in three dimensions this model's output for the torso and heart. This Bachelor's Thesis project describes the development of this realistic human body model based on raw data acquired from a cadaver. This model is intended for use in a Magnetic Resonance Imaging simulator and is based on the dataset of the Visible Human Project. The text that follows will describe how spatial information necessary to form this model was extracted from the raw data by means of image processing. The model development methodology is based on identifying tissue borders within neighboring pixels for segmenting different tissues. Each three-dimensional voxel was created so as to be utilized in a compatible MRI simulation. In this manner, a magnetization vector with its characteristic parameters ( $T_{1}, T_{2}$ ) could be assigned to each voxel by the simulator. We hypothesized that segmentation of the Visual Human Project dataset with Matlab could produce a model of the female body that was compatible with an MRI simulator, that is, it would allow for assigning magnetic resonance parameters to at least the heart.

The organization of this thesis is as follows: basic MRI physics are introduced in order to help the reader better grasp this project's concepts and goals. Then, there is a detailed description of the methods that were applied for image processing and data management. Last, the results are presented along with conclusions, limitations and future work.

References:
[1] Vogel, M.H. and Kleihorst, R.P. Large-Scale Simulations Including a Human-Body Model for MRI [http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=4264083]

## Magnetic Resonance Imaging Basics [4]

Magnetic resonance imaging is a diagnostic tomographic technique which acquires quality images of the human body by means of static and varying magnetic fields. MRI is based on the fact that the human body consists of about $75 \%$ water. Since water consists of one atom of oxygen and two atoms of hydrogen, there is an abundance of hydrogen atoms in the human body. The nucleus of the hydrogen atom is a positively charged proton and has a spin associated with it, thus resembling a small spinning magnet: a magnetic dipole (Figure 1). When examining more carefully the alignment of a spin with the static magnetic field, one observes that the alignment is not perfect and that the spins is at an angle with respect to the axis of $\mathrm{B}_{0}$. Therefore, the spin precesses about the static magnetic field. Precessional motion can be best described by the spinning top motion.


Figure 1: The "spin"

Without the presence of a magnetic field the spins are randomly oriented in the human body (Figure 2 - adapted from [2] and [18]).


Figure 2: The hydrogen atoms of the human body are randomly oriented inside the body in the absence of an external magnetic field

During an MRI examination the patient is placed lying on his back, on a moving bed (Figure 3 - adapted from [2]) which is inserted inside a large superconducting solenoid, which generates the external magnetic field $B_{0}$ with a strength that usually ranges from 1.5 to 7 Tesla. The strength of $B_{0}$ depends on the part of the human body we want to image; for example, when the region of interest is the head then a 3 T scanner is preferred. It should be noted that the cost of the MRI scanner is directly proportional of the static field strength. When the patient is subjected to the static external magnetic field, the hydrogen spins align with the direction of the external field in a parallel or anti-parallel manner (Figure 3 adapted from [2]). This alignment results in a coordinated summation of the magnetic dipoles into a net magnetization vector, $M_{0}$ (Figure 4 - adapted from [2]), which can yield an image if properly manipulated. In order to describe magnetic resonance, a Cartesian coordinate system is introduced with its longitudinal $z$-axis aligned with the field $B_{0}$ (Figure 3 - adapted from [3]).


Figure 3: Patient positioning in MRI scanner coordinate system


Figure 4: The hydrogen spins align with the static magnetic field $B_{0}$.

Inside the static magnetic field, the spins are precessing with a frequency that is calculated via the Larmor equation:

$$
f=\gamma_{H} B_{0}
$$

where $f$ is the frequency, $\gamma_{H}$ is for the gyromagnetic ratio of hydrogen (measured in $\mathrm{Hz} / \mathrm{T}$ ), $B_{0}$ is the static magnetic field.

The spins not only precess about the static magnetic field $\mathrm{B}_{0}$ but also precess about any secondary magnetic field that is applied. Such secondary field is used to excite the nuclear spins in order to form the MRI signal. A rotating $B_{1}$ magnetic field of a radiofrequency (RF) is applied for a brief time period on the xy-plane so as to rotate ("nutate") the magnetization vector $M_{0}$ away from the $z$-axis and onto the xy-plane. This RF pulse is called a $90^{\circ}$ pulse because it tilts the $M_{0}$ vector 90 degrees from its original position. To accomplish this nutation, the $B_{1}$ field rotates at the same frequency as the spins precess. When the magnetization vector reaches the xy-plane the RF pulse is removed and $M_{0}$ rotates about $\mathrm{B}_{0}$ onto the xy-plane, thus generating the MRI signal. The spins now rotate being affected at the same time by both fields. If we could visualize their movement in space we would see the magnetization $M_{0}$ as a spiral that descends from the $z$ axis extending its diameter, until it reaches the $x-y$ level (Figure 1 - adapted from [3]). This point of view represents the Laboratory Frame of Reference.


Figure 5: $M_{0}$ descent as seen from the Laboratory Frame of Reference

If the observer could somehow sit himself on the $B_{1}$ vector and watch the process from that point of view then he would see the $B_{1}$ vector being still as he rotates with it and the magnetization vector would be seen descending until it becomes parallel to the $y$ axis (Figure 6A-6B). This is the Rotating Frame of Reference point of view.


Figure 6: Magnetization descent in the Rotating Frame of Reference

If we want to see how the magnetization vector $M$ rotates about the $B 1$ magnetic field then we use the "left hand rule". The left hand rule dictates that we place our left hand in such a way that our thumb is parallel to the $B_{1}$ field and points in the same direction as $B_{1}$. The remainder of the fingers will point in the direction in which M will be directed (Figure 8).


Figure 8: The left hand rule

The signal obtained after the magnetization $M$ is on the $x-y$ level is called Free Induction Decay (FID) because from the moment it is created it starts to diminish until it is completely dissolved. This happens because spins interact with each other gaining different rotational speeds. The decay caused exclusively by these interactions is represented by the $T_{2}$ relaxation time of the tissue. There are other causes for the signal to decay though. The magnetic field $B_{0}$ is by default not completely homogenous due to design imperfections and
its homogeneity is additionally affected when the patient body is inserted. The signal decay that includes spin to spin interactions as well as the inhomogeneity of the field is described by the $T_{2}{ }^{*}$ constant relaxation time. The $T_{2}$ and $T_{2}{ }^{*}$ times both depend on the body tissue, the myocardium for instance has a $T_{2}{ }^{*}$ of about 20 ms and a $T_{2}$ of about 50 ms . So, if $M_{0}$ is the original magnetization, the magnetization on the $x-y$ level $M_{x y}$ at a given time moment $t$ is calculated by the formula:

$$
M_{x y}(t)=M_{0} e_{2}^{-t / T_{2}^{*}}
$$

Where $M_{0}$ is the magnetization of the initial latitude (magnetization $M$ at its maximum)

The decay due to spin-spin interactions only is calculated likewise using the $T_{2}$ constant:

$$
M_{x y}(t)=M_{0} * e^{-t / T}{ }_{2}
$$

Where $M_{0}$ is the magnetization of the initial latitude (magnetization $M$ at its maximum)

After the signal starts to decay the magnetization (vector $M$ ) starts to grow along the direction of the $z$ axis. This happens as the spins transfer the energy they have received back to the lattice. This is "spin - lattice" relaxation. The magnetization reformation $\mathrm{M}_{\mathrm{z}}$ along the $z$ axis at a given time $t$ is calculated by the formula:

$$
M_{z}(t)=M_{0} *\left(1-e^{-t / T}{ }_{1}\right)
$$

Where $\mathrm{Mz}(\mathrm{t})$ is the magnetization formed ay time $t$ and $\mathrm{M}_{0}$ is the maximum value of the magnetization (i.e. as it was when initially formed) and $T_{1}$ is the time constant of the tissue

## The Spin Echo sequence

The spin-echo sequence is used to calculate the $T_{2}$ value since the FID decay includes more than spin-spin interactions. The magnetization is parallel to the y axis due to the $90 x$ pulse that was applied (Figure 7A). After a specific time period TE/2 the spins have dephased due to the field heterogeneities and the magnetization has partially disappeared (Figure 7B). At this point a $180^{\circ} \times$ pulse is applied and tilts the spins towards $-y$ axis (Figure 7C). After waiting for another $\mathrm{TE} / 2$, the spins have rephrased reforming the magnetization parallel to y axis this time (Figure 7D). The dephasing that occurs now to the newly formed magnetization on the -y is free of field heterogeneities so the $\mathrm{T}_{2}$ time constant can be calculated.
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Figure 7: The spin echo sequence

The Gradient Echo Imaging Sequence
A gradient is a spatial change in a magnetic field, which is applied in addition to the initial static $B_{0}$ field, thus affecting the total at any given position. This has as a result spins at different distances from the center of the magnet to have different precessional speeds according to the Larmor equation. For example, by applying a $G_{y}$ gradient, spins precess at different frequencies as we move along the $y$ axis. Based on the known strength of the gradient we apply, if we know the precessional frequency of a spin it is possible to calculate its position on the $y$-axis and vice versa. The precessional frequency of a spin while applying a gradient along the $y$-axis is calculated in the Laboratory Frame of Reference by the Larmor equation:

$$
f=\gamma_{H} B_{0}+G_{y} y
$$

where $y$ is the distance from the center of the magnet (isocenter) on the $y$ axis In general, gradients can be applied in all three axes. So, the Larmor equation becomes:

$$
f=\gamma_{H}\left(B_{0}+G_{x} x+G_{y} y+G_{z} z\right)
$$

where $G_{x} G_{y,} C_{z}$ are the gradients along each axis respectively and $x, y, z$ are the spins distances from the isocenter.

In practice all three gradients are applied in order to obtain an image.

By applying a $\mathrm{G}_{2}$ gradient (Figure $9 \mathrm{~A}-\mathrm{B}$ ) we change the rotational speeds of the spins along the $z$-axis. This means that we can select a distance at the $z$ axis where the frequency the spins precess to will be equal to the frequency of the $B_{1}$ radiofrequency pulse (Figure 9 C ). Therefore, only the magnetization of the spins that belong to a plane perpendicular to the $z$-axis at that specific distance on $z$ will be tilted to the $x y$-plane thus generating a signal (Figure 9D). This is how the "slice" selection is performed.


Figure 9: The "slice" selection process: different colors in M represent the different precessional frequencies along the z -axis due to Gz

The $G_{x}$ gradient is the frequency encoding gradient. The application of the $G_{x}$ gradient results in a frequency differentiation of the spins' precessional frequencies along the $x$ axis (Figure 10A). This means that at a specific distance on the $x$ axis the spins have the same precessional frequency. Since the precessional frequency does not change as a function of the $y$ coordinate, the spins form rows of specific frequencies perpendicular to the $x$-axis (Figure 10B). The result is having different precessional frequencies in each row while moving along the x-axis. The precessional frequency and the $x$ distance are linearly related as seen by the Larmor equation. Once the signal containing these different frequencies is acquired, these frequencies can be distinguished by means of the Fourier transform. These frequencies can be then translated to location along the $x$-axis based on the Larmor equation.


Figure 10.2: Precessional frequency differentiation along the $x$ axis - frequency encoding

To find the position of the spins along the $y$ axis a phase encoding gradient is used. A $\mathrm{G}_{y}$ gradient is applied along the y axis right after the RF pulse has ended and right before the signal acquisition starts. During the application of this $\mathrm{G}_{y}$ gradient pulse the spins along the $y$ axis have different precessional speeds (Figure 11B) which depend on their distance from the isocenter. As a result, at the end of the $G_{y}$ gradient pulse every spin has the same precessional frequency but a different phase (Figure 11C) depending on its distance from the isocenter. For every location along the $y$-axis these different spin phases are summed. The Fourier transform cannot extract the original phases from their sum alone and therefore it is not possible to extract y position information from a single experiment such as this. To solve this problem, the experiment is repeated several times with linearly increasing Gy gradient strength. For each experiment, at every y location the phase will be linearly dependent on the Gy gradient strength used for that particular experiment. Moreover, across experiments, at every $y$ location there is a linear dependence of phase to experiment index number. In other words, across experiments there is a different "frequency" for every y location. The Fourier transform can be applied along the "experiment direction" to distinguish these frequencies form one another and provide y position information.


## References:

[2] http://hippie.nu/~unicorn/tut/xhtml/ "Figure 2.1 Proportions of the human body"
[3] http://www.mathematische-basteleien.de/spiral.htm "Conical Helix"
[4] Class Notes in Introduction to Biomedical Engineering, course offered by the Department of Computer Science and Biomedical Informatics, 2010
[18] http://primatologie.revues.org/508 "Figure 1"

## Methods

The raw dataset

The dataset used to create this model was provided by the Visible Human Project (VHP) of the United States National Library of Medicine [17]. The Visible Human Project data was generated from male and female cadavers and includes MR, CT and true color high resolution axial anatomical images of the human body. The true color axial images of the female cadaver were used for the model described herein. These images consisted of slices taken at 0.33 mm intervals with a pixel size $0.33 \times 0.33 \mathrm{~mm}$ (i.e. with isotropic voxel). The imaging matrix was $2048 \times 1216$ pixels with a color depth of 24 bits ( 8 -bit per color) per pixel and the images covering the entire torso. Each cell in the matrix contained the color intensity of Red, Green and Blue (RGB) corresponding to a spatial pixel location (i.e. the images were supplied in "pixel coordinates"). A total of 1941 images were included in this dataset; however, not all images were used for the purposes of this thesis. Due to the high density of the dataset, only every third image was used to generate the model described below. This decimation of the dataset was dictated by the limited computing power of the laptop computer used for data processing. Using the entire dataset would have resulted in prohibitively long processing times. To account for the loss of slices along the superiorinferior direction, the axial spacing used for data processing was 0.99 mm .

Summary of image processing methods

In order to accommodate the needs of the MRI simulation platform, images of the VHP had to be segmented so that, when used by the simulator, individual human organs could be assigned specific magnetic resonance properties, such as proton density, T1, T2, etc. Binary data were generated from the VPH dataset so that the contours delineating the heart and the torso were identified so as to form the 3D objects. These "contour coordinates" were generated by scanning the high resolution VHP images with custom built software in Matlab version R2010a (Mathworks, Natick, Massachusetts, U.S.A.). The conversion took into account the VHP pixel size and the axial slice spatial intervals. The contour coordinates were finally reconstructed to display the 3D human organ. The figure below displays in brief the sequence of the actions just described (Figure 12)


Figure 12: Data processing steps

## Segmentation with gray scale images

Gray scale edge detection was first evaluated for detecting the torso boundaries. While gray scale edge detection was not the method utilized for the final product code of this thesis, it is included here for the sake of completeness. In summary, this type of edge detection was based on signal intensity variations that occur throughout the image after the initial dataset has been reduced to 256 shades of gray. The steps used for this type of processing are shown in Figure 13.


Figure 13: Gray scale image processing

For gray scale segmentation, the boundaries of the torso were initially detected using the image's intensity gradient i.e. using the changes in signal intensity. As mentioned above, first the original 24-bit color image (Figure 14A) was converted to 8-bit grayscale (Figure 14B). This was done using Matlab's "rgb2gray" function [5]. "rgb2gray" converts RGB values to grayscale by using the three components R G B to create a sum. Each component adds to the sum multiplied by a weight value. The weight values are 0.2989 for the R-component 0.5870 for the $G$ component and 0.1140 for the B component. Next, gradient detection was implemented by means of the "edge" Matlab function. An example of a gradient binary image is shown in Figure 14C. The 1's in this image represent the abrupt gradients detected. The "edge" function takes as input the grayscale image and the type of mask we intend to use (for instance sobel, prewitt, roberts) and returns as output a binary image with the edges as pixels with value 1 and the rest with the value 0 . In order to later group pixels together and segment the torso, the binary gradient image was dilated. This dilation consisted of assigning to the neighbors of non-zero pixels the value 1 . This was done by Matlab's "imdilate" [6] routine which takes as input the binary or gray-level image and a structure element [7] and its output is the dilated image. The structure element is an element that defines the neighborhood of the pixels that are affected during the dilation (for example a disk, a line, or a square). This resulted in a binary image where the white parts are "dilated" as seen in Figure 14D. As a result, the pixels corresponding to the edge of the torso became more connected so that the outer contour could be extracted later on. In segmenting the torso, the next step was to "fill" the gaps and "holes" of the torso gradient image. This was done by using Matlab's "imfill" [8] routine (with parameter "holes") which automatically fills the holes of an image, where a hole in this case is defined in the Matlab documentation as "a set of background pixels that cannot be reached by filling in the background from the edge of the image". The result of this step is shown in Figure 14 E : the torso area and the two arms appear now as a solid white object surrounded by a black background, which contains some "salt and pepper" noise.

Prior to identifying the outer contour of the torso and arms, the background noise needed to be cleaned because the binary image background contained non-zero values as a result of signal intensity gradients in the gel that the cadaver was immersed. The image dilation process described earlier exacerbated the situation by increasing the number of non-zero pixels in the background. Removing these background pixels was performed using the "imclearborder"[9] routine. "imclearborder" as described in Matlab's documentation "suppresses structures that are lighter than their surroundings and that are connected to the image border" [9]. Objects that consisted of a number of pixels less than a predefined value were erased. This was implemented by means of the "bwareaopen" [10] function in Matlab, where the user defines the minimum amount of pixels that the objects should have. The resulting image was clear from small objects. The result of this step is shown in Figure 14F where the torso and arms appear as a solid white object over a black background. In this type of binary image the contour of the torso and arms can be more easily obtained as requested for previous steps "by applying an edge detection routine the so called "edge" [11], which now in contrary to its former application only detects a single object resulting in a continuous single-lined contour (Figure 14G).


Figure 14: The steps of the initial image processing sequence
A casual viewer of these contours may conclude that this type of gray scale image processing works well. However, a more careful examination of the results indicates that
there are problems with this segmentation method since the torso was not completely separated from the blue background i.e. from the surrounding gel (Figure 15).


Figure 15: Blue objects being detected as part of the contour of the torso were considered significant errors that pointed to methodological improvements

## Segmentation with true color images

To improve the segmentation a new methodology was developed based on a Matlab demo code [12] that discriminates an images different colors using the L*a*b color space for classification.

The $L^{*} a^{*} b$ color space

The images that contain the VHP dataset are true-color png images. This allowed for alternative image processing which takes advantage of the different colors so as to detect the different tissues. The colors were classified using the $L^{*} a^{*} b$ color space model (Figure 16). According to the $L^{*} a * b$ color space every color was represented by three components. The L-component stands for luminosity with 0 representing the darker value (black) and as
the values increase the brighter the objects become i.e. approaching white. The acomponent indicates where the color is located between the green (negative a values) and the red (positive a values). The b-component indicates the color's position between the blue (negative $b$ values) and the yellow (positive $b$ values).


Figure 16: The L*a*b color space coordinates

The use of this color model simplifies the segmentation procedure and fewer steps are needed (Figure 17).


Figure 17: The final algorithm for the detection of the torso

The original Matlab code [12] classifies the image colors in six different classes using predefined areas of the image for sampling in order to create a center for each color class using the coordinates of the L*a*b color space. Following this classification, it calculates for each pixel the distances from each class using the k-nearest neighbors method. The code
was modified to detect only three colors i.e. there were three class centers. The coordinates of the class centers in the L*a*b color space were created just once by manually defining the sampling areas for the colors and then using part of the original Matlab code to create the $L^{*} a^{*} b$ coordinates for the colors of the areas used for sampling. One center was created for the torso for a sampling area that included all the colors of the torso area (fat - yellow, muscle/flesh - red, blood - darker red). One center was created for a sampling area that included the blue gel exclusively. Last, a third center was created using a sampling area with just the black background (outside the blue gel). By applying this methodology three images were obtained, each of them displaying the areas just described. The image of interest was the one that resulted from the center created for the torso area (Figure.18.A) and it could be used to define the torso area. Using this image a binary image was created with the torso area being 1's. The torso's edge was then detected by applying the same steps for removing the unnecessary objects as described for the gray images in the previous section. In brief, the image was transformed to gray-level (Figure 18B) and by applying Matlab's routines [9] [10] mentioned previously, the objects near the border were removed. Objects with a number of pixels less than a certain value were also removed (Figure 18C). Black "gaps" resulted inside the torso because the pixels values of some areas inside the torso (lungs for example) were close to those of pixels in the black background. These black "gaps" of the inner torso area were "filled" (Figure 19D) using "imfill" [9] so that the torso created one continuous area in the resulting binary picture. At this point the contour could be extracted using edge detection (Matlab's "edge" [11] routine) as done in the gray-scale image segmentation (Figure 19E).

Repeating this algorithm for the entire set of images yielded the 3D contour area of the entire torso.


Figure 19: Color classification using the $L^{*} a^{*} b$ color space

## Segmenting the heart

The $L^{*} a^{*}$ b color space technique was used for segmenting of the heart as well. This time though there was no blue gel involved and the discrimination considered different colors due to different tissues. As a result different sampling areas for the formation of the class centers in L*a*b spatial coordinates were used. The procedure steps were similar to those of the torso detection algorithm with the exception of engaging a manual frame selection this time (Figure 18).


Figure 18: The heart area was segmented using the same method as the one used for the torso

## Identifying the heart structures

The segmentation of the heart included the identification of cardiac structures. Those were the Superior Vena Cava, Pulmonary Trunk, Right Pulmonary Artery, Aorta, Left Atrium, Right Atrium, Left Atrium and Left Ventricle areas (Figure 19). Another tissue of the heart was included in the heart components tissues, not visible in the figure below, was the intraventricular septum, which is not easily detected by observing the "slices" and therefore its segmentation was not as accurate.


Image 19: The heart structures

There were three class centers formed like before, coming from three sampling areas including a region for fat, a region for flesh (lighter red colored tissues) and a region for the magenta objects (like the inner area of lungs and vessels - darker red colored areas). The execution of this code generated three images (Figures 20A-C) were the colors were classified thus helping identifying the structure of interest.
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Figure 20: The classified colors

By observing these three images one can see that the colors were not classified completely and exclusively i.e. every picture contained a range of colors instead of just one. This was because the sampling areas that were created happened to contain pixels within a range of values. So, the corresponding L *a*b coordinates represented a range of values. In practice same color values exist in areas of different tissues. The resulting pictures were useful though in detecting the different tissues of the heart. For example the left atrium appeared in the first picture (Figure 20A) as a brown-purple colored area surrounded by a black area. This meant that it could be detected by forming a binary image using its non-zero valued pixels. In addition, it could also be detected using the third picture (Figure 20C) to form a binary image by selecting the zero-valued (i.e. the black pixels) this time. The procedure that was followed included some manual intervention in order to specify a frame that contained the region of interest exclusively. For example, in order to detect the left atrium in the picture in Figure 20A using the third picture, a binary image was created from the zerovalued pixels of the Figure 20C. To achieve that a frame was set to include only the region of interest and erase the rest (Figure 21A). The frame selection was manual and Matlab's "getpts"[13] routine was used to achieve that. "getpts" allows mouse clicking on images for manual point selection. In the binary image that was created, the lower left edge of the frame (Figure 21B) included a disconnected small unnecessary area that needed to be removed. The binary image was at that point dilated and the holes were filled so that potentially unconnected objects became one entire continuous area (Figure 21C). Objects with an amount of pixels less than a predefined value were removed, using the Matlab functions [9] as before so that the unnecessary area was removed (Figure 21D). The application of an edge detection [11] algorithm produced the contour of the left atrium (Figure 21E).


Figure 21: Segmenting the heart structures
This procedure was used for all other heart structures as well. Once the contours of some of the heart structures had been identified then these could also be used to help in identifying the remaining ones. For instance, in identifying the aorta, the pulmonary artery had already been identified; a fact that made it easier to find the borders of the aorta on the side of the pulmonary artery. This was done by excluding from the aorta the pixels belonging to the pulmonary artery. This logic was applied when a tissue neighboring to the region of interest had already been identified.

## Contour undersampling

Each of the resulting contours consisted of a large number of points that changed while moving from slice to slice (i.e. image to image) in the inferior-superior direction. This makes sense since the diameter of the organ, e.g. the heart, may change along that axis. As expected, a contour originating from the base of the heart will consist of more points than a contour originating from the apex of the heart. The MRI simulator demanded that for purposes of visualization and potential modeling of motion that consecutive contours contained the same small number of points. To achieve this, the existing contours underwent an undersampling process so that in the end the contour of every slice contained a fixed number of points. The algorithm developed to achieve this is described below.

First, the contour image that was produced by the segmentation procedure was read in Matlab (Figure 22). Then, the contour's center of mass was located (Figure 23) by means of the function "regionprops" [14] routine with the parameter "centroid" set. "regionprops" calculates a set of properties that include shape or pixel value measurements regarding objects of the image. The specific parameter defines that the function should calculate the center of mass of the images object. Once the center had been located, a line of pixels (referred to as "main line" herein) was expanded from the center of mass towards the contour of the image (Figure 24). The main line of pixels was expanded until a certain predefined length of pixels. For every pixel that was added to the main line, a scan was executed from the pixel located 7 pixels back on the $x$ and 7 pixels back on the $y$ axis up to the pixel located 7 pixels forward on the $x$ axis and 7 pixels forward on the $y$ axis. If the pixel of the main line had coordinates $(x 0, y 0)$ the scan included a square area whose diagonal corners were the points $(x 0-7, y 0-7)$ i.e. the starting point, $(x 0+7, y 0+7)$ i.e. the ending point. Whenever a contour pixel was found inside this scanning area, its distance from the pixel of the main line was calculated. If the current distance was less than an already calculated one from a previous iteration, then its value replaced the previously stored distance value and correspondingly the coordinates of the current contour pixel replaced the stored coordinates of the previous contour pixel. So, when the scan was completed for one of the pixels of the main line, its distance from the closest contour pixel had been calculated and if it was less than the correspondingly calculated distance for the pervious pixel of the main line, the new distance value replaced the previous one and the coordinates of the new main line pixel replaced those of the previous one. The distance was given an initialization value in case this was the first iteration and there was no previous value to be replaced. So, when all the scans were executed for all the pixels of the main line, the saved pixel coordinates were those of the expanding main line pixel closer to the contour, if an actual pixel of the contour was not matched. The same procedure was repeated for pixel lines that expanded from the center for different angles until a full 360 degrees rotation was complete. The rotational angle for the heart components was set at 10 degrees, meaning that starting from 0 degrees a main line was expanded from the center of mass of the the contour towards the contour itself every 10 degrees detecting one point of the contour. This way, 36 points were detected in total for each contour. The same procedure was applied for the undersampling of the hearts neighboring vessels such as the pulmonary artery, except that the rotational angle was set at 30 degrees thus resulting in a total of 12 points per contour. In order to rotate the expanding main line of pixels the computation and application of these angles
was necessary. That was achieved by using the "cos" [15] and "sin" [16] functions of Matlab. These functions return the cosine and sine values. Whenever the main line was expanded one pixel inside the loop, the added pixel's $x$ coordinate was multiplied by $\cos (a)$ and its $y$ coordinate by $\sin (a)$, where a was the current angle. As mentioned above, the angle a changed with a step of 10 or 30 degrees per loop depending on the component until a 360 scan of the contour was performed. This way, the pixel line could be expanded towards various angles. The initial design of this algorithm included expanding the main pixel lines until a contour pixel was met. The coordinates of the pixels belonging to the expanding line did not always coincide with those of a contour pixel, because they did not always form a continuous line (due to the use of angles), meaning that although the expanding line of pixels crossed the contour, there were not always coordinates of a pixel saved. This posed a problem (Figure 25). The scanning around the expanding main line of pixels solved this problem. In a case of non coincidence of the coordinates, the pixel of the main line with the smallest distance from the contour was considered as a contour pixel met and its coordinates were saved. So, it was ensured that every line that will cross the contour will trace and save the coordinates of a pixel.

The aforementioned undersampling came with a slight accuracy loss since a pixel neighbor to the contour pixel may have replaced the actual contour pixel. In case the expanding line of pixels did not find a match to the contour, the pixel with the closest distance to the contour was considered the contour pixel instead of the actual contour pixel itself. The maximum distance of a neighbor pixel which was chosen as a contour pixel instead of an actual contour pixel can be calculated. Assuming the pixel of the expanding main line had coordinates ( $\mathrm{x}_{0}, \mathrm{y}_{0}$ ) and the scan finds a contour pixel located at the most distanced point possible i.e. either the $\left(x_{0}+7, y_{0}+7\right)$ or the point $\left(x_{0}-7, y_{0}-7\right)$ it makes no difference, their distance ( d ) is $\mathrm{d}=\sqrt{\left(\mathrm{x}_{0}+7-\mathrm{x}_{0}\right)^{2}+\left(y_{0}+7-\mathrm{y}_{0}\right)^{2}}=\sqrt{49+49}=9.89$ pixel. Knowing that the pixel size is 0.33 mm we can calculate the spatial distance in mm which is 9.89 x $0.33=3.2637 \mathrm{~mm}$. That is the maximum diversion that may occur from this process according to the worse scenario where the most distant pixel has been chosen as a contour pixel. Note that the undersampling process aims in improving the result visually (and potentially enabling the formation of areas which can be modeled for motion), the loss of accuracy takes place exclusively in the visualization process and does not affect the saved data. This accuracy loss is visually undetectable.


Figure 22: The contour picture of the right atrium (input)


Figure 23: The contour center is detected


Figure 24: The pixel lines cross the contour while expanding


Figure 25: Zooming in to the procedure, yellow pixels: the expanding main line, magenta pixels: the pixels considered as contour pixels met, white pixels: contour pixels.

When all of the contours had been successfully created the data were stored in an array with three columns where the first column stored the pixel's $x$ coordinate the second column the pixel's y coordinate and the third column the pixel's $z$ coordinate which changes along the inferior-superior direction i.e. along the slice direction. As the images were read in one after another the $z$ coordinate was reduced, so that the pixels of the current contour were placed below those of the previously read image. This array was then saved as a .mat file. At that point the coordinates in pixel values had been saved, since these coordinates resulted straight from scanning the images. In order to transition to spatial coordinates, the data acquisition parameters, as described in the official webpage of the Visible Human Project, were considered. The pixel dimensions were $0.33 \times 0.33 \mathrm{~mm}$ so by multiplying the first two columns ( $x$ and $y$ coordinates) of the array with 0.33 these were automatically converted to spatial coordinates in mm. The VHP images had been obtained every 0.33 mm but as mentioned earlier the images used to form the model were not read one after another but for every image used the two following images were skipped instead. That meant that the distance along the $z$ axis was 0.99 mm between slices. By multiplying the third column of the array ( $z$ coordinates) by 0.99 the transformation into spatial coordinates was completed. The $x, y, z$ spatial coordinate values were also divided by 1000 in order to convert from mm to meters.
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## Results

The initial gray scale algorithm
As mentioned in Methods, the gray scale image segmentation approach method was not preferred due to poor results (Figure15). By overlaying the initial image to the binary image resulting from the segmentation one can observe quite a few cases when blue objects remained attached to the torso and thus erroneously considered to be part of the torso.

The $L^{*} a^{*} b$ color space algorithm
To verify the results of the L*a*b color space algorithm, the overlay of the initial image to that of the algorithm's resulting binary image shows that the torso area is detected without any additional objects attached to it in error (Figure 26)


Figure 26: The torso area contains no errors, the improvement is visible in comparison to the previous results seen in Figure 15

Since the binary images of the L*a*b color space algorithm produced successful detection of the boundaries of the torso area, an edge detection function was applied in order to obtain the torso contour (Figure 27).


Figure 27: The corresponding contour of the torso area segmented using the L*a*b color space

Visualizing the data
To visualize the data gathered from the images in 3D we read the arrays with the saved coordinates and plotted the points in space (Figure 28) one by one in order to create a 3D visualization.
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Figure 28: The torso reconstructed in 3D by plotting the data one point at a time as seen from different angles

The heart was visualized likewise (Figure 29)


Figure 29: The heart visualized in space by plotting one by one the points that compose it

The above 3D plots could not be manipulated easily since the hardware proved to be inadequate for the volume of data. This was easily noticed when manually trying to rotate the object in space and experiencing a very slow response. By plotting the data that occur from the undersampling process, the visualization result was easier to rotate in real time (Figure 30). The data after the undersampling were less dense, which improved the response during the object rotation in space. In addition, the heart consisted of points that were aligned along the $z$ axis, which allowed for connecting them with each other thus creating the effect of a surface. Some of the details may be lost in this type of visualization. The images below show the spatial visualization of the data resulting from the undersampling process. The 36 or 12 points were connected horizontally per slice and vertically per angle location (angular step during undersampling).


Figure 30: The heart visualized by plotting and connecting in space the points that resulted from the undersampling process (views correspond to those of figure 27)

Undersampling was also applied to the torso data by following the same technique to that of the heart. The data are visualized in Figure 31. The points in space are connected per slice and angle in this visualization as well.


Figure 31: The torso formed by the points that remained after the undersampling process was applied, C displays a less dense visualization of the torso containing the heart

For the hardware used for this work (Intel Pentium dual core CPU T4300 tuned at 2.1 Ghz and 3Gb RAM), the detection of the contours required an execution time of seconds to one minute (for the case where the user's manual intervention was required) per contour. The process of scanning the binary images in order to store the coordinates in arrays took days due to the data volume, which consisted of 647 binary images each of them containing hundreds of pixels whose coordinates were saved. Also, when trying to visualize 3D objects using the full dataset (without undersampling), the response times to just load the datasets were prohibitively slow.

## Conclusions

We have created an anatomical map using images of the human torso, coming from an actual human body (cadaver). The information for constructing this map was extracted from the Virtual Human Project images using image segmentation. This segmentation was implemented using Matlab. The anatomical map can be used to form a model for the simulation of MRI. The project required the careful study of anatomy too, in order to identify the heart's anatomical structures on the raw data images. The execution times were slow when it came to manipulating (visualizing or storing) the resulting data and more advanced hardware should help in the future.

## Future Work

Future directions include expanding the model by including more areas, organs or tissues. This would for the current anatomical map, regardless of the method or the algorithm. The L*a*b classification algorithms used herein for the detection of the different tissues of the heart can be used also for the detection of other tissues within the torso, such as the lungs or the fat, by simply selecting different sampling areas thus resulting in different class centers that correspond to different colors and tissues. Another topic suitable for future work is the generation of the tissue motion models. The undersampling process should be the first step towards the design of these models.

## Limitations

## Hardware

The computer hardware was inadequate for the task and prolonged data processing times to several days. This could be improved by purchasing more advanced hardware so as to reduce execution times. This should also allow for more reasonable data management times during the data storing and visualization.

## Partial data corruption

Due to data corruption in several of the original VHP images the algorithm could not detect the torso contours for 14 images (the images are counted from 1262 to 1909 and the corrupted images are from image 1489 to 1502). So, the last contour that was correctly detected was copied and considered to be the contour of the torso for each of these corrupted images. The total number of images whose contours form the torso in 3D was 647. So, the fact that 14 of the contours were corrupted does not affect the results much.

## APPENDIX

## Matlab programs

Matlab's demo code: "Color based segmentation Using the L*a*b Color Space"

```
{
G This is the demo code from the Matlab documentation that uses the
I+a*b
    yolorspace "Golor-Based Segmentation Using the L*a*b* Color Space"
f where the algorithm for the detection of the contours was adapted
*rom
fabric = imread('fabric.pre');
figure(1), imshow(fabric), title('fabric');
Caloulate Samole Colors in L*a*b* Color Space for Each Reglon
load regionooondinates;
nColors = 6;
sample_regions = false([size(fabric,1) size(fabric,2) nColors]);
for count = 1:nColors
    sample_regions(:,:,count) =
roipoly(fabric,region_coordinates(:,1,count),...
                                    region_coordinates(:,2,count));
end
imshow(sample_regions(:,:,2)),title('sample region for red*);
```

```
b Convert your fabrio RGB image into an D***b* image using makecfonm
and apolyofomm.
cform = makecform('srgb_lab');
lab_fabric = applycform(fabric,cform);
```

```
% Caloulate the mean 'a*' and 'b*' value for each area that you
extracted with rolpoly. These values serve as your color marbers in
*a+b** space.
a = lab fabric(:,:,2);
b = lab_fabric(:, :, 3);
color_markers = repmat(0, [nColors, 2]);
for count = 1:nColors
    color markers(count,1) = mean2(a(sample_regions(:,:,count)));
    color_markers(count,2) = mean2(b(sample_regions(:,:,count)));
end
```

For example, the average color of the red sample region in 'ta*b** space is

```
disp(sprintf('(80.3f,*0.3f]',color_markers(2,1),color_markers(2,2)));
* Classify Each Eixel Using the Nearest Neighbor Rule
color_labels = 0:nColors-1;
a = double(a);
b = double(b);
distance = repmat(0,[size(a), nColors]);
for count = 1:nColors
    distance(:,:,count) =( (a - color_markers(count,1)).^2 + ...
                                    (b - color_mark
end
[value, label] = min(distance, [],3);
label = color_labels(label);
clear value distance;
    Display Results of Nearest Neighbor Classification
rgb_label = repmat(label,[ll 1 3 ]);
segmented_images = repmat(uint8(0),[size(fabric), nColors]);
for count = 1:nColors
    color = fabric;
    color(rgb_label ~= color_labels(count)) = 0;
    segmented_images(:,:,:,count) = color;
end
imshow(segmented_images(:,:,:,2)), title('red olojects');
figure;imshow(segmented_images(:,:,:,3)); title('green objects');
figure;imshow(segmented_images(:,:,:,4));title('purple objects');
figure;imshow(segmented_images(:,:,:,5)); title('magenta objects');
figure;imshow(segmented_images(:,:,:,6)); title('yellow objecte');
purple = [119/255 73/255 152/255];
plot_labels = {'k', 'r', 'g', purple, 'm', 'y'};
figure;
for count = 1:nColors
    plot(a(label==count-1),b(label==count-1),'.','Markemedgecolor', ...
        plot_labels{count}, 'MarkerFacecclor', plot_labels{count});
    hold on;
end
title('Scatterplot of the segmented pixels in ''a+b*'' space');
xlabel('''a*'' values');
ylabel('''b*'' values');
```

\}

## Creating the color markers

## create_color_markers.m

\{
this function is used to create the color marvers necessary for the functions that detect the contours
8. of the heart components and the toreo it requires an Image for sampling

* in the same directory
function [color_markers] =
create_color_markers(image_num) fimage num=the image number, images
are numbered from 1262 to 1909
fn=['avf' num2str(image_num, ' $102 d^{\prime}$ ) 'a.png']; screate the filename
according to the given image number
I=imread(fn); read the image of the fillename created
figure;imshow(I);title(fn);xlabel('select sampling points for the lst
area '); display
$[x, y]=g e t p t s()$; manually select the points of the sampling area
$\operatorname{coor}(:,:, 1)=[x, y]$; save the sampling area coordinates
figure;imshow(I);title(fn);xlabel('select sampling polnts for the 2nd area '); display
$[x, y]=$ getpts(); manually select the pointe of the samoling axea
$\operatorname{coor}(:,:, 2)=[x, y]$; save the sampling area coordinates
figure; imshow(I);title(fn);xlabel('select sampling points for the 3rd area '); fdisplay
$[x, y]=g e t p t s()$; manually select the points of the sampling area
coor $(:,:, 3)=[x, y]$; save the sampling area coordinates
nColors $=3$; define the amount of colors
sample_regions $=$ false([size(I,1) size(I,2) nColors]); moreate amay
for sample regions
seet the sample regions from the regions you have defined manually
for count = 1:nColors
sample_regions(:,:,count) $=$
roipoly( $\bar{I}, \operatorname{coor}(:, 1$, count $), \operatorname{coor}(:, 2$, count $))$;
end
cform = makecform('stgb2lab'); colon transformation structure form
, srgb2Lab = standarRGB->L*a*b
lab_fabric $=$ applycform(I,cform); converts the color values in fabutc
to the oolor space specified in the color transformation structure
cform i.e. here:RGB->14a*b
* Calculate the mean 'L', 'a*' and 'b*' value fox each axea that you
extracted with roipoly.
These values serve as your color markers in 'L"a*b*' space.
a = lab_fabric(:,:,1);
b = lab_fabric(:,:,2);
L = lab_fabric(:,:,3);
color_mārkers $=$ repmat (0, [nColors, 2]);
for count $=1:$ nColors
color_markers(count, 1) = mean2(a(sample_regions(:, :, count)));
color_markers(count, 2) $=$ mean2 $(b($ sample_regions $(:$, , count) )) ;
color_markers(count, 3) = mean2(L(sample_regions(:, : count)));
end
\}


## Scanning contour images for the inner points of a contour

## innerpoints.m \{

```
    this code was used to obtaim the coomdinates of the points
of the cotouns and additionally bll the points inside the gontouns
It requires that the agoromriate directories enist
function [data full] = innerpoints(directory)
cd(directory); change to directory
cd('binary images'); change to sub-folder "binary images"
ex=exist(*fil1.*,'dim*);
if ex==7 कoheck if name is a folder
    cd('fi11')); change to "f111" dixectomy
else bchange to "tissue" direatomy otherwise
    cd('tissue');
end
d=dir(**.png*); Wlist all the vong files ot the eristing directory
filenames={d.name}; create an armay contatning the names of the files
start =
str2double(strtok(filenames(1,1),'abodefghijklmmopqreturwmyzABCDEEGHI
JKTMOOPQRSTUVWXYZ')); Lsolate the image number from the filename (1st
image
the_end=str2double(strtok(filenames(1, numel(filenames)),'abodefghifkl
mmopgrstuvwגyzABCDEEGHIUKLMNOPQPSTUNWZYZ*)); sisolate the image number
from the filename (Last image)
count=1; commter that is used for numbering the elements in the armav
zet=1262-start; sthe position in the z axis is caloulated acoording
to the numeration of the whole set wf images - the fimst image is
numbered }1262\mathrm{ so it is used as a constant
for i= start:the_end images range
    filename=char(filenames(1,(i-start+1))); someate a chametet
variable containing the name of the file to be read
    I=imread(filename); mead an image named aftet the filename
created
        for i2=1:size(I,1) soan the image
        for j2=1:size(I,2)
            if ~(I (i2,j2)==0) bwhenever a white pixel is met
                data_full(count,1)=i2; save its coordinates
                data_full(count,2)=j2;
                data_full(count,3)=zet;
                count=count+1;
            end
        end
    end
    zet=zet-1; change the z awis value every time we pass to the next
image, so that eventuadly the points of the next slice are placed
mmder the already
    fprintf('sn 's \n',filename); sadved ones (placing the mext sM10e
under the last one)
end
data_full(:,1)=data_full(:,1)*0.33; कornvert from aixel to spatiall
coordinates
data_full(:,2)=data_full(:,2)*0.33;
data-full (:,3)=data_full(:,3)*0.99; sreplace all the z values with
their negatives ao that the values of the z amis are decreasing
(placing the next slice uncler the last one)
data_full=data_full/1000; saonvert to metres
fprintf('Mmata created for s\n', directory); prinm
}
```


## Save coordinates read from binary images

## store_coord.m\{

8 this code is used to scan the cootdinates of the binaty images
Hin the spacified directory, it reguires that the directory
defirttan for
the area (seleated heart component or torso) and the sub folder "o' $-$
Q contour, ' ' ' - fill om 't' - tissue exist
function data=store_coord(directory, ctf)
mess=wavread ('progmam complete. Wav'); sound message I nsed to alert me when work was done
cd(directory);
cd('binary images') ; sheak and switun to whe appropriate dimeotory
if ctf==' $c^{\prime}$
cd ('contours');
end
if ctf $==^{\prime} \mathrm{t}^{\prime}$
cd('4issue');
end
if ctf=='f cd('fil1');
end
d=dir('*. $\mathrm{gng}^{\prime}$ ); blistt all the . ong files of the existing dineotory filenames=\{d.name\}; 子reate an array wontatning the names of the files start $=$
str2double(strtok(filenames (1, 1), 'abcdefghinklmonogrstuvwxymabCDEFGHI JKLMWOPQRSTUVWXYZ')) ; isolate the image number from the filename (1st image
the_end=str2double(strtok(filenames(1, numel(filenames)), 'abodefighifkl mnopgretuvWZyzABCDEEGHIJKLMMOPQRSTUVWYYZ')); isolate the image number from the fillename (last image)
count $=1$; counter that is used for numbering the elements in the array zet=1262-start; sthe position in the z axis is baloulated acooxding wo the numeration of the whole set of images - he first image $4 s$
mumbered 1262 so 1 t is used as a constant
for $i=$ start:the end fimages range
filename=char(filenames(1,(i-start+1))); boreate a charcter
vamtable pontaining the name of the file to be read
I=imread(filename); read an image named after the fillename
mreated
for i2=1:size(I, 1) scan the image
for $j 2=1$ :size $(I, 2)$
if $\sim(I(i 2, j 2)==0)$ wheneven a white pizel is met
data(count, 1)=i2; save $1+s$ comminates
data (count, 2) =j2;
data (count, 3) = zet ; count=count +1 ;
end
end
end
zet=zet-1; change the a axis value every time we pass th the ne:ut
image, so that eventually the points of the nezt slice are placed
under the already

mader the last one)
end
$\operatorname{data}(:, 1)=\operatorname{data}(:, 1) * 0.33 ;$ convert from pixel to spatial coordinates

$$
\operatorname{data}(:, 2)=\operatorname{data}(:, 2) * 0.33 ;
$$

$$
\operatorname{data}(:, 3)=\operatorname{data}(:, 3) * 0.99 ;
$$

data=data/1000; convert to metres
s sound(mess); ;reound message I used to alert me when work was done fprintf('Vabata gathered for 's M', directory);
\}

## Segmentation with gray-scale images

## graylevel_image_segmentation.m

\{
the current code was adapted from Matlab's "Detecting a Cell using Image
sSegmentation" example, note that the contours that fom the torso do not come from this method because the results contain errors
Gand additionally this method nesds configuration fadding or removing a diazion at exosion) for every single image
se90 $=$ strel(*1ine', 3, 90); create struetrme elements that
se0 $=\operatorname{strel}\left({ }^{\prime 2} 1 \mathrm{ine}\right.$ ', 3,0$) ;$ will be used foti the image
seD $=$ strel('diamond', 1); dilation a Erosion
start=1262; set the starting image number
for image num=start:1262 sset the ending image mamber.
fn= ['avf' num2str(image_num, '02d') 'a.png']; create a variable
beaning the file name following the specific pattemn the images are
named after
new fn=['avf' num2str(image num, '8o2d') "aContour. png']; oreate the
new filename the imace will be saved as
$I=$ imread(fn); reead the imaye named like the filename
figure;imshow(I);title('original image'); diaolay original image -
comment to disable
I2 = rgb2gray (I); transform to gray-level
[junk threshold] $=$ edge(I2, 'sobe1'); set a threshold for the mask that will create the binary image
fudgeFactor $=.5 ;$ define the gegmentation sensitivity
I2 $=$ edge(I2,'sobe1', threshold * fudgeFactor); oreate binary image
figure; imshow(I2); title (binary') ; moomment to display binamy image
I2 $=$ imdilate(I2, [se90 se0]); dilate image
Efgutei imshow(\#') ; title('dilzeed'); uncomment to display dilated image
I2 $=$ imfill(I2, 'holes'); fill the holes
figure; imshow (I2); title ("f111ed holes image'); funcomment to display Eilled holes image
I2 $=$ imclearborder $(I 2,8)$; clean image border bommectivity: 8
neighbors
figure; imshow (12);title("cleared border image'); suncomment to
diselay
I2 $=$ imerode(I2,seD); erode
I2 $=$ imerode (I2, seD); the image
I2=bwareaopen (I2,9000); berase objects sustained by less than gono
oisels
figure;imshow(I2); title('final'); somment ta disable disolaying
$I 2=b w p e r i m(12) ;$ suncomment to display the
Segout = I ; boontgur on the original image
3 segout $(12)=255$;
figure; inshow(Segout) ; title ('outlined original image');
imwrite(I2,new_fn); save the contour image as defined in the "new fin" fprintf( 'JnImäge 402 d 'n', image_num); display the image number on womkagace
end

## Detecting the heart area

## heart_detection.m\{

```
8This code lis based on the demo "Color-Based Segmentation usina the
L*a*b*
Color Space" ard is used ffon the deteetion of the heart, itw reguines
that
sthe oliginal images and the aporopriate "color markers" files to be
irn the
*urrent direetory
se90 = strel('line', 3, 90); Poreate the stmucture
se0 = strel('Iine', 3, 0); ;elements
load('colrm matkers4.mat'); %the files containing the coordinat.es
load('color markers5.mat'); of the colours in L'a*b color space
% load('Golor markers.mat'); bseveral uf these were created because
% load('color markers fat 2.mat'); beach may work better in a specific
image
for image_num=1464:1465 define the range of images using the
numeration of the images
filename=['avf' num2str(image_num,'zo2d') 'a.ong']; %read the file
names following the given pattern
```








```
THE FOLIOWTNG PART OF COMMENTED CODE REPEERS TO AREAS THAT HAVE
ALPEADY
&BEEN DETECMED AND ARE AREAS NEIGHBORS TO THE CURRENT REGTON OE
INTEREST (EOI)
GUNCOMMENT TO READ A SPECIETC CONTOTR WHEN IT CAN BE USED TO EYCLULE
A PART
DURING THE DETECTION OE OUR ROI, CONTINUES ON LINE 115
```








```
filenamez=['avf' numzstr(image_num, 'so2d') 'SuperiorvenaCava.png'];
    SVC=imuead(filenameL);
    3VC=1.g\Cal(BVC);
    SVO=imfill(SVC,'holes');
    filename3=['avf' numzstr(image num,'m02d') 'Carotide.pny'];
    Car=imread(filename3);
    Car=1ogioal(Car);
    Car=1mft11(Car,'holes');
    filename4=['avf' num2str(image_num,'g02d') 'Aorta.png'];
    A=immead(filemame4);
    A=logical(A);
    A=imfill(A, 'holes');
    #ilename5=['avf' num\stm(image_num,'goza') 'Teft&trium.png'];
    LA=imread(filename5);
    IA=1ogical (LA);
    LA=imfill(LA,'holes');
```

```
filename6=['avf* numzstr(imaye num,'z02d')
RightPulmonarvArtery.png'];
    RPA=immead(*ilenameb);
    RPA=1ogical(REA)
    RPA=imfill(REA, "noles');
    EHlename7- ['avfi' numzstr(tmage num, 'sozd') "PulmonaryTrunk.ong*];
    PT=1mmead(fileräme7);
    PT=10gical(PT);
    PT=imfill(PT, 'holes');
    filename8=['avf' num2str(image num,'go2d') 'Riyhtatrium.ong'];
    RA=immead(filenameb);
    BA=1ogical(RZ);
    RA=Imf1L1(RA, 'holes');
    filename\=['avf' num2str(image num, 'g02d')
'LeftVentricle#lesh.pnc'];
} TVE=imuead(filemame9);
    LVE=1og10al(UVE);
    IVE=1mf\11 (LVE,'hales');
    Eilename10=['avE' num<str(image num,'n02d') 'Rightventricle.png'];
    RV=imread(filename10);
    RV=logical(RV);
    RV=1mfill(BV,'holes');
I=imread(filename); read the Amage name
fabric = I; save the Image read to a new variable
fab2=rgb2gray(fabric); convert the image to grayscale
figume; imshow(fabric); titLe(filename); suncomment to display
Caloulate Gample Colons tn L*a*b* Color Space for Each Region
nColors = 3; the amommt of different colors to be deteoted
cform = makecform('srgb2lab'); creates the color transfommation
structure that defines the color space conversion specified, here
srob2lab= from rogo to I*a*b
lab_fabric= applycform(fabric,cform); convert the color values of
the image to what the "ofomm" defines i.e. here: wgb to It*a*b
a = lab fabric(:,:, l); Caloulate the mean 'L ''a*' and 'b*'
b = lab_fabric(:,:,2); qalue for each area that you evtracted with
roipoly
L = lab_fabric(:,:,3); These values serve as your colon marbers in
"a*b+' -0,oc.
disp(sprinte('[80.3E,?0.3f,&0.3E]', color markers4(2,1), color markers
2, (.), wolor markers(2,3)));
    Classify Each Eixel Using the Nearest Neighbor Rule
color_labels = 0:nColors-1; Create an ammay that contains youm aolor
labels
a = double(a); %Mnitialize matrices to be
b = double(b); sused in the neamest neighbom
L = double(L); sulassifioation.
distance = repmat(0,[size(a), nColors]);
perform alassification
for count = 1:nColors
    distance(:,:,count) =( (a - color markers5(count,1)).^2 + ...
    (b - color mark̄ers5(count,2)).^2 + (L -
color_markers5(count,3)).^2 ).^0.5;
end
[value, label] = min(distance, [],3);
label = color_labels(label);
clear value distance;
    Wieplay Results of Nearest Neighbor Classification
    The label matrix contains a Golor label for each pixel in the
fabrio
q Amage. Use the label matriz to separate objectes in the matginal.
```

```
    fabric image by color.
rgb_label = repmat(label,[llll}113])
segmented_images = repmat(uint8(0),[size(fabric), nColors]);
for count = 1:nColors
    color = fabric;
    color(rgb label ~= color labels(count)) = 0;
    segmented_images(:,:,,count) = color;
end
tdisplay the images wtth the elassified coloms
figure;imshow(segmented images(:,:,:,1));
title(filename);xlabel('segimagesl.');
figure;imshow(segmented images(:,:,:,2));
title(filename);xlabel('segimayes ');
figure;imshow(segmented_images(:, :, :,3));
title(filename);xlabel('segimages3');
Rmamually set the frame for the ROL of the heart area
[x y]=getpts();
x=round (x);
y=round (y);
    z=[1131;1196];sometimes the ROT frame needs to stay fived for
    y = [ 3 0 6 ; 3 7 6 ] ; ~ m o r e ~ i t e r a t i o n s ~ ( i . e . ~ i m a g e s ) ~
* erase everything outside the ROT boundaries
BWs(1:Y(1),1:2048)=0;
BWs (y (2):1216,1:2048)=0;
BWs(1:1216,x(2):2048)=0;
BWs (1:1216,1:x(1))=0;
I3=zeros(size(I,1),size(I,2)); create an empty(black) bimamy image
sean the approriiate "gegmented images" image to oreate the binary
image
for i=y(1):y(2)
    for j=x(1):x(2)
    if (segmented_images(i,j,:,2)==0) ssset the appmoptiate
condition to create the binary image
if -(segmented images(i,j,:r2)==0) कrfor examole by using the
black
                                    &oom not black areas of
the suitable "segmented images" image
I3(i,j)=1;
        end
    end
end
```








```
RREAD COMMENTS ON LTNES 13-16:UNCOMMENT THE CORRESPONDING PART TO
ACTTVATE THE EVCLUSTOH
SOE A PART OE THE CUREENT POI JGIHG AN ATREADY DETECTED AREA
```






```
    #C4 J=1:2043
        if (IS (i,j)==1)SE (S (i,j)==1)
            13(1,j)=0;
    end
    end
```

end
for $i=1: 1216$
सo土 $J=1: 2048$
if $(I 3(i, j)==1)$ S\& $($ REA $(i, j)==1)$
$13(1, j)=0 ;$
end
end
end
for $i=1: 1216$
for $j=1: 2048$ if $(I 3(1, j)=1) \operatorname{sos}(\operatorname{PT}(1, j)=1)$ $73(1,7)=0 ;$
enc
end
end
for $1=1: 1216$
for $\mathrm{j}=1: 2048$
if $(T 3(1, y)=1) \operatorname{se}(\operatorname{SVC}(1, j)=-1)$ $I 3(i, j)=0$;
धnd
end
end
for i-1:1216
for $j=1: 2048$
if $(13(i, j)==1) S_{4} \&(E A(i, j)==1)$ $I 3(2, j)=0 ;$
$\operatorname{mad}$
end
end
for $i=1: 1216$
for j=1:2048
if $(I 3(i, j)==1)$ a\& $(L \mathrm{VE}(i, j)==1)$ $13(1,7)=0 ;$
erid
end
end
for $i=1: 1216$
fot $j=1: 2048$
if $(I 3(i, j)==1)$ \&\& $(E V(i, j)==1)$ $I 3(i, j)=0 ;$
end
end
end
fox $i=1: 1216$
for $j=1: 2048$
if $(I 3(i, j)==1) \operatorname{son}(\operatorname{LA}(i, j)=1)$ $13(i, j)=0 ;$
erul
end
Gnd
I3-imcleambonder $(13,4)$ imaleat stmuctures connected to the image
border here:connectivity 4 neighbors
I3 $=$ imclearborder $(I 3,8)$; clear stmuctures connected to the image
border here:comeativity \& neighbors
I3 = bwareaopen (I3,300); ferase structures sustained by lese than 300
pixels
figure; imshow (I3); titIe('Cleared border'); zdisolay
I3=imdilate (I3, [se0 se90]); dilate image
figure; imshow (I3) ; title('Dilated'); sdisplay
I3=imfill(I3, 'holes'); fill holes
figure;imshow(I3); title('filled holes'); display

```
I3=imerode(I3,[se0 se90]); serode image
I3=imerode(I3,[se0 se90]); may need to add or
I3=imerode(I3,[se0 se90]); subtract an elosion action
I3=edge(I3, 'canny'); apply edge detection
figure;imshow(I3);title(filename);xlabel('final'); display
new_filename=['avf' num2str(image_num,'802d')
'Heart Eat. Ong']; foreate the filename the oontour will bee aaved as
    imwrite(I3, new tilename); mocomment to save the mreated conmum
fprintf( '\nImage 802d :n', image_num); display the image number on
the workspace
end
}
```


## Segmentation with true color images

## torso_detection.m\{

```
se90 = strel('1ine*, 3, 90); %meate structure elements
se0 = strel('line', 3, 0); for dilation/erosion
load('Gelor marvers.mat'); Load the "oolor markers" #11e
for image_num=1262:1262 selec the images mange
filename=['avf' num2str(image_num,',o2d') 'a. Gng']; bureatee the name
co read tile followlng the pattern
I=imread(filename); read file
fabric = I; "assigm the image read to a new vamiable ("faborio")
fab2=rgb2gray(fabric); convert to graylevel
nColors = 3; mmount of colors to be detegted
cform = makecform('srgb2lab'); color twansformationn stmuature crorm,
sfun2lab = stan\alphaarRGB->4***b
lab_fabric = applycform(fabric,cform); convewts the colum values fm
fabrio to the color space speoified in the color transfommation
stmuoture ffomm i.e. here:PGB->L**a*b
8 Caloulate the mean 'I,', 'a*' and 'b+' yalue for each area that you
extracted with rolpoly.
    These values serve as your color markers in 'T***b+' seace.
a = lab_fabric(:, :, 1); Inttialize matrices to be
b = lab_fabric(:,:,2); ;used in the nearest neighbor
L = lab_fabric(:,:,3); sclassification.
    Classify Each Pixel Using the Nearest Neighoor Rule
color_labels = 0:nColors-1; Create an armay that contains your color
labels
a = double(a);
b = double(b);
L = double(L);
distance = repmat(0,[size(a), nColors]);
    sperform classification
for count = 1:nColors
    distance(:,:,count) =( (a - color_markers(count,1)).^2 + ...
    (b - color_markers(count,2)).^^2 +( L-
color_markers(count,3)).^2 );
end
[value, label] = min(distance, [],3);
label = color_labels(label);
clear value distance;
    Display Results of Nearest Neighbor Classification
    The label matrix contaims a bolor label fom each oixel in the
fabric
    image. Use the label matmix to separate objecte in the Gmiginal.
    fabric image by colow.
rgb_label = repmat(label,[[1 1 3]);
segmented_images = repmat(uint8(0),[size(fabric), nColors]);
for count = 1:nColors
    color = fabric;
    color(rgb_label ~= color_labels(count)) = 0;
    segmented_images(:,:,:,count) = color;
end
    display the images whth the classified colums (oomment to skin)
figure;imshow(segmented images(:, :, :,1));
title(filename);xlabel('segimagesl');
figure;imshow(segmented_images(:, :,:,2));
title(filename);xlabel('segimages\mp@subsup{Z}{}{\prime});
```

```
figure;imshow(segmented_images(:,:,:,3));
title(filename);xlabel(``segimages3');
V=segmented_images(:,:,:,3); select one of the images containing the
classified colors
V=rgb2gray(V); ;transform to graylevel
V=imclearborder(V,8); clear objects connected to the image border
(connectivity 3 neighbors)
V(1020:1216,1:2048)=0; (rase a specific area cormesponding to the
lower part of the image that contains numeration & labels
V=bwareaopen(V,10000); erase objects sustained by less than 10000
pixels
V=imfill(V,'holes'); ,fill holes
    scan original image to erase the parts that are not included in the
    detected torso area (projection of corresponding original image)
for ti=1:1216
        for tj=1:2048
            if V(ti,tj)==0
                I(ti,tj,:)=0;
            end
        end
end
figure;imshow(I);title('projection of original image'); project
contour results corresponding on the original image (omment to
skip)
BWoutline = bwperim(V);
V=edge(V,'camny'); obtain the contour of the area
new_filename=['avf' num2str(image_num,'s02d') 'aIC.png']; %oreate the
filename the contour image will be saved as
    imwrite(V,new filename); %save image %(uncomment for usage)
fprintf(filename);fprintf(''\ done\n'); &display message on workspace
```

end
\}

## Undersampling - code version without parameters

undersV2.m\{
this function is used, execute an andex sampling to the specifed
binary
images (the user must select by whanghag the oode)r it requires the binary images exist in the same directory

```
count=1; counter used in the array numeration
start=1406; starting image
zet=1262-start; z anis is defined by usimg the number of the first
image as a constant. sG that all resulting data has a common ponmt of
reference
    message=wavread('proyram complete.wav'); balert messaye
for i= start:1406 tmages range
    amount=0; commter
    filename=['avf' num2str(i,'zozd') 'Rightatmium.pmg']; create a
file name according to the pattern depending on the dinectory (change
for other tissues)
    I=imread(filename); read filename
        I(1:430,1:2048)=0;
    figure;imshow(I);title(filename); disolay
8 uncomment following to erase a manually selected frame
            zorm(2);
            [a1,y1]=getpets();
            I}(y1(1):y1(2), x1(1):z1(2))=0; ;
            hold on;imshow(I); <label ('erased');
    s=regionprops(I,'centroid'); 1locate centroid - mass center
    x=round(s(numel(s),1).Centroid(1,1)); fround the centroid
coordtnates to matueh a pixel's
    y=round(s(numel(s),1).Centroid(1,2));
    clear('s'); 子absolve vamlable
3) hold on;plot(x,y,'y*');hold on; sdisplay - plot center
(uncomment to wee)
    fprintf(':n Center found : sd sd', x,y); display mesgage on
worksoace
    d=16; Bintuialime distance vaniable
    a=30; bset angle of rotation (change to redefine)
    gtp=180/a; 8convert from degrees to find the cormesponding arch
listamce step
    for a=0:pi/gtp:(2*pi-(pi/gtp)) sarch distance step
                figune;imshow(I);titie(filename);titu@(a);
busplay(uncomment to
                activate)
            dis=15;81nltialime vamiable
                h1=0; Initialize variable
                h2=0; imitialize vamiable
            for r=1:90 radius length for the ezpanding pixel lines
                nx=x+r*}\operatorname{cos}(a); apply anqles
                ny=y+r*}\operatorname{sin}(a);\mp@code{for execothng rotation
                nx=round(nx); siround to matoh
                ny=round(ny); pinel coordinates
                    hold on; plot(nk,ny, 'y');hold on; smmomment to aotivate
                    display
                            for ii=ny-7:ny+7 bimmer loop (Fex every pizel of the
expanding lines)
                        for jj=nx-7:nx+7
```

if $\sim(I(i i, j j)==0) \quad$ colculate the diswance of
every white pisel met
$d=$ distance([ii,jj], [ny,nx]);
end
if ( $\mathrm{d}<=\mathrm{dis}$ ) , the undersamoling saves the

कणサdinates
from
do not match)
dis=d; RoE the pixal that abstains the least
h1=ny; the contour pize1 (for the case they
h2 $=n x$;
end
end
end
hold on;plot (h2, h1, "y') ;hold on; Momoomment to plot end
hold oniplot (h2,h1, 'y') ;hold on; moormment to olot
amount=amount+1; boounten fot the iterations executed

din *, i, amount, h2,h1); display message on workspace
Pulmonay12_1_Sp(count, 1)=h1; stwore coomdinates in an ambay Pulmonay $12^{-1} 1_{1}$ Sp $($ count, 2$)=h 2$; Pulmonay12_1_Sp(count, 3)=zet; count=count +1 ;
end
zet $=$ zet-1; set the $z$ axis positioning for the nezt contour
(slice)
fprintf('Mamage No td found $\overline{\text { fod pointtsin', i, amount); dieplay }}$
message on worlspace
end
Pulmonayl2_1_Sp $(:, 1)=P u l m o n a y 12 \_1 \_\operatorname{Sp}(:, 1) * 0.33$; fownert from pixel to
spatial coordinates
Pulmonayl2_1_Sp $(:, 2)=$ Pulmonay12_1_Sp $(:, 2) * 0.33$;
Pulmonay $12^{-} 1_{1}{ }^{-} \operatorname{Sp}(:, 3)=\operatorname{Pulmonay12} 1_{1}^{-} 1_{1} \operatorname{Sp}(:, 3) * 0.99$;
Pulmonay12_1_Sp=Pulmonay12_1_Sp/1000; ponvert to metres
8 sound(message); sound alert message
\}

## Undersampling - code version with parameters (function)

## unders.m\{

```
    This functim takes as inputs the nome wf the dimecomy that
contains
    the binary 4mages (contours) that have resutted from rmevious
    procedures, the argular step acoording to which the expanding lincs
    W111 be extended, the display activation, the antomatio (or) not
yenter
    looating and optionally the starting amd ending image (range) for
the
    execution in case the user wants a custom execution range instead
of
    the whole set. It executes an undersampling so what the final output
    contains the contomr fommed by a number of polnts less than the
    iritial. The user defines an argular step and straight pirel Lines
    are extended from the center inside of the contour until they meet
3
    oizel. belonging to the contour. This procedume is repeated for
6%ery
    angle until a 360 legrees scan is completed for every ptoture of
the
    directory (or the defined range).
    Example: data=intmplte('Aorta', 30,0,0);
    Explanation: execution in the "Aorta" folder, fox an angular step
": 30 degrees, display off, locating center automatically.
    Wxample2: data=intrplte('Aorta', 30,1,0);
    Explanation: esecution in the "Aorta" folder, for an angular step
p& 30 degrees, display on, Locating center automatically.
    Evample3: data=intrplte('A0rta', 30,1,1);
    Gaplanation: Exeoution in the "Rorta" folder, for an amomuax step
of 30 degrees, display on, locating center manually (user).
    Example4: data=intrelte('Aorta',10,0,0,1440,1450);
    Explamation: execution in the "Aorta" folder, for ar angular step
of 10 degrees, display off, looating center automatically,
    from the image mumbered 1.440 until Image 1450 amd addatrionally the
user must mamually set a frame for erasing on the image
    so that only one contour remains (this is aplied to images
    utaintng more than Gne contours so that the automatio center
    locating is amecuted correctlv
```

```
function [data] =
unders(directory, angle,displ, autoloc,starting_im,ending_im)
fprintf('}n Esecuting undersampling in "*s" folder for wd degrees
angle:n',directory, angle); diselay the executiom directory and
angulam step
if ~(autoloc==1) cheok if the user wants to locate antomatically the
center
        manual=0;
        fprintf('\a WGceting center automatioally\n');
end
if (autoloc==1) check if the user wants to locate mamually the center
```

```
        manual=1;
        fprintf(':n Emyaged manual centen logating\n');
end
if (nargin>4) scheck if the user wants to manually remove a frame
    manual=2;
    fprintf('\nEngaged mamual fmame removal for imaqes zd -
d\n*,starting_im,ending_im);
end
if (nargin>6) bcheck number of arguments
    error(':muc more than 6 arguments requiredin');
end
    cd(directory); & change to directory
    cd('binamy Amages');
    cd("contouns'); change to the folder containing the contour
imaces
d=dir('*.ong'); & list the names wi whe dimeotory ending to
"prg" i.e. the images
filenames={d.name}; Roseate an amtay with the 1ist:
start =
str2double(strtok(filenames(1,1),'abodefghijklmmorgrstuywmyzABGDEEGHI
TKLMNOPORSTUYWXXVZ')); extract the startang lmage nomber from the tile
name
the_end=str2double(strtok(filenames(1,numel(filenames)), 'abodefghifhl
mmopqrstuvWXyzABCDEFGHIJKLMNOEQRSTUVWXYZ')); seztract the ending image
number from the file name
count=1;
if (manual==2) $nsecase where the image range is set by the nger
    range=starting_im-start; 子calculate a vamiable that is used too
skip to the right filename in the list (array) according to the range
set
    start=starting_im; &in this usecase the starting image is set by
the nser as an argument
    the_end=ending_im; salso the ending image
end
zet=1262-start; sthe position in the z asis is caloulated acoording
w the mumeration of the whole set of images - the first image is
mumbered l262 so it is used as a constant
for i= start:the end r ramge
    amount=0; % just: a counter
    filename=char(filenames(1,i-start+1)); qoreate a charcter
Yamiable containirug the mame of the fille to me read
    I=imread(filename); sread an image named after the filename
created
    if (manual==1) scase when the manual intervetion for the center
locating is engaged
figure;imshow(I);title(filename);xlabel('Right clico on the
center of the contoum'); civelay
            manuall% seleot the center
                zoom(2);
                [x,y]=getpts();
                x=round(x);
                y=round (y);
    elseif (manual==2) tcase when the manual intervetimn fogt the
removal of an area is engaged
        filename=char(filenames(1,i-start+range+1)); get file name
wrom the containirg struct
        figure;imshow(I);title(filename);xlabel('gelget the frame you
want to erase'); sdiselay
        mmanually select a frame to remove
        zoom(2);
        [xl,yl]=getpts();
```

```
    I(yl(1):y1(2),xl(1):xl(2))=0;
    hold on;imshow(I);xlabel('enased');
    s=regionprops(I,'centuold'); zlucates the eentrem
("centroid") of a given binamy image
    x=round(s(numel(s),1).Centroid(1,1)); Acquire the %
wordinate from the stwucture element created by "megionprops"
    y=round(s(numel(s),1).Centroid(1,2)); कacguire the y
coordinate from the stmucture element oreated by "regtomprors"
    clear('s'); absolve variable
    else
    s=regionprops(I,'centrot\mp@subsup{d}{}{*}); $locates the centrer
("oentroid") of a yiven binary image
    x=round(s(numel(s),1). Centroid(1, 1)); sacquire the }
coordinate from the structure element created by "regionprops"
    y=round(s(numel(s),1).Centroid(1,2)); acquire the y
Gooddnate from the stmumture element oreated by "megtonprops"
    clear('s'); absolve variable
    end
    if (displ==1) Bactipated when the display option is aotivated
        figure;imshow(I);title(filename); dfsylay
    hold on;plot(x,y, 'o');hold on; sisolay
    end
    fprintf('\n Center found : A fd`n',x,y);
    d=16; sinitialize with a value
    gtp=180/angle;
    for a=0:pi/gtp:(2*pi-(pi/gtp)) Bangulax step
    if (displ==1) bacttyated when the display option is activated
        figure;imshow(I);title(filename);title(a);
    end
        dis=15; finitial value
        h1=0; initial valloe
        h2=0; initial value
            pr=180;
        for r=1:pr pi*el radius
            nx=x+r*}\operatorname{cos(a); is used to
            ny=y+r*}\operatorname{sin}(a); change the amgle
            nx=round(nx); sthe values tesulting frrom the "cos" and
"sin"
                            ny=round(ny); sfumetions need to be mommaed in gmder tob
match values valid for a pixel
                            if (displ==1) sactitrated when the display ootion is
act&vated
                        hold on; plot(nx,ny,'Y');hold on;
            end
                        for ii=ny-7:ny+7 8imner loop (foz every single point
,f the extending sixel Lines)
                                for jj=nx-7:nx+7
                                    if ~(I (ii,jj)==0)
                                    d=distance([ii,jj],[ny,nx]);
                                    end
                                    if (d<=dis) sthe madersambling procese saves the
moints
                                    dis=d; &wtth the less distance from the
extending paxel. 1ine
                                    h1=ny; $o in case there is not a complete
match the nearest point
                                    h2=nx; &to the wotoun is saved
                                    end
        end
        end
```

end
hold on;plot(h2,h1, 'y');hold on;
end
if $($ displ==1) gotivated when the display option is
activated
hold on;plot(h2,h1, 'y');hold on;
end
amount=amount+1; scounter
data(count, 1) =h1; coeate arnay whth the points coordiantes
data $($ count, 2$)=$ h2;
data (count, 3) = zet ;
count=count +1 ;
end
zet=zet-1; Bchange the z axis value byery time we pass th the
next image, so that eventually the points of the next slice are
placed mader the allueady
fprintf('inTmage Mo kd found sd points:n', i, amount); saved ones
(slacing the next slice under the last one)
end
if(displ==1) , activated when the display option is activated
close a11;
end
data $(:, 1)=\operatorname{data}(:, 1) * 0.33 ;$ convert from pivel to spatial
wordinates
$\operatorname{data}(:, 2)=\operatorname{data}(:, 2) * 0.33$;
$\operatorname{data}(:, 3)=\operatorname{data}(:, 3) * 0.99$;
data=data/1000; sconvert to metres
fprintf('AnData ereated for ss for ad degrees
angle:n', directory, angle); print
\}
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