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[TANEIIIXTHMIO GOEXEAAIAY

IepiAnyn
Tunpa HAektpoAdywv Mnxavikav kot Mnxavikov YmoAoylotmv

Yxedraopog ko YAomoinon AAyopifpnv Avadeong ITopwv og Etepoyevi)
Acvppata Siktoa 5™ I'eviag

Bipyihog IMTaoodg

Ta endpevng yeviag (5G) ko peténerta Siktua Kivntng mAspwviog Ba Baoifovion oe peyaio
Boabuo oe katavepnpéveg etepoyeveig LTOSOPEG, Ol omoieg MpPoPAEMETOL Vo SNHIOLPYTICOLY
€val EVEAIKTO Kal TTOADTTAELPO O1KooLoTNHA TIOpwVY. Ta etepoyevr] diktua (HetNets) éxouv 1161
npotafel wg AVOT Y1 TO GUVEXKDG EMSEEIVOVHEVO TIPOBATHO GUPPOPT|ONG TV KUPEAOEISOV
SIkTOWV. O1 TWPIVEG KIVITEG GUOKEVEG eival ae B€om va a&lomo| 0oLV TA TTAEOVEKTIHATA TMV
HetNets, kaBag eivon e§omAlopéva pie ToAAATAEG Stema@ég yia acVppatn poofaot. Opng To
nMpoOPANpa emAoyng Siktoov oe éva HetNet mapapével éva avoyto Bépa mpog €peuva.
Tavtdypova, T Oiktva 5G  enmavampoodlopilovy TNV  OPXITEKTOVIKA] TOU  SIKTLOU,
Tpoteivovtag tov Slowplopd NG otoifag mpwTokOAA®v Tov otabuoy Bdong kol v
vAomoinon LVIMPESIOV ToL SikTOoL TIPocfacng xpnotwv (RAN) péow Aoylopikol. Avtég ot
npotdoelg Baoifovrarl oty évvola touv Cloud-RAN, 6mov éva KOPHGTL Tov otabpon Baong
ekteAeiton g Aoylopiko oe vmodopég Négoug (Cloud) kot Tor LTOAOITA KOPHATIH EKTEAOVVTOL
oto hardware mov ocuvééetar 0 mopmodéktng. Lta Cloud-RANs vndpyel n Suvatotnta va
EVOOUATOOOUV S100OpeTIKEG TEXVOAOYiEG Yyl TIPOOBaon GTo SIKTLO, TIPOCPEPOVTAG GTOLG
XPNOTEG TIEPIOCOTEPEG EMAOYEG YO TNV OLUVEEOT] TOUG OTO SiKTLO. XE TETOEG SIATAREELG
SIKTOWVY, T OMOTEAECHOTIKY] Katavopn kot Slaxeipion g kivnong deSopévav eivon
TMPWTAPYIKNG onpaciag. Mia GAAN onuavtikn mpoodog mov @épvel 10 5G, eivon n
ehayrotomoinon g kabuotépnong npoofacng o€ LTNPETieg PET® TNG EPApHOYNG Tov Multi-
access Edge Computing (MEC). Aut] 1| AELTOUPYIKOTNTO PEPVEL TIG LINPECIEG TNV AKPT| TOU
SikToov, vMooTNPiloviag €10l TOAAEG EQAPHOYEC TIOU QVIGAAGGGOLV KPIoIHO XPOVIKG
dedopéva pecm tov Siktoov (m.y. e-Health, Industry 4.0, AR / VR, k.Am). Ze avty
Slatp1fn, oxeSlaoape, HEAETONE KOl TIPOTEIVAHE KOVOTOHEG AVTELS Yl TNV avdBeon dpwv
o€ gtepoyevn aovppata Siktva 5G pe otaBpovg Baong eite VAOTOINPEVOUG WG 1K OVTOTNTA
elte karavepnpévoug, éxovtag v duvatotnta mapoxns MEC moépwv. Ol epwtroelg mov
npoonaBovpe va anavtioovpe gival o e&ng: 1) Tog évag xprotng Ba emAEgel TV KaADTEpN
texvoloyia yia mpocsfacn o1o SIKTUO O€ €va ETEPOYEVEG OUOTIHA K1 TOTE TIPETEL VO AAAGEEL
o€ €va aAMo; 2) TIhg 0 MAPoY0g EVOC TETOLOL ETEPOYEVOVS SIKTVOL TIPETIEL VO XPEWVEL TNV KABE
texvoloyia mpdofaong mov Swbeter; 3) Aapfdvoviag vmoym éva etepoyevég Cloud-RAN,
TIOG PIOPOVIE VX €EUTINPETHOOVHE TOVG XPHOTEG HE XXUNAN kabBvotépnon otnv petadoon
v makétav; 4) Tog mpénel va katavépovior ot MEC mopot Tov SIKTOOL OTOUG
SaxpopeTikoLg apdyovg vrmpeciav; 5) Tog Ba ypedveton évag TAPOXog Yo T HeTOKIvVIon
UTINPECIOV TIIO KOVIA OTNV GKPN TOU SIKTOOL HE OKOMO TNV Mpoofacn Twv Xpnotov o€
unnpeoieg pe xapnArn kabuotépnon;

Apyikd, &exkwvape pe TG LMEP-TIUKVEG Sata&elg etepoyevav aoUpHOT®V Siktvwv. H

TOALTTIAN BTG Kot TUKVH AVATTTLEN SIKTOWV KABDG Kl 1 EVOOUATOOT) ETEPOYEVAV TEXVOAOYIDV
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€xouv mpotabel wg ADOT| OTOV CLVEXHDG KLENVONEVO APLBIO CLUOKELAOV TIOL CLVOEOVTAL OTO
Awdiktvo. H etepoyévelan Bewpeitonr faoikd xopokmnplomkd Tov OV 5G  kabog
EMTPENEL OTOUG TOPOXOLG KIVNTHG TNAEPOVIAG VX HETHQEPOLY XPT|OTEG QMO TA KLUWEAMTA
SikTua Toug og Mapakeipeva SikTLd, HETPIALOVING €TOL TNV LTIAPYXOLOA CLHEOPNOT] KOl
TIAPEXOVTOG VYNATNG TIOIOTNTOG CLVSEGIPOTITA GTOVG XPIOTEG. L0TO00, TéTolx TEPIPAAlovTa
av&avouy v MoAvmAokoTnTa Tov TPoPANHatog avabeong g Siktvakng kivnong. I'’ avtov
TO OKOTIO, OXESIACOVHE KOl HEAETRHE €VA ETEPOYEVEG OLOTNHA TIPOGPacng oTo SiKTUO TV
BoaoiCeton oto Paris Metro Pricing (PMP), AapBdvoviag vnoym Tpelg SOQOPETIKES
texvoloyieg mpoafaaong (3G, 4G, WiFi). ITapovaidlovpe éva SUVOpIKO OXMHO TIHOAGYTOTG
yu kaBe SiaBoun Radio Access Technology (RAT) tov etepoyevoidg S1KTOOL oL Aapavel
vroym v tpéxovoa Sabéaiun xwpnukotta kabe RAT. Eetdlovpe v oanoddoorn Ttov
CULOTHHOTOG OOV KPOPX TN HECT TN TNG CLUVOAKIG TaXVUTNTOG TOL CLOTHHATOG KaBmG Kot
TOV aplOpo TV EL0EPYOHPEVOV XPNOTMOV TIOL HTopel va Sexbel, peAetwvtag Siipopa aevapia
KIVNTIKOTNTOG. ATOTIHAUE TO OOOTNUR HOG  XPNOLHOTIOL®VIOG TPOCOUOLOCEL KOl

TIEPAPNTIONO OE TIPAYHOTIKO TIEPIBAAAOV Kot TAPOLOIACOVHE TA KMOTEAETUATA [LOG,

Q¢ emopevo Pripa, HEAETAUE TIG TIEPUTTOCELS OMOL Ol XpNoTeg €ivon multi-homed, SnAadn
SaBétouy  TOANOTAEG  Slemapég TIPOOPaONG OTO OIKTLO KOL UTTOPOLV  TALTOXPOVA VX
ouvdeBolv pe Stapopetika RANs. EmmAéov, Bewpolpe OTL ol xprjoTeg eKTEAODV EQUPHOYEG
He SlaPOpETIKEG amantr|oelg SikTuov (XapnAn KabBvotépnon HETAS00MG TOKETWY, TAXOTNTA
KAL), Xe Té€tol oevapla, 10 TIPOPANpa avabeong texvoAoyldv kobBioTatol akoupn 1o
nepimAoko, 6101t n mowdtnta epnepiag (QoE) mov avridapfavetral o xprnotng eéaptdrol o€
HeyGAo BoaBpo amo v epappoyn mov ekteAel. Ta T0 OKOTO QLTO, TPOTEIVOLHE €val OXNHA
Tov nipooTiabel va avaBéoel anoteAeopaTIKG KABe epappoyn otig Stabéopeg texvoloyieg Tov
ETEPOYEVOVG CLOTINATOG TIOV HEAETRHE [LE OTOYO TN HEYLGTOMOINOT) TG CLUVAPTNONG WPEAELNG
oL XpNoTn. Méow ¢ amoTipnong g ADONG HOG, EMONUAIVOVHE TN ONHACIN TTOL €XEL T
KATATadn TV XPNoTOV KOTA TNV S1GpKEIX eVIHEPOONG TOV OLOTHHATOG. T aVTdV ToV AdyoO,
TIPOTEIVOLE Kol EETACOVE TPELG SLUPOPETIKEG TIOAITIKESG KATATAENG TV XpNoTav (Baon twv
QMOTNoEROV o€ PLOPO peTddoong Twv SeS0PEVOV, TNG NMOTEAECHATIKOTTAG TOV QPACHATOC
Kol g evaonoiag twv egappoyanv). Ta amoteAéopatd pog Seiyvouv TmMG Ol TOALTIKEG
KOTATAENG PITOPOLV Vo EMMPEACOLY TO KOOTOG TIOL TIPOKVTITEL € KGBE XproTn, Kabhg Katl to

TM0000TO aélonoinong Twv Siabéoipwv RATS.

3TN OULVEXELN, EMKEVIPOVOUOOTE OTO KATA TOOO €ival SIKAIEG Ol TTOAITIKEG KATATAENG T®V
XPNOTAV TIOU €YOLUE TPOTEIVEL O0TO OVOTNHA avdbeong mopwv mov Siepevvovpe oe 5G
etepoyevn aovppata Siktua. IIpog avtiv v katevBuvon, mapovoldlovpe piax BEATIOTN
TIOALTIKT] KOTATAENG TV XPNOTOV TOL Ba TNV XProlHOTOU|C0VHE KOG QVAPOPR Kol HETPO
oULYKplonG. AuTti N TOAITIKY a&lomolel TNV évvola NG OTROHIOHEVIG aVRAOYIKOTNTOG Kol TN

OUYKPIVOULE E TIG TPEIG TIPOTEWVOHEVEG TOAMTIKEG Katdta&ng Aapfdvovtag ) Kendall tau
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OLOYETION Yo KaBepio and avtég. Me Bdomn To EVPHHATE OGS, OXESIALOVE KOl EQAPUOLOVUE
€va SUVOHIKO oYK EMAOYTG TTOALTIKIG, TO OTIO10 KABE POP& TTIOL EVIHEPAOVETAL TO CUCTI LA,
emAgyel petaly tv SBéoipov TMOAMTIKOV Kotdtaéng ekelvn mov cuoyetifetal o€
peyoAvTepo Babpo pe v moAMTikn avapopdc. E&etalovpe mepatép® TNV TIHOAGYNON TOL
OYNUOTOG HOG, OPYIKE, HOVO TO S100€0110 eDPOg {OVNG TWV TEXVOAOYIQV TIPOafacng Aneonke
UTOYN Y@ To HOVIEAO TiHoAoynong. Méow g adloAdynong tng Abong pag OHG,
OTMOQUOICAE VO ETMEKTEIVOVE TO HOVTEAO TIHOAOYNONG TIPOKELHEVOL VX GUUTEPIAGBOLE Kot
TIG QTOTHOELS TOV EPAPHOYADV TIOV EKTEAODVTOL OTOV XprjoTh. ['a v a&loAdynon g Adong
pog, Bewpovpe 4 Swxpopetikd RATs (3G, WiFi, 4G, WiGig / 5G-NR) ywa to 5G HetNet
oboTnNHa mov g&etddovpe. Ta TNV AMOTIPNON TOV OYNHATOG HOG, TOGO TIPOCOHOLMOELG OG0
KOl TIEPOHPOTIOHOG O TPAYHOTIKEG UTOOOUEG XPTOLHOTOIOOVIAL, EMTPENOVIAG HOG V&
EKTIUNOOVHE TNV OMOSOTIKOTTH KATAVOUTG TOL €0POLG (@VNG, TN SIOKVHOVOT] TOV TIHQOV
npocfaong, o nmdoo Sikon eivon N kGBe mMOATIKI Katdtagng Kot 1o TEAMKO KOGTOG Yyl TOLG

XPNOTEG.

Enopevog topéag evaoydAnong Hag, eivon 1 HEAET NG Helwong g KaBuotépnong ya v
TMpoofaon o€ vnnpecieg amod toug xprjoteg evog etepoyevong Cloud-RAN. To ETSI éyel
nipoteivel To Multi-access Edge Computing (MEC) w¢ péBodo yia tnv eAayliotomnoinon g
KaBuoTépnong npocfacng o€ UMNPETieg, PEPVOVTAG TIG LTINPECLEG IO KOVIG OTOV XprioTn,
oTnVv Gkpn tou aoLppatoL Siktvou. Ot mpodiaypaeg tov 5G-New Radio (NR) kaBopi¢ouv
oV SOXWPLORO NG OTolPag TV TPOTOKOAA®Y Twv otabuwv Bdong pe Bdon to 3GPP
Option-2 split mov dnptovpyel dvo ovtdtteg: v Kevipikonompévn Movada (CU) kot v
Kartavepunpévn Movada (DU) nov mapéxel ko 1o Siktvo npoafacng. H CU eivon oe Béon va
Swayeprotel moAdamAég DU mov pmopovv va eival S10QopeTIKOV TEXVOAOYIOV Tpoofacong
(5G-NR, 4G LTE 1 oaxopn kou WiFi). IIpog avtiv v kKoatevBuvorn, HeAETAUE TNV
tonofémon vmmpeciwv MEC oe éva Cloud-RAN pe moAAamAég aoVpHATEG TEXVOAOYIES.
Epevvovpe 600 Sia@opeTikég ToMoBeTNOEIG TV LIMPEDIQY, gite oTo fronthaul kovtd pe to
DU eite oto backhaul padi pe 1o Core Network kot yiax Sia@opetikég texvoAoyieg mpoafaocng
(LTE, WiFi). Ta nelpdpotd pog deiyvouv o0t 1) TomoBEtnon g unnpeciog Kovid ato oTabpo
Baong pewwver v kaBuvotépnon mpoofaong Oe LMNPECING AKOUN KOL HE TOAXIOTEPEG
texvoloyieg (LTE, WiFi). EmmAéov, Siepevvodpe nag emnpedletal n mowdtnTa EPMELPIOG
(QoE) touv ypnotmn amo v tomobeoia g vMNpeciag o€ GLVSLAOHO HE TNV GCVPUATN

texvoAoyia amo tnv onoia Ba e&umnpetnBet o xprotng.

Télog, peAetape v avdbeon népov MEC oe 5G etepoyevrp Cloud-RANs. Xe tétoleg
Sataéelg, xproteg mov S1oBEToLY TTOAAATIAEG ACVPHATEG SIEMAPEG EXOLV TNV SUVATOTNTA V&
amoktnoovv TpooBacn oe MEC vnnpeoieg mov Ppiokovral akpifog petd 10 DU péow
TOAAATAQV AOVUPHOT®OV oLVEECH®Y. Ta amoteAéopoTa NG €peLvag pag, Ogiyvouv OTL N

OUYKEKPIHEVT] TOTMOBETNOT TV LMNPESIOV EXEL KAAUTEPH OMOTEAECHOTH G TIPOG TNV
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KabvoTtépnon o€ ovykplon e Tig Tonobetnoelg Twv MEC unnpeoiav mov €xouv npotabel amo
1o ETSI. Tlap’ 0Aa avtd, n acOppatn texvoloyia péow Tng omoiag edunmpeteitol o kabe
XpNotng maidel onpaviiko poio otnv kabuotépnon ko mowotnta g epmnepiog (QoE) mov
avTiiAapBaveton o xpriotng. EmumAgov, ol tonofeaieg yio TV TOMOBETNOT TV LINPESIOV KAl N
EMAOYT] TOV AOVPHOTOV TEXVOAOYL®V TIOUL XPTOLHOTIOIOVVIAL Yl TNV Tpowdnon Ttwv
SedopEV@V OTOLG XPT|OTEG PTTOpOLY Vo a&lomotnBodv wg mapdpeTpol Sipopomoinong yix
xpéwon twv MEC mépwv 0Toug TapOX0oLg LTNPECIOV. Me Bdon autég Tig S1AMOTOOEL,
oxedidilovpe kol eQappolovpe €va POVTEAO Yl avaBeon TOpwV  OTOUG  S1AQOPOLS
vnootnpl{opevoug ovvdvacpovg torobétong MEC vmmpeoiov oe éva Cloud-RAN pe
vrmootnplopeveg texvoroyieg LTE kou WiFi. Ta mepdpotd poag  Seiyvouv ot
Xpnolponolovtag moAAanAd RATSs Tautdypova Kat pe v KatdAAnAn tonobémnon twv MEC
UTNPECIWV, T pHéon KaBuotépnomn pmopel va Statnpndel K&t amd éva 0plo Kot TopGAANAX

IKOIVOTIOLEL TIG QMONTIOELG TNG LT PECING,.
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UNIVERSITY OF THESSALY

Abstract

Department of Electrical and Computer Engineering

Design and Implementation of Resource Allocation Algorithms in 5G
Heterogeneous Wireless Networks

by Virgilios PASSAS

Next generation (5G) and beyond mobile networks will highly rely on distributed
heterogeneous infrastructure, which is foreseen to create a versatile resource ecosys-
tem. Heterogeneous Networks (HetNets) have already been proposed as a solution
for the continuously deteriorating congestion problem of cellular infrastructures.
Current mobile devices are able to utilize the HetNets since they are equipped with
multiple radio access interfaces. Still the network selection problem in a HetNet
is an open research issue. At the same time, 5G redefines the network architecture,
through the introduction of base station disaggregation and the softwarization of the
Radio Access Network (RAN). These features stem from the Cloud-RAN concept,
where a part of the base station is running as a software in the Cloud and the rest on
the hardware connected to the RF transceiver. These Cloud-RANs might aggregate
multiple heterogeneous links on the access, allowing users to access the network
with different technologies. In such network deployments, efficient traffic alloca-
tion and management is of prominent priority. Another important advancement of
5G, is the minimization of latency for accessing services through the application of
the Multi-access Edge Computing (MEC). This functionality brings the services at
the edge of the network, supporting several applications that exchange time-critical
data over the network (e.g. e-Health, Industry 4.0, AR/VR, etc.). In this thesis,
we design, study and propose innovative solutions for the resource allocation in 5G
Heterogeneous Wireless Networks (with Base Stations either single unit or disaggre-
gated) and with MEC capabilities. The fundamental questions that we try to answer
are the following: 1) How should a UE choose the best Radio Access Technology
(RAT) in a heterogeneous network and when should it change to a different RAT?
2) How should an operator of such a network charge each of the available RATs? 3)
Given a heterogeneous Cloud-RAN, how can we serve end-users with low latency?
4) How should resources from a MEC enabled Cloud-RAN network be allocated to
different Service Providers? 5) How would an operator be charged for moving ser-
vices closer to the edge for providing lower latency access to the users?

Initially we begin with the ultra-dense deployments of heterogeneous wireless
networks. Network densification and integration of heterogeneous technologies
have been proposed as a solution to the constantly rising number of devices con-
nected to the Internet. Heterogeneity is considered as a key feature of the 5G net-
works as it enables the mobile service providers to offload their cellular networks,
thus mitigating the existing congestion and providing high quality connectivity to
mobile users. Nevertheless, such environments add up to the complexity of the traf-
fic allocation problem. To this aim, we design and study a heterogeneous network
access scheme based on the Paris Metro Pricing (PMP), considering three different
access technologies (3G, 4G, WiFi). We introduce a dynamic pricing scheme for each
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available RAT of the heterogeneous network which takes into consideration the cur-
rent available capacity of each RAT. We investigate its performance in terms of av-
erage throughput and acceptance capability of incoming users for several mobility
scenarios, employing simulations and real-testbed experiments.

As our next step, we study the use case where the end-users are multi-homed,
meaning that they feature multiple network interfaces and can be concurrently con-
nected to different RANs. Moreover we consider that the end-users are running ap-
plications with different network demands (low latency, throughput, etc.). In such
setups, the technology allocation problem becomes even more complicated because
the perceived Quality of Experience (QoE) highly depends on the application that
is running on the end-user. To this end, we propose a scheme that tries to effi-
ciently map each application to the available technologies towards maximizing the
end-user’s utility function. Through the evaluation of our solution, we pinpoint the
significance that the end-users’ order has to the system during its updating phase.
For this reason, we propose and examine three different ordering policies (based on
data rate demands, spectrum efficiency, and sensitivity). Our results illustrate how
the ordering policies may affect the cost incurred at each UE as well as the utilization
of the available RATs.

Following this, we focus on the fairness of the UEs’ ordering policies that we
have introduced in our resource allocation scheme for 5G Heterogeneous Wireless
Networks. Towards this direction, we introduce an optimal ordering policy as a
reference. This policy leverages the weighted proportionality fairness concept. We
compare it against the other proposed ordering policies taking the Kendall tau cor-
relation for each one of the policies. Based on our findings, we design and imple-
ment a dynamic policy selection scheme, which selects among the available ordering
policies the one which is closest to the reference policy every time that the system
is updating. We further investigate the pricing of our scheme; initially, only the
availability of access technologies” bandwidth was taken into consideration for our
pricing model but through the evaluation of our solution, we decided to extend it in
order to also include the rate demands of the applications running on the end-user
side. For the evaluation of our solution, we consider 4 different RATs (3G, WiFj, 4G,
WiGig/5G-NR) for our 5G HetNet. Both simulations and testbed experimentation
are employed and enable us to assess the bandwidth allocation efficiency, the varia-
tion of access prices, the policy fairness and the induced cost to end-users.

The next part of our work is related to the minimization of service access latency.
ETSI has proposed Multi-access Edge Computing (MEC) as the means to minimize
the access latency by bringing the services closer to the wireless network edge. 5G-
New Radio (NR) specifications define the disaggregation of the base stations based
on the 3GPP Option-2 split which creates two entities: the Central Unit (CU) and
the Distributed Unit (DU) which provides the actual access network. The CU is able
to manage multiple DUs which can be of different access technologies (5G-NR, 4G
LTE or even WiFi). Towards this direction, we study the placement of MEC ser-
vices in a disaggregated network (Cloud-RAN) with multiple wireless technologies.
We investigate two different deployments of the services, either on the fronthaul
collocated with the DU or the backhaul collocated with the Core Network and for
different access technologies (LTE, WiFi). Our testbed experiments denote that plac-
ing the service close to the base station reduces the service access latency even with
legacy technologies (LTE, WiFi). Furthermore, we investigate how the UE’s Quality
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of Experience (QoE) is affected from the service placement in conjunction with the
wireless technology that the UE will be served.

Finally, we study the resource allocation of MEC resources in 5G Heterogeneous
Cloud-RANs. In such setups, multi-homed users are able to get access over mul-
tiple wireless links to services located just after the DU components of the cellular
network, illustrating reduced network latency compared to conventional MEC de-
ployments. Nevertheless, the technology through which each user may be served
plays an important role in the overall perceived latency and Quality of Experience
(QoE) of the end-user. Moreover, the locations for placement of the hosted services
and wireless technologies used to forward data to the end-users can be exploited as
differentiation parameters for charging application providers for hosting their ser-
vices on the MEC platform. Therefore, we design and implement a system model
for resource allocation across the different supported MEC combinations on a Cloud-
RAN with LTE and WiFi technologies. Our testbed experiments highlight that uti-
lizing multiple RATs at the same time and with the appropriate placement of the
MEC service, the average latency can be kept below a threshold while meeting the
service’s requirements.
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Chapter 1

Introduction
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1.1 Motivation and Problem Statement . ... .............. 1
1.2 Experimental Tools and Methods . . ... .............. 3
121 NITOS Facility . ... ............ ... ....... 3
1.2.2 The OpenAirInterface Platform . . . . . . ... ... ... .. 5
1.3 ThesisSynopsis. . . . . v v v v v vt i ittt i e e 5

1.1 Motivation and Problem Statement

The fifth generation of mobile networking is fostering several advancements in the
access, edge and core network, promising to offer higher network capacity with
lower latency, allowing a variety of (critical) services to thrive around this ecosys-
tem. One of the major enablers for 5G mobile networks is the heterogeneity in the
Radio Access Technologies (RATs). The Ultra-dense heterogeneous networks (UD-
HetNets) are expected to play a key role not only during the transition from legacy
(4G) to next-generation (5G) mobile networks but also when the 5G networks will be
fully functional and established. Due to spectrum crunch in the sub-6GHz band, the
dense-deployment of multiple access networks operating in different frequencies,
offers to the operators extra capacity of either smaller scale access points (e.g. femto-
/ pico-cells) with existing or legacy technologies (e.g. LTE, HSPA, UMTS) and non-
3GPP technologies like WiFi, complementing the macro-cell base station, towards
offering enhanced capacity and lower latency services to the connected mobile net-
work users.

At the same time, through the utilization of new wireless spectrum, available
at the centimeter and millimeter Wave (mmWave) bands for fixed wireless access,
ultra-high speed broadband services can be offered. The above technologies are
widely considered as the main enablers for the 5th generation of mobile network-
ing, annotated as 5G communications. Nevertheless, these technologies induce in-
creased costs for the operators: from the mobile network operator’s (MNO) perspec-
tive, induced CAPEX and OPEX costs on upgrading and maintaining the network
respectively are higher, whereas the Average Revenue per User (ARPU) is slowly
decreasing. Therefore, solutions that do not disrupt the cost structure of operators
need to be applied towards keeping up with the constantly rising user demands
and the cellular network evolution, thus the Heterogeneous Networks (HetNets)
are considered as one of them.

On the other side, mobile devices nowdays are equipped with a plethora of
network interfaces and with the introduction of multi-homing protocols (MPTCP,
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FIGURE 1.1: Ultra-dense heterogeneous network environment

SCTP), the exploitation of multiple paths over multiple networking interfaces as-
sociated with different RATs is now a reality. Considering a HetNet with multi-
homed users, several issues are emerged. From the network operator perspective,
the increased heterogeneity in the RATs, the diversity in the coverage ranges and the
cappacities of each cell, create a highly complex environment for selecting the ap-
propriate combination of technologies per UE. The multi-homing features only add
up to the complexity of maximizing the overall performance of the HetNet. From
the UE perspective, the different access technologies may induce different charges
for the end-user thus the selection among the available RATs should take also into
consideration the cost per access technology.

Another key feature of 5G networks will be the Cloud-based Radio Access Net-
work (Cloud-RAN) where the base station changes from a single monolithic unit to
a Baseband Unit (BBU) and a Remote Radio Unit (RRU). The RRU can be considered
either as passive, with sole purpose to transmit over the air tha data that is received,
or intelligent, with parts of the processes of the stack taking place on it. Towards
the direction of an intelligent RRU, selecting the point of the stack that the split is
applied is of high importance. The higher layer the split takes place, the lower the
fronthaul requirements are, thus reducing the burden placed on the fronthaul inter-
face. Furthermore, there are points for disaggregating the base station where the
integration of heterogeneous RRUs in the system is applicable.

5G also benefits from the wide application of Multi-access Edge Computing
(MEC), by serving network users directly from the network edge. Employing MEC
can drastically reduce service-to-UE latency and ETSI has specified the different de-
ployments for MEC services (Fig. 1.2) as follows: 1) the bump-in-the-wire mode,
where the service is located just after the base station, relieving the network from
the extra delay added for sending traffic to the Core Network, 2) the case of collocat-
ing the MEC services with the Core Network at an Edge datacenter, which has the
benefit of handling IP traffic just after the Core Network, and 3) the local break-out
mode where a part of the Core Network is handling only data plane traffic collocated
with the base station, whereas the control plane traffic is sent to a traditional Core
Network deployment.
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FIGURE 1.2: Existing MEC placement methods defined by ETSI

The different suggested placements for the MEC service provide fertile ground
for the differentiation of the hosted service providers and how the infrastructure
providers will offer their MEC resources. Moreover, considering these MEC setups
to be employed in a heterogeneous Cloud-RAN more open research issues arise in
terms of resource allocation of MEC services, RAT and their possible combinations.
Another open issue related to MEC, is that its integration considers the same place-
ments for the edge resources as in previous solutions such as the LTE despite the
new architecture of Cloud-RAN and 5G-NR. This observation paves the way for the
development of new solutions that are mapped to the new (5G) architecture.

Goal of this thesis is to address these open research issues presented above and
are summarized as follows : 1) In a Multi-RAT system, which is the best access net-
work for every client of the system to connect with, 2) Supporting multi-homed
clients in a Heterogeneous Network make the resource allocation problem more
complex, 3) Current MEC placements merely mapped to the new 5G network ar-
chitecture as its integration considers the same setups as in the legacy networks, 4)
Utilization of MEC resources in heterogeneous Cloud-RANs adds up to the com-
plexity of the resource allocation in such environments.

1.2 Experimental Tools and Methods

In this section, we describe the main tools that we use for evaluating the proposed
solutions in this thesis. These are broken down in the following: 1) NITOS Facility,
in our experiments we use the NITOS wireless testbed which is located in University
of Thessaly, Greece and 2) the OpenAirInterface platform, used to form real cellular
base stations over commodity hardware. Below we present details for these two
components.

1.21 NITOS Facility

NITOS Facility is an integrated facility with heterogeneous testbeds that focuses on
supporting experimentation-based research in the area of wired and wireless net-
works. NITOS is remotely accessible and open to the research community 24/7
through the NITOS portal, allowing users from around the globe to take advantage
of highly programmable equipment. The testbed is based on open-source software
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that allows the design and implementation of new algorithms, enabling new func-
tionalities on the existing hardware. Parallel experimentation (slicing) of different
users is enabled, through the utilization of the NITOS scheduler software. NITOS
has an established user base of over 4000 users in the past years, with over 20 re-
searchers using the infrastructure in a daily basis. It is federated with several infras-
tructures all over the world (Europe, Brazil, South Korea) in the context of various
projects, like OpenLab, Fed4FIRE, SmartFIRE while it is also part of the OneLab
federation. Services currently offered by the infrastructure are the following:
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FIGURE 1.3: NITOS Facility Testbeds

o A wireless experimentation testbed, which consists of 100 powerful nodes
(some of them mobile) in indoor and outdoor deployments that feature multi-
ple wireless interfaces and allow for experimentation with heterogeneous (Wi-
Fi, WiMAX, LTE, Bluetooth) wireless technologies.

o A wireless sensor network, consisting of a controllable testbed deployed in an
indoor environment, a city-scale sensor network in Volos city and a city-scale
mobile sensing infrastructure that relies on bicycles of volunteer users. Most of
the sensor platforms are custom-made, developed by UTH, and some others
commercial, all supporting open-source and easy to use firmware and exploit
several wireless technologies for communication (ZigBee, Wi-Fi, BLE, LoRa
and 6LoWPAN).

o A Software Defined Radio (SDR) testbed that consists of multiple USRP de-
vices attached to the NITOS wireless nodes. USRPs allow the researcher to
program a number of physical layer features (e.g. modulation), thereby en-
abling dedicated PHY layer or cross-layer research.

o A mmWave testbed, operating in the V-band (60GHz), consisting of six differ-
ent nodes supporting multi-Gbps over the air speeds, and beam-steering with
15 degrees step.

Institutional Repository - Library & Information Centre - University of Thessaly
24/04/2024 13:18:36 EEST - 3.145.162.204



1.3. Thesis Synopsis 5

¢ A drone base testbed, consisting of five high-performing drones that are able to
carry NITOS nodes and setup wireless mesh setups with different technologies
(WiFi, mmWave).

e A Software Defined Networking (SDN) testbed that consists of multiple Open-
Flow technology enabled switches, connected to the NITOS nodes, thus en-
abling experimentation with switching and routing networking protocols.

e A Cloud infrastructure, which consists of 7 HP blade servers and 2 rack-mounted
ones providing 272 CPU cores, 800 GB of Ram and 22TB of storage capacity, in
total. For the provisioning of the cloud, OpenStack is used.

The different testbeds of NITOS are interconnected, thus supporting a wide range
of experiments, from simple one to more complex, utilizing heterogeneous resources
from all the NITOS testbeds.

1.2.2 The OpenAirlnterface Platform

OpenAirInterface (OAI) wireless technology platform is the first open-source software-
based implementation of the LTE system spanning the full protocol stack of 3GPP
standards. It features contributions both in E-UTRAN (wireless access - eNB & UE)
and the Evolved Packet Core (EPC). It can be used to build and customize an LTE
base station and core network on a PC and connect commercial UEs to test different
configurations and monitor the network and the mobile devices in realtime. OAI
is based on a PC hosted software radio frontend architecture where the transceiver
functionality is realized via an SDR device connected to a host computer for process-
ing. OpenAirInterface provides both UE, eNB, and core-network functionality. OAI
is written in standard C and is released as free software under the terms of version 3
of the GNU General Public License (GPLv3). In this thesis, we utilize the OAI plat-
form for the experimental evalaution of our proposed solutions. We use OAI either
out-of-the-box or extending its functionalities by adding new features towards the
implementation of MEC services close to the Base Station.
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FIGURE 1.4: OpenAirInterface protocol stack

1.3 Thesis Synopsis

In this thesis, we study resource allocation algorithms in 5G Heterogeneous net-
works and how to minimize the service access latency on such architectures by em-
ploying the MEC concept. The common research approach that has been followed
across all of our contributions in this thesis, is based on the design and implemen-
tation of the proposed algorithms in real commodity and experimental hardware.
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6 Chapter 1. Introduction

This approach enabled us to assess the performance of the developed schemes un-
der realistic environments. The fundamental questions that we try to answer are the
following:

1. How a UE should choose the best RAT in a heterogeneous network and when
it should change to a different RAT?

2. How should an operator of such network charge each of the available RATs?

3. Given a heterogeneous Cloud-RAN, how can we serve end-users with low
latency?

4. How should resources from a MEC enbaled Cloud-RAN network be allocated
to different Service Providers?

5. How would an operator be charged for moving services closer to the edge for
providing lower latency access to the users?

In the following paragraphs, we provide a summary of the works included in
this thesis, towards addressing these questions.

Initially, in Chapter 2 we focus on the heterogeneous ultra-dense networks and
the resource allocation algorithms that could be applied in such environments. Open
issues in such deployments are for example; how an end-user should choose the best
of the available Radio Access Technologies (RATs) or when it should change RAT.
Towards this direction, in this chapter we propose a heterogeneous network access
solution based on the Paris Metro Pricing (PMP), a service differentiation scheme
that was first used in Paris metro to give to its passengers the ability to opt for less
congested wagons. We extend the PMP policy by introducing a dynamic pricing
scheme for each available RAT and we investigate its performance under a realis-
tic mobility model for users in an urban environment. Our contributions are a step
towards the direction of future 5G deployments, which are envisioned with dense
multi-RAT heterogeneous networks, creating the challenge for the development of
mechanisms that efficiently aggregate the capacity and coverage of diverse existing
access technologies.

Chapter 3 presents our contributions towards extending the aforementioned re-
source allocation algorithm by enabling an end-user to be concurrently connected to
multiple RATs. The technology allocation problem becomes even more complicated
when considering that the perceived Quality of Experience (QoE) highly depends on
the application that is running on the end-user. Different applications have versa-
tile demands for the network capacity; thus a user with multiple applications might
benefit from having simultaneously several connections of different technologies ac-
tive to the Internet. Our proposed scheme tries to efficiently map each application to
the available technologies towards maximizing the client’s utility function. Evaluat-
ing our solution, we infered that during the update period of the system, the UE’s
ordering plays a significant role on the UE’s incurred cost as well as the utilization of
the RATs on the network. Furthermore, we propose three different ordering policies
(based on data rate demands, spectrum efficiency, and sensitivity) for the UEs and
present experimental results obtained from the application of our proposed model
in a real testbed environment.

Following this, in Chapter 4 we focus on the fairness of the UEs” ordering policies
introduced in our previous contributions. The results of the aforementioned scheme
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pinpoint the importance of the UE ordering when the system is updating and how
it affects the UE’s cost and the utilization of the system’s RATs. For this purpose, we
introduce an optimal ordering policy as a reference which leverages the weighted
proportionality fairness concept and we compare it against the other proposed or-
dering policies through the Kendall tau correlation. Given the obtained results of
this comparison, we propose a dynamic policy selection scheme that in each system
cycle, the network controller which is responsible for the operation of the system,
selects among the available ordering policies, the one which is closest to the refer-
ence policy. Furthermore, a second pricing for the radio access is proposed which
is based not only the availability of access technologies” bandwidth but also the rate
demands of the UEs’ traffic classes. Both simulations and testbed experimentation
are employed for the evaluation of the proposed solution and give us insights on
the policy fairness, the variation of access prices, the bandwidth allocation efficiency
and the induced cost to UEs.

In Chapter 5, we study the minimization of service access latency on a Heteroge-
neous Cloud-RAN. Towadrs this direction, ETSI proposed Multi-access Edge Com-
puting (MEC) as the means to minimize the access latency by bringing the services
closer to the wireless network edge. At the same time, Ultra-dense heterogeneous
networks are expected to play a key role during the transition to 5G netowrks. In
this chapter, we design and implement different placements of the MEC service (ei-
ther on the fronthaul or the backhaul). Moreover, we study if the access technology
impacts the service access latency, employing two different access technologies (LTE,
WiFi). We validate our contributions in a real-world environment and present our
findings. Our experimental results give insights on how the UE’s Quality of Expe-
rience (QoE) is affected from the service placement in conjuction with the wireless
technology that it will be served.

Finally, in Chapter 6 we design and implement a scheme for the resource al-
location of MEC resources to different service providers. Two pricing policies are
proposed and applied in our design. Our scheme takes into consideration heteroge-
neous Cloud-RANs with MEC resources available in different places of the network
(fronthaul, backhaul). Knowing that different RATs don’t achieve the same latency
times, enable us to propose different pricing for each service per each end-user. Fur-
thermore, having the deployment of a heterogeneous Cloud-RAN with MEC capa-
bilities network in the NITOS testbed, we are able to evaluate the proposed scheme
under a real-world environment and not only through simulations. Our extensive
experiments highlight the efficiency of our scheme to keep the average latency below
a threshold while meeting the requirements of each MEC service of the system.
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2.1 Chapter Introduction

In recent years, global mobile data demand presents a continuous growth. Accord-
ing to Cisco Visual Networking Index [25], the number of mobile devices is also
expected to present a vast increase, as any device from anywhere is already able to
access the internet through cellular infrastructures, following the concept of Internet
of Everything (IoE). These trends are already putting pressure on the mobile service
providers, as the update of existing infrastructures cannot follow the growth rate of
mobile data demand. Millimeter wave (mmW) radio access will increase the avail-
able spectrum for mobile devices in future 5G networks [36]. Nevertheless, until
the deployment of the 5G technology infrastructure takes place, the use of multiple
Radio Access Technologies (RAT) has been proposed, aiming to mitigate the conges-
tion conditions already met by the mobile service providers. Heterogeneity will be
a key feature of 5G networks [111], giving to providers the ability to offload their
cellular networks to mitigate congestion and provide high quality connectivity to

mobile devices.

Contemporary mobile devices are equipped with multiple radio access capabil-
ities. At the same time multiple radio access technologies are deployed by mobile
service providers (WiFi, 3G, LTE, small-cells etc), mainly in urban areas, giving to

customers the option to choose and connect to different access networks.
The main questions that we are aiming to tackle in this chapter are:
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10 Chapter 2. Employing Paris Metro Pricing in 5G HetNets

1. How a User Equipment (UE) should choose the best of the available RATs.
2. When it should change to a different RAT.

3. How changes of access decisions affect the performance of other users in the
multi-RAT environment.

Towards this direction, we propose a heterogeneous network access solution based
on the Paris Metro Pricing (PMP), a service differentiation scheme that was first used
in Paris metro to give to its passengers the ability to opt for less congested wagons.
In this work, we extend the PMP policy by introducing a dynamic pricing scheme
for each available service class and we investigate its performance under a realistic
mobility model for users in an urban environment, and under real testbed experi-
ments.

The rest of this chapter is organised as follows. In Section 2.2 we present a liter-
ature overview of heterogeneous network access schemes. In Section 2.3 we present
the system model of the dynamic PMP scheme. In Section 2.4 we provide our pro-
posed algorithms and the system architecture. Section 2.5 includes our evaluation
results on the performance of the proposed scheme in terms of average through-
put and acceptance capability of incoming users. Finally, Section 2.6 concludes our
work.

2.2 Related Work

Many research groups have recently proposed different access schemes to exploit
the coexistence of multiple access technologies, aiming to improve the Quality of
Service (QoS) of mobile users and to mitigate the network congestion. In [112], the
authors provide an extensive classification of published research works on network
selection for heterogeneous networks, mainly regarding the utility functions and the
mathematical models that were used. A survey on key parameters for handover de-
cisions in heterogeneous networks is presented in [114]. A reward based algorithm
is presented in [27], where mobile users autonomously update the fraction of their
traffic through each available access technology, based on the rewards received by
the base stations. These rewards are sent to each user, representing the impact of
their traffic on the cell load. The authors in [8] formulate the multi-user RAT selec-
tion problem as a non-cooperative game, where each user tries to selfishly maximize
its own throughput, and they investigate the impact of a user’s decisions on other
users performance and the convergence of the system to Nash equilibria. An in-
centive mechanism that aims to motivate WiFi Access Points (APs) to participate in
heterogeneous networks, by providing an access class to the existing cellular infras-
tructure, is proposed in [58]. The pricing strategy for the inclusion of third party
WiFi APs is formulated as a Stackelberg game between the mobile network provider
and the third party WiFi APs.

Another model that creates on-demand multi-RAT conditions is proposed in [57],
where mobile users form short range mesh networks to collaborate, by sharing their
internet access with provision for proper routing policies with load-balancing and
fairness. The authors also propose a virtual currency to create incentives and facil-
itate the cooperation of users. A pricing-based proportionally fair scheme for con-
current uplink access through LTE and WiFi is proposed in [75]. The seminal work
for the application of PMP in the context of packet delivery networks was provided
in [85] where the use of PMP was presented as a solution to the congestion control
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multi-RAT

FIGURE 2.1: Multi-Radio Access Technology Environment.

problem for differentiated classes of service levels. The authors in [18] consider a
general model of congestion externality for the PMP and investigate sufficient con-
ditions of congestion functions that guarantee the viability of the PMP scheme. In-
spired by these two works, we propose an extended PMP scheme with dynamic
pricing, where users entering a multi-RAT environment decide which technology
they prefer to access, depending on its current price and their sensitivity to conges-
tion. In [51], the authors focus on pricing different classes of services from the service
providers perspective and show that if prices are not chosen properly, matching the
service qualities of the available classes, the system may settle into an undesirable
equilibrium similar to the Prisoner’s Dilemma game. Furthermore, they show that
dynamic pricing based on users’ preferences over different service classes can lead
to stable equilibrium. This work is a step towards the direction of future 5G deploy-
ments, which are envisioned with dense multi-RAT heterogeneous networks [109],
creating the challenge for the development of mechanisms that efficiently aggregate
the capacity and coverage of diverse existing access technologies.

2.3 PMP System Model

We consider the existence of M classes of radio access services that belong to the
same cellular network provider. Every access class m corresponds to a radio access
technology (e.g. 4G, 3G, WiFi) and has a capacity C,,. Hence, the total system ca-
pacity is equal to C = Y™ | C,,. We focus on UEs that are under the coverage of
all provided radio access technologies as depicted in Figure 2.1. Every UE is charac-
terized by its type 6; € [0, 1], representing its sensitivity to congestion. A UE; with
congestion sensitivity 6;, using access class m has a utility equal to:

Ul(m) =V - pm — 0if<Qm: C_m) (21)

where V is a flat-rate valuation of accessing the multi-RAT service, p;, is the access
charge for a UE served at class m and f(Qy,, Cy) is a function for the perceived
congestion at class m. The mass of users choosing class m is denoted by Q,,, and the
available capacity of the access class m is denoted by C,,. Without loss of generality,
we assume that there is a total mass of UEs equal to 1. The mass of users that do not
participate in the proposed service is equal to Qp = 1 — Y™ | Q,,. We also assume
that V. > p; > p» > ... > pn and therefore a UE; of type 6; will choose the service
class that maximizes its utility:

m(6;) = argmax U;(m) (2.2)

1<m<M
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12 Chapter 2. Employing Paris Metro Pricing in 5G HetNets

or no service if U;(m) = 0,Vm € (1,..., M). This leads to a two-level (Stackelberg)
game, where the provider first decides the prices per class, which are a function of
the already allocated capacity per access technology, and then the UEs distribute
themselves over classes, selecting the most appropriate for them. The provider can
play by anticipating the distribution of UEs over the provided service classes. The
distribution of UEs over the provided access technologies will be a Wardrop equi-
librium [113], at which no UE will have an interest in changing access classes. When
equilibrium of distribution of UEs over available access classes is reached, a given
UE of type 6; will prefer class m over k if

V —pm = 0if (Qm,Cu) >V — pr — 0;f (Qx, Cx) (2.3)

Therefore, if py — pr < 0; (f(Qx, Cx) — f(Qm,Cw)) and for monotonic f(Qu,Cp),
class m will be preferred over k if

0; > (pm — )/ (f(Qm, Cn) — f(Qr, Ck)), when k > m
and if

. . 2.4
0: < (pm — px)/ (f(Qm,Cm) — f(Qx, Cx)), whenk < m (24)

This creates thresholds of 6 values, 6; > 6, > ... > 0y > Op1 = 0, such that at
equilibrium, for 1 < m < M, V6; € (6,,+1,0m), class m is chosen, while no class is
preferred for 6; > 0;. The thresholds 04, ..., 0141 are defined by using the fact that,
at any of these specific threshold, a UE is indifferent between choosing one of the
two adjacent classes. A UE, at threshold 6, is also indifferent between using the
provided service or not.

We let the congestion perception function f(Qy,, Cy) of the UEs to be:

Qm

(2.5)

We introduce a dynamic pricing scheme for each access class m. The maximum price

for each class pjp®, is set for accessing class m when its total capacity C,, is allocated,

and the minimum price pTi" is set when the total capacity of class m is available.

The price as a function of available capacity C,, is expressed in (4.4).

Pm = max <pr,fl‘i“, [ (1 - gm>> (2.6)
m

Regarding the mobility model of the UEs, we consider that they follow routes of
diverse connectivity conditions to the available radio access technologies, according
to the model proposed in [81]. In Figure 2.2, we present the states of the Markov
model for the mobility of a UE. A UE in State 0 will pass through the multi-RAT area
(State 1) that we focus on with probability po;, it will stay in State 1 with probability
p11 and will leave the multi-RAT area with probability pi». A UE starting from State
0 may not pass through the multi-RAT environment with probability pos and stay
at State 0 with probability pgo. Following, we provide the system architecture that
was considered for the evaluation of our dynamic PMP scheme, and the algorithms
designed for the multi-RAT operation.
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State 1
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FIGURE 2.2: Markov Model States for the mobility of the UEs.

2.4 System Architecture

In this section, we describe the system architecture and the components that are
taken into consideration from the proposed solution. We present the configurations
and parameters for both simulations and real-world experiments. Then, we describe
the procedures of the system model that take place both at the Core Netowrk and
the UEs of the Multi-RAT network.

2.4.1 Experimental setup

The proposed scheme is considered for three available radio access technologies,
namely 3G, 4G and WiFi, and is evaluated by means of extensive simulations. Tak-
ing into consideration the significant shortfalls of simulations, identified in [63], in
comparison to real-life experimentation, we provide results based also on testbed
experimentation implemented on the Future Internet (FI) facility provided by NI-
TOS [83]. NITOS is a heterogeneous testbed, located in the premises of University of
Thessaly, in Volos, Greece. The rich heterogeneity of resources allows us to conduct
the designated experiments. We employ an LTE base station of NITOS, along with a
UMTS femto-cell and the respective Core Network [72]. We use a testbed node as a
WiFi Access Point, located inside the coverage of both LTE and UMTS, and six nodes
as the UEs located inside the Multi-RAT system. The overall topology that we use
for our experiments is depicted in Figure 2.3.

For the simulations we consider a basic system setup and demonstrate how the
proposed pricing policy performs in certain representative scenarios. The mobile
service provider has 3 classes of RAT and specifically cellular 3G, 4G and WiFi ser-
vices. We assume that the maximum speed for each RAT is 42.4 Mbps (UMTS/HSPA+),
150 Mbps (IEEE802.11n SISO) and 300 Mbps (LTE Cat4 2x2 MIMO).

2.4.2 Algorithms Design

In order to evaluate the proposed pricing scheme, we came up with two algorithms,
running at the UEs and the Core Network. In Algorithm 1, we present the operation
of a UE that enters or is already situated in the multi-RAT environment. Initially, a
UE receives a system report message containing the price, the available capacity and
the mass of connected users to every RAT, and it calculates its utility for each class.
If it decides to change or connect to a RAT, it sends a change/connect message to
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FIGURE 2.3: NITOS Testbed topology used for the experiments

Algorithm 1 Algorithm for UEs entering or already connected to the multi-RAT en-
vironment

1: Receive system report (pm, Cu, Qm) VRAT
2: Calculate Utility Function for each RAT
3: if UE decides to change/connect to RAT then
4: Send change/connect message to Core Network
5: else
6
7
8
9

: Send OK to Core Network

: end if

: while 1 do

if UE decides to leave State 1 then

10: Send leave message to Core Network
11: else
12: Wait for system report
13: Calculate Utility Function for each RAT
14: if UE decides to change RAT then
15: Send change message to Core Network
16: else
17: Send OK to Core Network
18: end if
19: end if

20: end while

the Core Network. When a UE is connected and until it leaves State 1, if it receives a
new system report, it recalculates its utility function for each class and examines if a
change of RAT maximizes its utility. Based on its decision, the UE sends a message
to the Core network to inform for a change (or for no change) and continues its
operation as long as it stays in State 1.

In Algorithm 2, we provide the functionality of the Core Network. At first, the
Core Network randomly distributes the UEs situated in State 1 to the available RATSs,
and it calculates the prices, the available capacities and the mass of connected users
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Algorithm 2 Algorithm running on the Core Network
1: Assign randomly UEs to 3 RATs

2: Calculate prices, available capacities and mass of users
3: Create system report (P, Cy, Qm) V RAT
4: for UEs in system do
5: Send system report to UE
6: Wait for response
7: Update system report
8: end for
9: if System is stable then
10: Continue
11: else
12: Goto4
13: end if
14: while 1 do
15: Wait update from UEs in State 1
16: Wait for new UEs
17: if Available capacity then
18: Assign new UE to RAT
19: else
20: Deny access to new UE
21: end if
22: Calculate prices, available capacities and mass of users
23:  Create system report (py, Cy, Qm) V RAT
24: for UEs in system do
25: Send system report to UE
26 Wait for response
27: Update system report
28: end for
29: if System is stable then
30: Continue
31: else
32: Goto24
33: end if

34: end while

to every RAT. Thereafter, it sends an updated system report to each UE sequentially,
and following it examines if the system is stable. The system is considered stable,
when no UE desires to switch to another RAT. In the case when a UE leaves the
multi-RAT, the Core Network updates the system values and communicates them to
the State 1 UEs for further calculation of their utility functions, in order to determine
whether they will change their RAT. In the case that a UE enters State 1, the Core
Network calculates the available capacity to decide if it can serve its needs, otherwise
the access is denied to the specific UE.

2.5 System Evaluation

For the evaluation of our proposed policy, we employ both simulation methods, as
well as real testbed experiments. For our simulations, we evaluate our model for 10
users, who are initially placed in State 1 and 20 users in State 0. In order to validate
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FIGURE 2.4: Experiment results for UEs exiting the multi-RAT system

our simulation results, we cross-reference them with results that we received from
executing our proposed policy under a real testbed environment, with initially 2
users in State 1 and 4 users in State 0.

For the testbed tests, we logged RSSI and RSRP values for the LTE network equal
to -53 dBm and -76 dBm respectively. Similar values where observed for the UMTS
and WiFinetworks as well, inside the multi-RAT environment. Rate adaptation algo-
rithms were disabled, and set to the highest Modulation and Coding Scheme for all
the technologies involved, meeting the same maximum throughput requirements as
set in our simulator. Moreover, we conduct our experiments in an isolated environ-
ment of external interference. We measure the capacity of our links by using packet
sizes of 1500 bytes. The maximum and minimum prices of each class are selected
to be proportional to the maximum available capacity of each RAT. We use a static
probability pos equal to 0.2, representing the probability that UEs on State 0 follow
a route outside our system across all our experiments (simulations and testbed ex-
periments). In other words, the selected mobility pattern includes a more common
passage from the multi-RAT State 1 than avoiding it through State 3.

We organize our evaluation in three different experiments, during which the
prices are constantly recalculated based on our model, and transmitted to the UEs of
the network. The first experiment targets to monitor the throughput and acceptance
ratio of the UEs in the multi-RAT system, when tuning the probability of exiting the
system. The second experiment evaluates the same metrics when configuring the
probability of a UE entering the multi-RAT system. Finally, the third experiment
details our results for different congestion sensitivities of the UEs.

2.5.1 Experiments for UEs exiting the system

In this experiment, we seek to investigate the impact of different exiting mobility
patterns, represented by the probability pi2, on the average throughput of the sys-
tem. Furthermore, we examine how tuning this probability affects the number of
incoming users from State 0, as well the number of users whose the access to State 1
was denied from the Core Network due to insufficient available capacity. For this ex-
periment we configure the probabilities for the State 0 to have the following values:
poo = 0.3 and po; = 0.5. In addition, we setup the highest capacity demand of each
UE equal to 1/4 of the RAT with the highest capacity, in our case the LTE network.
Figure 2.4a demonstrates the average achieved throughput for various values of the
exiting probability pi, used to express whether a UE leaves the multi-RAT system or
not. In our simulations, we observe that as the probability of leaving the system is
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FIGURE 2.5: Experiment results for UEs entering the multi-RAT sys-
tem

increasing, the total throughput is decreasing. This happens due to the fact that UEs
stay at State 1 for a shorter period. On the other hand, the number of UEs that are
not accepted to State 1 is decreasing as the probability pi, increases, meaning that
more UEs enter the system as shown in Figure 2.4b.

Similarly, for our testbed experiments, we observe a similar decreasing pattern
as the outgoing probability rises. We would expect that the testbed experimentation
would generate results with lower average throughput compared to simulations.
Nevertheless, as the experiments are run using a lower number of UEs, we receive
marginally higher average throughput.

2.5.2 Experiments for UEs entering the system

In this scenario, extensive throughput experiments were conducted under varying
values of the probability pg;. The total throughput performance is investigated for
different mobility patterns of UEs entering the multi-RAT system. The probabilities
in this scenario regarding State 1 are the following: p11 = p12 = 0.5, meaning that
each existing UE inside the multi-RAT has a probability of 0.5 to either stay in or exit
the system. The highest capacity demand of each UE stays the same as in the previ-
ous experiment. We notice that while pg; increases, the same occurs to the average
system throughput as illustrated in Figure 2.5a. Moreover, increasing the entering
probability causes more UEs to be served by the multi-RAT system as observed in
Figure 2.5b. In parallel, the total number of UEs choosing a transition to State 1
rises (comprising of both admitted and denied UEs). Of course, the more UEs select
to enter the multi-RAT system, the more are denied access due to lack of available
capacity.

Regarding the testbed evaluation, we use a similar setup as for the aforemen-
tioned experiments. We observe that as the incoming probability rises, so does the
average throughput that the UEs in the multi-RAT system achieve. Higher average
throughput denoted in the testbed experiments, in comparison to simulation results,
is mirroring the lower number of UEs used for our experiments.
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FIGURE 2.6: Experiment results subject to different congestion sensi-
tivities for the UEs’ application

2.5.3 Experiments for different congestion sensitivities

Through this set of experiments, we aim at investigating the impact of different QoS
applications to our proposed PMP scheme. More specifically, we characterize differ-
ent classes of applications by their congestion sensitivity, running inside the multi-
RAT environment we focus on. In order to examine how applications with different
demands affect the average throughput of the system, we first configure the proba-
bilities of State 0 and 1 with the following values: pgy = 0.3 and pg; = 0.5 and py; =
p12 = 0.5. This means that each new UE stays in State 0 with probability 0.3, enters
the multi-RAT system with probability 0.5, and follows a route outside our system
with probability 0.2. Each existing UE inside State 1 has a probability of 0.5 to ei-
ther remain in the system or exit it. By tuning different congestion sensitivities, we
simulate applications with different QoS demands in the system. A UE running
an application with the maximum congestion sensitivity is depicted in Figure 2.6a
with the value 1.0. In our results, the throughput received from such an application
with high congestion sensitivity is equal to the 1/4 of the total LTE’s bandwidth.
We have also assumed that the values of the congestion sensitivity of the UEs in
the multi-RAT are uniformly distributed. Figure 2.6a depicts the average through-
put achieved for different values of congestion sensitivity. We observe that for low
bandwidth demands, all new UEs are accepted and served by the system but the
average throughput performance is low, ought to the low requested demands. As
the congestion sensitivity increases, the average throughput also increases, which
means that the available capacity is decreasing. Consequently, the system is start-
ing to deny access to new UEs, as it is shown Figure 2.6b. Similarly for the testbed
experiments, we observe a pattern that follows the simulation trends for the overall
average throughput performance.

2.6 Chapter Conclusion

In this chapter, we study the resource allocation problem in a multi-RAT environ-
ment. We proposed the utilization of an extended Paris Metro Pricing scheme with
dynamic prices, as a policy for selecting a RAT when operating inside a Hetero-
geneous network. We formulated the problem and defined the utility functions of
each client for accessing the target RAT. For the mobility of the clients, a Markov
model was utilized, where the probabilities for changing states were configurable
thus enabling us to investigate several mobility scenarios. For the evaluation of our
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scheme, simulations were employed in order to validate it and then we utilized the
NITOS testbed so as to obtain results from a real-world environment. Three differ-
ent set of experiments were conducted towards the evaluation of our dynamic PMP
scheme, providing results on the average throughput, the acceptance capability of
the incoming users and how these performance metrics are affected under different
mobility conditions. In the next chapter, we are extending the current resource allo-
cation scheme, by enabling a UE to be concurrently connected to multiple RATs, and
to interchangeably select its access technology based on the current pricing policies
of the system.
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3.1 Chapter Introduction

Ultra Dense Heterogeneous Networks (HetNets) are expected to bring numerous
advantages for the mobile network operators (MNOs) of the next generation cellu-
lar networks, by offering enhanced network capacity and diverse technologies for
serving the end-users. Through enhanced spectral techniques and spectrum coordi-
nation among the available cells, 5G networks will utilize bands ranging from the
sub6-GHz to cm- and mm-Wave bands. Yet, this type of equipment upgrade for
the Radio Access Network (RAN) incurs extra deployment and operation costs for
the MNOs. When considering that the Average Revenue Per User (ARPU) is either
flat or even slowly decreasing [76], it becomes clear that cost efficient techniques are
required in order to keep in pace with the demand-driven evolution in the cellular
technology.

Nevertheless, through the utilization of off-the-shelf components operating in
multiple bands and with different technologies, HetNets can be formed with low
CAPEX and OPEX costs. Forming HetNets for adding to the overall network ca-
pacity has existed for legacy technologies as well, (e.g. UMTS, LTE) through the
addition of low energy consuming devices with lower coverage in the network (e.g.
femto-/pico-cells). Recent efforts have also focused on the inter-networking of cel-
lular technologies with WiFi as well, as a means to add-up to the offered network
capacity with low-cost solutions (e.g. through the LTE-WiFi Aggregation Adaptation
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Protocol [4]). The incorporation of the new spectrum that 5G is expected to operate,
creates a complex ecosystem for allocating the operator served clients to each of the
offered technologies, while meeting diverse demands for network capacity.

This technology allocation problem becomes even more complicated when con-
sidering that the perceived Quality of Experience (QoE) highly depends on the ap-
plication that is running on the network UE. Different applications have versatile
demands for the network capacity; UHD video requires more than 25Mbps to be
dedicated for the application, whereas an email application is only served as back-
ground traffic. Based on the existing technology offering for running multi-homed
end-clients (e.g. MPTCP, using SDN and software switches [93]), a network client
might benefit from having simultaneously several connections of different technolo-
gies active to the Internet. In such an environment, efficient mapping of each appli-
cation to the available technologies might significantly enhance the perceived QOoE,
whereas alleviate the burden placed on the operator serving multiple data-intensive
traffic streams. Nevertheless, multiple traffic classes for the applications add to the
complexity of the network resources allocation to the served clients.

The main questions that arise in such heterogeneous environments with multiple
RATs being offered to the network UEs, and multiple traffic classes per UE are:

1. Which technology should a UE select for the different types of traffic.

2. When should a UE switch the serving network for a specific traffic class.
3. How should an operator charge each RAT.

4. How these decisions affect the overall system stability.

In order to answer these questions, we extend our work presented in Chapter 2,
where we introduced a network selection scheme based on the Paris Metro Pricing
(PMP), a service differentiation scheme that was first used in Paris metro to give to its
passengers the ability to opt for less congested wagons. In this chapter, we present
a system model that takes into consideration multiple traffic classes concurrently
utilized by each UE, and multiple networks being offered by the MNO, forming a
Multi-RAT system. We evaluate the performance and stability of the system through
extensive experimentation over multiple technologies in an open wireless testbed.

The rest of this chapter is organized as follows: Section 3.2 presents relevant
works on the RAT selection policies and methodologies. In Section 3.3 we introduce
our system model. Section 3.4 includes the description of our system architecture,
and in Section 3.5 we showcase our experimental findings. Finally, in Section 3.6 we
conclude our work.

3.2 Related Work

Different access schemes have been proposed in literature for exploiting the coexis-
tence of heterogeneous wireless technologies for improving the Quality of Service
(QoS) and Experience (QoE) of the mobile users. In [112], a survey on the differ-
ent models for network selection in HetNets is provided, with the solutions being
classified based on the proposed utility functions and system models. Similarly, in
[80], authors classify the respective algorithms based on the location where the deci-
sion making network selection components are running, as either partially or fully
distributed. In [20], a fully distributed access point selection algorithm is presented
based on no-regret learning. Through the application of this scheme, the system

Institutional Repository - Library & Information Centre - University of Thessaly
24/04/2024 13:18:36 EEST - 3.145.162.204



3.3. MATCH System Model 23

is able to reach a correlated equilibrium state. Authors in [84], formulate the RAT
selection problem using a dynamic evolutionary game and introduce a centralized
algorithm based on reinforcement learning. In [8], the RAT selection problem is
modeled as a non-cooperative game, and is evaluated for its convergence, efficiency,
and practicality. Through their approach, each user tries to selfishly maximize its
own throughput, while the impact of a user’s decisions on other users performance
and the convergence of the system to Nash equilibria is investigated. The authors
conclude that an improvement path can be repeated infinitely with a mixture of
classes. As network convergence is the target of these algorithms, authors in [77]
discuss the convergence properties of network selection games. The network selec-
tion process is studied as a non-cooperative game, and is evaluated for the cases
where each client uses its own preference to select a network, and for a combination
of client and network preferences to arrive at pairings.

Contrary to the majority of works that deal with the maximization of the user
throughput, authors in [31] propose the user demand-centric optimization, where
users seek to maximize quality of experience (QoE). Their research validates the ex-
istence of user demand diversity gain and the effectiveness of their learning algo-
rithm in improving the system efficiency and QoE fairness. In [11], the authors uti-
lize a reliable low-latency Fiber Backhaul sharing and WiFi Offloading and evaluate
the maximum aggregate throughput and the delay performance of FiWi enhanced
LTE-A HetNets. Authors in [Naghavi2016] consider a heterogeneous cellular net-
work where each user chooses among multiple access technologies. The competi-
tion of the users is modeled as an incomplete information game where players are
not aware of other players’ actions. An incentive mechanism that aims to motivate
WiFi Access Points (APs) to participate in heterogeneous networks, by providing
an access class to the existing cellular infrastructure, is proposed in [58]. The pric-
ing strategy for the inclusion of third party WiFi APs is formulated as a Stackelberg
game between the mobile network provider and the third party WiFi APs. The au-
thors in [86], investigate the impact of a cooperative switching off in multi-operator
shared HetNets in terms of cost allocation in the MNOs.

The authors in [18] consider a general model of congestion externality for the
PMP and investigate the conditions of congestion functions that guarantee the vi-
ability of the PMP scheme. Similarly, in [89] we propose and evaluate a dynamic
pricing algorithm for HetNets, based on the PMP scheme. In this chapter, we build
on our prior experience and further extend it to MATCH (Multiple Access for mul-
tiple Traffic Classes in 5G HetNets), aiming to include multiple traffic classes per
each UE, corresponding to the diverse network communication needs that applica-
tions serving the end-user are requiring. We further extend the system model with
multi-homed UEs and with the inclusion of higher throughput 5G technologies (e.g.
WiGig) and evaluate the proposed pricing scheme with a real testbed evaluation.

3.3 MATCH System Model

We consider a heterogeneous environment with M classes of available radio access
technologies that belong to the same cellular service provider. Each class m refers to
a different radio access technology (e.g. 4G, 3G, WiFi, mmWave) with capacity Cy,
resulting to a total system capacity equal to C = Y™  C,. We assume that there
are L types of user traffic classes and each UE; may have traffic demands for these
types of traffic. The traffic of each UE; is characterized by the vector 6, = {61.1, . 6}},
where 0! = r! /w; represents the sensitivity of UE/’s traffic of type [, with ! being the
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data rate demand of UE; for its traffic class /, and w; the normalized spectrum effi-
ciency of UE;, with w; € (0,1] fori = (1, ..., N), which is used to abstract the physical
layer for the channels of the available RATs, including the frequency selectivity due
to transmissions in different frequency bands. As we focus on access layer decisions,
we provide w; as a plug-in parameter to our dynamic pricing scheme, available for
physical layer analysis. 911- represents the ability of UE;’s traffic of type I to adapt
easily to changes in the network conditions, while still meeting specific QoS require-
ments and maintaining the QoE for the user. The mass of traffic classes allocated to
RAT class m is denoted by Q,,, and without loss of generality we assume that the
total mass of traffic classes of the UEs is equal to 1. The mass of traffic classes that
are not allocated to a RAT class is equal to Qp =1 — 2%21 Qum.

We focus on UEs that are under the coverage of all provided radio access tech-
nologies as depicted in Figure 3.2. Each traffic class [ of UE; is allocated to a RAT
class m such that the corresponding element b;”’l of an M x L matrix B; is equal to 6},
if its traffic class [ is allocated to the RAT class m, and 0 otherwise. Thus, the traffic
allocation matrix B; of UE;, with columns representing the UE’s traffic classes and
lines the available RAT classes, is expressed as:

9} 0 0 0
0 2 6 ... 0

Bi=|. . . . ) (3.1
o o0 0o --- oL

We define as b;, a vector of size 1 x M, where each element b}" is the sum of each

row of B;. Thus, b" = Y| , bl'-"’l. We also define a;, a RAT access index vector of size
1 x M, where a}* = 1if b]" > 0 and a}" = 0if b}" = 0.
A UE; with congestion sensitivity 0;, using the access classes indicated by a; has
a utility equal to:
Lli(Bi) =V(@-a;)—a;-p—6;-f (3.2)

where V is a flat-rate valuation of accessing a class of the multi-RAT service and
1 - a; is the number of concurrently accessed RAT classes by UE;. The access charge
vector p = {p1,..., pm} represents the price of each RAT at the time a UE is de-
ciding to which RAT classes it will allocate its traffic classes. The vector of func-
tions f = {f1(Q1,C1), ..., fm(Qm, Cum)}, represents the perceived congestion of the
M available RAT classes by all UEs in the HetNet. Thus, f,,(Qu, Cy) is a function
for the perceived congestion at class m, and the available capacity of access class m
is denoted by C,,. We assume that V > p; > p2 > ... > pu and therefore a UE; with
traffic classes of sensitivity 8; will choose, in a decomposed approach for each traffic
class I, the service class that maximizes its discrete traffic class utility:

uz](m) =V- Pm — gllfm(Qm/ Cm) (3.3)
such that:
m(6;) = argmax U (m) (3.4)
1<m<M

or no service if U/(m) = 0,V m € (1,..,M) and VI € (1,..,L). This leads to a
two-level (Stackelberg) game, where the provider first decides the prices per access
class, as a function of the already allocated capacity per access technology, and then
the UEs distribute their traffic classes over RAT classes, selecting the most appropri-
ate for each traffic class. The provider can play by anticipating the distribution of
the UEs traffic classes over the provided service classes. The distribution of traffic
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FIGURE 3.1: Mobility States of the UEs.

classes over the provided access technologies will be a Wardrop equilibrium [113],
at which no UE will have an interest in changing its traffic classes allocation to avail-
able access classes. When equilibrium of distribution of traffic classes over available
access classes is reached, a given traffic class | of UE; of sensitivity 911. will prefer class
m over k if

V — b — 0 fur(Qu, C) >V — pr — 0! fi(Qx, Cr) (3.5)
Therefore, if py — px < 0! (f(Qk, Ck) — f(Qm, Cn)) and for monotonic congestion

perception functions fy,,(Qm, Cn), class m will be preferred over k if

0 > (pm — Pi)/ (fn(Qum, Cn) — fi(Qk, Cx)), when k > m
and if

Gzl < (Pm - Pk)/(fm(Qm/Cm) —fk(Qk, Ck)),whenk <m

This creates thresholds of 6 values, 61 > 6, > ... > 0y > Op1 = 0, such that at
equilibrium, for1 <m < M, V 911- € (0m11,0m), class m is chosen, while no class is
preferred for 911. > 01. The thresholds 04, ..., 0111 are defined by using the fact that,
at any of these specific threshold, a UE is indifferent between choosing one of the
two adjacent access classes for a specific traffic class. A traffic class, at threshold 6y,
is also indifferent between using the provided service or not.

We let the congestion perception functions fu,(Qm, Ci), ¥V m € (1,..., M) to be:

=\ Qm
fm(Qm/Cm) = C_m/Cm

(3.6)

We introduce a dynamic pricing scheme for each access class m. The maximum price

for each class pj®, is set for accessing class m when its total capacity C,, is allocated,

min

and the minimum price p;"™ is set when the total capacity of class m is available.
The price as a function of available capacity Cy, is expressed in (4.4).

min _ max C_m
Pm = max <pm P (1 — C>> (3.7)

Regarding the mobility model of the UEs, we consider that they follow routes of
diverse connectivity conditions to the available radio access technologies, inspired
by the model proposed in [81]. In Figure 3.1, we present the states of the Markov
model for the mobility of a UE. A UE in State 0 will pass through the multi-RAT area
(State 1) that we focus on with probability pg;, will stay in State 1 with probability
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p11 and will leave the multi-RAT area with probability pi,. A UE starting from State
0 may not pass through the multi-RAT environment with probability pg, and stays
at State 0 with probability pgo. We consider the return probabilities from State 2 to
State 1 and to State 0, equal to p»; and p1g respectively.

In the following sections, we provide an approach to evaluate the distributed
solution we provide with MATCH. Based on the system model, we port it to run in
a distributed manner on all the network, i.e. the UEs and the Core Network. Using
the outcomes of the utility functions running on each network UE, a Core Network
controller is able to suggest the technologies and list the prices for using them.

3.4 System Architecture

In this section, we detail the components and the architecture of our testbed setup
used for the evaluation of our proposed framework. Afterwards, the algorithms of
the system model that are running at the Core Network and the UE side are pre-
sented.

3.4.1 Experimental Setup

For the evaluation of the proposed scheme, we use four RATs, each one with dif-
ferent characteristics (3G, WiFi, 4G and mmWave), and four different traffic classes
available at each network UE. Each Traffic Class (TC) is categorized by its data rate
demands, ranging from Traffic Class 0 (TCO) designating applications that require
Best Effort connectivity (e.g. email) to Traffic Class 3 (TC3) designating time criti-
cal/bandwidth intensive applications (e.g. UHD video stream).

We provide experimental results based on the evaluation of the proposed scheme
over the NITOS Future Internet (FI) facility [83]. NITOS is a heterogeneous testbed,
located in the premises of University of Thessaly, in Volos, Greece. The rich hetero-
geneity of its provided resources allows us to conduct the designated experiments.
We employ an LTE base station, along with a UMTS femto-cell and the respective
Core Network. We use a testbed node as a WiFi Access Point, located inside the cov-
erage of both LTE and UMTS. NITOS has been upgraded recently with six mmWave
WiGig radio units [13], that are reachable by all the testbed nodes. In order to in-
clude WiGig in the Multi-RAT technologies, we use a pair of WiGig nodes, that are
reachable and interchangeably usable by the UEs involved in the experiment. The
overall topology that we use for our experiments is depicted in Figure 3.2.

3.4.2 Algorithms Design

In order to port the system model setup over the testbed equipment, we came up
with two algorithms for the UEs and the Core Network. Algorithm 3 is running on
the distributed UEs of the system. When a UE enters the multi-RAT environment, it
receives a system report message containing the available capacity, the current price,
and the load of connected users for every RAT in the system. Following, the UE cal-
culates its utility for its Traffic Classes, based on all the available RATs. Subsequently;,
the Core Network controller is informed on the UE’s decisions on which RAT it de-
cides to allocate its Traffic Classes (TCs). During the time that the UE spends in the
multi-RAT system, it is waiting to receive a new system report issued by the Core
Network periodically. In such a case, and as long as the UE stays in State 1, it recal-
culates the utilities and selects the RAT for each TC.
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FIGURE 3.2: Experimental topology for the evaluation of the scheme
in the NITOS testbed

Algorithm 3 Algorithm running on the UE side

1:

e T W S G S Y
S B L i A vl =

if UE is connected to multiRAT then
Receive system report (pm, Cn, Qm) V RAT
Calculate the Utility for each TC per RAT
UE sends change/OK message to Core Network
else
if UE decides to connect to multiRAT then
Send connect message to Core Network
end if
end if
while 1 do
if UE decides to leave State 1 then
Send leave message to Core Network
else
Wait for system report
Calculate Utility Function for each TC per RAT
UE sends change/OK message to Core Network
end if

: end while

The design of the algorithm running at the Core Network is presented in Algo-

rithm 4. The Core Network controller initializes the multi-RAT system by randomly
distributing the State 1 UEs” TCs to the available RATs. Thereafter, it calculates the
available capacity, price, and the mass of TCs per RAT. Based on the applied order-
ing of users, the controller starts sending a system report to each UE sequentially
and waits for their response. Based on their response, it determines if the changes of
their TCs are applicable or not and proceeds accordingly. In the case that a UE enters
State 1, the controller determines if the UE can be served by the system and approves
or denies access. For every change in the multi-RAT system (UEs entering/leaving
State 1), the controller updates the system values and communicates them to the
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Algorithm 4 Algorithm running on the Core Network

1: Assign randomly the UEs’ TCs to 4 RATs
Calculate prices, available capacities and mass of TCs
Create system report (pm, Cn, Qm) V RAT
Create an order of UEs based on (Data Rate Demand/Spectrum Effi-
ciency/Sensitivity)
for UEs in system do
Send system report to UE
Wait for UE response
Update system report
end for
10: while 1 do
11: Wait update from UEs in State 1
12: Wait for new UEs
13: if Available capacity then

14: Assign new UE’s TCs to RATs

15: else

16: Deny access to new UE

17: end if

18: Calculate prices, available capacities and mass of TCs
19: Create system report (P, Cp, Qm) V RAT

20: Create an order of UEs based on

21: (Data Rate Demand/Spectrum Efficiency/Sensitivity)
22: for UEs in system do

23: Send system report to UE
24: Wait for response
25: Update system report

26: end for

27: end while

State 1 UEs for further calculation of their utility functions (as shown in Algorithm
3). As seen in Algorithm 4, the Core Network policy for determining the system
report depends on the ordering of the UEs based on their data rate demands, spec-
trum efficiency, and sensitivity. Hence, in the following section we provide results
on three different UE ordering policies.

3.5 System Evaluation

In this section we provide the experimental evaluation of our proposed policy. As
the testbed is organized in an RF-isolated setup, we are able to reproduce each ex-
periment. We showcase our experimental results with a resolution of 10 times per
experiment, with 6 UEs available in the Multi-RAT system.

Based on the insights from our previous work [89], we evaluate our proposed
scheme for three different polling policies.

1. Policy 1: The controller is ordering the State 1 UEs based on their data rate
demands for all TCs (¥}_; 7}) in descending order.

2. Policy 2: The ordering is based on the normalized spectrum efficiency of the
UEs (w;).

3. Policy 3: The ordering is based on the UEs’ sensitivity to the changes of the
network conditions (6;).
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In order for MATCH to be evaluated in a real world environment, we deter-
mined a setup of clients in the testbed complying with the needs of our model. The
rate adaptation algorithms were disabled for all the technologies and the highest
Modulation and Coding Scheme was configured for all of them. We measure the ca-
pacity of our links by using frames of 1500 bytes and we set the maximum achieved
speed for the used technologies to be 42 Mbps for UMTS/HSPA+, 70 Mbps for LTE
10MHz 2x2 MIMO, 130 Mbps for IEEE802.11n 20MHz 2x2 MIMO and 1 Gbps for
WiGig. For the configuration of the TCs of each UE, we assume 4 different classes
with limits in the lowest and highest throughput that the UEs request from the net-
work. Each UE selects uniformly the throughput value from this range, configured
as follows: 1) Background class (0.3-1Mbps), 2) Interactive class (1.1-2.5 Mbps), 3)
Streaming class (2.6-8Mbps) and 4) Conversational class (8.1-25Mbps). The limits
have been set based on [105].

We configure the probabilities of State 0 with pg, to be equal to 0.2, representing
the probability that UEs on State 0 follow a route outside our system across all our
experiments. The probability of a UE in State 0 to enter the Multi-RAT system (po1)
is equal to 0.5 and thus the probability of staying in the same state (poo) is 0.3. For
State 1, the probability a UE exits the system going to State 2 (p12) is configured
to 0.45 and to remain in the same state (p11) to 0.5, meaning that the probability of
returning to State 0 (p19) is 0.05. For State 2, we set the probability of a UE to remain
in this state (p22) equal to 0.9 and the probabilities pyo and p; equal to 0.05.

The scenario of the experiments that we present in this section is the following;:
The experiment starts with UEO and UE1 in State 1, while UE2, UE3, and UE4 will be
entering the system later. UE5 chose the direct route to State 2 and remained there.

3.5.1 Framework benchmarking

For the experiment under consideration the aggregate achieved throughput for all
traffic classes for each UE in the system is presented in Table 4.5. We ran the ex-
periment for each of the three cases ten times and we present the averaging results.
Figure 3.3 is showcasing our averaged results from running the aforementioned use
case in the testbed. Figure 3.3a demonstrates how many times the UEs determined
a RAT change for their TCs during the experiment (Desired Switches) versus how
many times they accomplished to do so (Executed Switches). As Algorithm 4 recal-
culates capacities, prices and mass of TCs per each RAT, it may infer that the Utility
calculated per each UE for a RAT change may not be valid, and subsequently de-
nies the RAT selection. As it is shown, when the criterion for the ordering is the
normalized spectrum efficiency (2nd Policy), the UEs have more freedom to change
RATs compared to 1st and 3rd case. When applying the 3rd Policy, the UE ordering
renders any RAT selections rather difficult.

TABLE 3.1: Total Achieved Throughput per UE

UE ID | Throughput (Mbps)
UEO 45.09
UE1 74.65
UE2 110.36
UE3 114.27
UE4 31.72

Following, we examine how the different policies affect the charges of the multi-
RAT system. In order to compare the three policies, we normalize the costs as shown
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FIGURE 3.3: Experimental evaluation of the proposed resource allo-
cation scheme
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FIGURE 3.4: Data Rate distribution of each client across the System’s
RATs for the different ordering policies

in Figure 3.3b. As indicated, the UE with the highest data rate demands will pay
more compared to the other clients in the system, at least for the two of the three
cases. When applying the 3rd Policy, we observe that the UEs with the highest de-
mands (UE2 and UE3) will pay less than the next UE in order (UE1). Due to this
observation, we present in Figure 3.3c the normalized cost per Mbps for each UE for
each policy. Figure 3.3c confirms that the 3rd Policy is not fair in terms of cost. UE4
with the lowest data rate demand will be charged the highest amount per Mbps.

Finally, we seek to investigate the impact of the ordering policy in the utilization
of the available RATs of the system. For this purpose, we visualize, in terms of per-
centages, each UE’s usage of each RAT for each one of the three policies as shown in
Figure 3.4. We monitor that some UEs are affected more than others in the allocation
of their TCs to the available RATs, based on the order that they will be probed to
determine changes (or not) by the network controller. For instance UEO and UE3 are
following the same pattern through the different ordering policies, with almost the
same distribution for the 1st and 3rd policy (Fig. 3.4a, 3.4c) and greatly differ for the
2nd (Fig. 3.4b). On the other hand, UE1 and UE2 are keeping similar distribution
behavior across the three policies.

3.6 Chapter Conclusion

In this chapter, we proposed a dynamic pricing scheme for network selection in
a Multi-RAT environment where the end-users have multiple applications concur-
rently running with diverse network requirements for each one of them. We consider
mulit-homed UEs, meaning that they are able to use multiple access technologies
simultaneously. These factors add up to the complexity of the resource allocation
problem in such environments. For the evaluation of our scheme, we ported the
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system model into a real-world setup, employing the NITOS testbed. Our experi-
ments consider a heterogeneous network with multiple RATs (WiFi, 3G, 4G, WiGig)
and multi-homed clients. The obtained results pinpoint the importance of the UEs’
ordering policy that it is applied during the updating process of the system and
how it may affect the cost incurred at each UE as well as the utilization of the avail-
able RATs. We proposed and examined three different ordering policies which are
based on data rate demands, spectrum efficiency, and sensitivity. In the following
chapter, we study the fairness of the aforementioned ordering policies, proposing
a solution with dynamic selection among these policies during the execution of the
experiments.
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Chapter 4

Dynamic RAT Selection in 5G
HetNets
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4.1 Chapter Introduction

Ultra-dense heterogeneous networks (UDHetNets) are expected to play a key role
during the transition from legacy to next-generation mobile networks. Through the
dense-deployment of multiple access networks, the operators can take advantage of
the added capacity of either smaller scale access points (e.g. femto-/pico-cells) and
non-3GPP technologies like WiFi, towards offering enhanced capacity and lower la-
tency services to the connected User Equipment (UE) [25]. At the same time, through
the utilization of new wireless spectrum, available at the centimeter and millimeter
Wave (mmWave) bands for fixed wireless access, and the enhanced spectral effi-
ciency through massive MIMO techniques [30], ultra-high speed broadband services
can be offered. The above technologies are widely considered as the main enablers
for the 5th generation of mobile networking, annotated as 5G communications. Nev-
ertheless, these technologies induce increased costs for the operators: from the mo-
bile network operator’s (MNO) perspective, induced CAPEX and OPEX costs on
upgrading and maintaining the network respectively are higher, whereas the Aver-
age Revenue per User (ARPU) is slowly decreasing [76]. Therefore, solutions that do
not disrupt the cost structure of operators need to be applied towards keeping track
with the constantly rising user demands and the cellular network evolution.
Heterogeneous Networks (HetNets) can assist towards offering enhanced net-
work capacity, through the densification of the offered network infrastructure. Het-
Nets enable the operation of smaller scale dense heterogeneous access points (through
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pico-/femto-cells), with existing or legacy technologies (e.g. NR, LTE, HSPA, UMTS,
WiFi), complementing the macro-cell base station. Factors such as increased hetero-
geneity in the Radio Access Technologies (RATs), diversity in the coverage ranges
and capacities of each cell, create a highly complex environment for selecting the
appropriate combination of technologies per UE in order to maximize the delivered
performance [111]. Multi-homing features at each network UE allow the concur-
rent operation of multiple wireless interfaces, and overall add up to the complexity
[54]. Moreover, when considering the disaggregated nature of future base stations
based on the Cloud-RAN concept [5], multiple technologies can be integrated at the
base station level controlled by the operator [71], similar to legacy technologies like
LTE WLAN Aggregation Adaptation Protocol (LWAAP) [4]. These technologies cre-
ate fertile ground for the development of intercommunication mechanisms between
HetNets, towards defining the best selection of technologies, in a per-packet basis,
through which each user of the network will be served.

The variety of access options in the 5G concept comes with several mobile ap-
plications, characterized by different network requirements that thrive around this
ecosystem (e.g. VR/AR, e-Health, etc.). Different applications may present diverse
QoS requirements, depending on the class of their traffic (e.g. email applications vs
real-time video streaming). Four types of traffic classes have been distinguished in
the literature to describe QoS requirements for different data types: conversational
real-time class such as voice traffic; interactive class such as web browsing; stream-
ing real-time class such as video streaming; and background class (best-effort) such
as emails [42].

Modern mobile devices are equipped with a plethora of network interfaces. With
the introduction of multi-homing protocols such as Multipath TCP [97] and Stream
Control Transmission Protocol (SCTP) [96], the concurrent use of multiple paths over
multiple networking interfaces associated with different RATs is now a reality. Yet,
considering that different access technologies may induce different charges for the
mobile network users, the selection of the available RATs shall be restricted based on
Utility Functions that consider the cost per each access technology. In this chapter
we consider such environments, trying to answer the following key questions:

1. How pricing and congestion drive the decisions of UE’s to direct their traffic
classes through available RATs within an area.

2. How dynamic decisions by the network controller define the policy that drives
the distributed decisions of served UEs.

3. How the cost per RAT is updated, subject to the access decisions that UEs take.

Towards addressing these questions, we are extending the contributions pre-
sented in Chapters 2 & 3. We assume multiple traffic classes per each network UE,
with each class being able to use different RATs with different congestion levels and
prices. The distributed decisions create an allocation problem with high complex-
ity. Moreover, we introduce novel pricing and allocation mechanisms, and compare
all of them under a unified set of experiments in real infrastructure. The solution
is evaluated using new metrics, towards validating the overall network utilization
efficiency. We assess the overall performance of our extended PMP scheme that em-
ploys dynamic pricing per each access class, using a realistic urban mobility model
applied in a real-world testbed setup. We further develop our scheme and present
two approaches, based on centralized versus fully distributed allocation decisions.

The rest of this chapter is organized as follows. In Section 4.2 we present a litera-
ture overview of heterogeneous network access schemes. In Section 4.3 we introduce
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our system model. In Section 4.4 we provide our proposed distributed allocation
system and the centralized reference model. Section 4.5 presents our system archi-
tecture and Section 4.6 includes our evaluation results on the performance of the
proposed scheme for different polling and pricing policies. Finally, in Section 4.7 we
conclude and present some future directions.

4.2 Related Work

A significant volume of research approaches has been published regarding congestion-
based pricing in many different utility markets, such as transportation and electricity
distribution networks [101]. In 1997, a first form of dynamic congestion pricing for
the Internet was proposed in [70]. Since then, congestion pricing has been exten-
sively studied in communication networks.

Nevertheless, the application of increased network heterogeneity for combating
the capacity scarcity problem redefines the pricing problem. This can become even
more complex if we consider that each user has multiple traffic classes, which can
be simultaneously served by different access networks. In [112], an extensive cate-
gorization of different policies for network selection is provided, based on the utility
functions and applied mathematical models. Similarly, authors in [69] provide an
extensive survey for indicative applications of economic and pricing theory for the
problems of user association in HetNets, spectrum allocation, interference, power
management and wireless caching.

In [37], authors approach the network selection problem with the target to jointly
optimize the utility functions of both the operator and the users of the network.
Their evaluation denotes that network topology, user profile, user applications as
well as type of sent traffic, highly influence the association problem. In [9], a network
association mechanism is proposed when considering a D2D-enabled heterogeneous
wireless environment. The authors develop a distributed solution leveraging user-
centric network association in order to enhance system performance and support
reliable connectivity.

Authors in [27] approach the network selection problem by using a rewards
mechanism. Each user dynamically tunes the amount of traffic transmitted through
each available access network based on rewards received by the network operator.
The rewards reflect on the impact of each user’s load to the cell. Contrary to this,
in [8] a non-cooperative game formulation is provided for access selection, where
each user of the network attempts to selfishly maximize its throughput. Based on
the impact of a user’s decisions on the rest of the cell’s users, the existence of Nash
equilibrium, to which the system converges, is investigated. As a means to evaluate
this solution, the average number of per-user RAT switchings is monitored. Authors
in [29] propose a traffic type-based solution for reputation-based network selection
which makes a significant improvement in the system performance in terms of QoS
for each traffic type.

In [58], a motivation mechanism is proposed, for encouraging external WiFi Ac-
cess Points (APs) to provide network resources to the heterogeneous setup. The APs
are provided with a salary and a bonus incentive in order to participate in data of-
floading, by offering one traffic class. The inclusion of such APs is formulated as
a Stackelberg game. In [57], mobile users collaborate by forming mesh networks
and share their Internet access. The authors use a virtual currency in order to create
incentives and enable the user cooperation. In [75], the authors provide a pricing
scheme for a Multi-RAT with LTE and WiFi technologies. In [118], pricing is applied
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for the efficient coordination of spectrum resources, for the cooperation between
small- and macro-cell providers. The problem of pricing-based dynamic service se-
lection by mobile users was based on a Stackelberg differential game with open-loop
Stackelberg equilibrium being the solution of this game. In [21], the user association
problem in heterogeneous networks is considered as a joint problem with subchan-
nel assignment and power allocation with the objective of maximizing the overall
system throughput. A power adjustment algorithm for heterogeneous networks is
also proposed in [102], assuming non-ideal communication links for downlink con-
nections.

The authors in [85] apply the PMP algorithm in packet based networks (like the
Internet), as a solution for service differentiation. They propose partitioning the net-
work into several channels and use PMP as a tool for traffic diversion by applying
different prices. In [18], authors investigate the applicability of PMP in a congested
network environment, and analyze their contribution for different congestion func-
tions. Both studies focus on the viability of the scheme in networking, and whether
it may prove to be more profitable for the service provider, or achieve higher social
welfare.

Leveraging the results and insights from these two works, we propose, apply
and evaluate a dynamic pricing scheme based on PMP, with users taking decisions
on the access technology allocation for each of their traffic classes based on current
prices and congestion sensitivity. In [85] a flat-pricing based approach is proposed
for congestion control on different logical channels. Our solution goes beyond the
state of the art by introducing dynamic pricing for each access technology that is
directly connected to congestion and user-induced traffic. In this context, UEs au-
tonomously choose the allocation of their traffic classes to RATs, depending on how
the channel conditions affect their utility maximisation objectives. In [18] it is inves-
tigated whether PMP can lead to social welfare for dynamic prices. It is proved that
for certain congestion conditions and appropriate pricing social welfare is achieved.
In this work we develop three policies and the dynamic selection of the appropri-
ate policy under different congestion and channel conditions. The policy decision is
made by the network controller, followed by the distributed RAT choices that UEs
are making to route their traffic classes. The network controller decides centrally
which policy will apply each time, with the objective to achieve distributively the
closer performance to the optimal proportionally fair policy that would need to be
centrally implemented.

In [51], the authors examine through a game-theoretic approach, the importance
of the matching between pricing and service quality demands. They show that there
is possibility for the system to settle into an unwanted equilibrium similar to the one
produced in the "Prisoner’s Dilemma" game. Moreover, the authors showcase that
dynamic pricing approaches according to users’ preferences over different service
classes can lead to stable equilibrium.

This work is aligned with the proposed beyond 5G and next generation deploy-
ments, which consider a densely deployed Multi-RAT heterogeneous networking
environment [109] and multiple traffic classes that pose new challenges on the im-
plementation of aggregation mechanisms for augmenting the overall capacity and
network coverage. We further examine and exemplify how different allocation deci-
sions can widely affect the delivered performance to UEs, over a Multi-RAT environ-
ment. Some of the factors that have impact on the performance of the system include
the policies applied at the operator side for selecting the sequence of requests that
are examined and the RAT pricing schemes followed in each RAT. Moreover, we in-
troduce a policy based on ordering the Multi-RAT UEs according to the Kendall tau
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TABLE 4.1: List of notations and their physical meanings

Symbols Physical Meanings

UE; UEs under the coverage of the Multi-RAT system
rf Data rate demand of UE;’s Traffic Class (TC) !

Cm Total capacity of RAT m

6! Sensitivity of UE;’s TC I

w; Normalized spectrum efficiency of UE;, w; € [0, 1]
Om Mass of TCs allocated to RAT m

ul(m) Utility function of UE; for TC I/ in RAT m

Cm Available capacity of RAT m

fm(Qm,Cn) Perceived congestion fuention for RAT m

Pm Access price of RAT m

Ci Weighted prop. fair bandwidth allocation to UE;
Tj Ranking of Policy j

Tpf Ranking of proportionally fair reference policy
Tomp Ranking of the proposed dynamic PMP policy
K(tyf,77) Kendall’s tau correlation coefficient

distance from the weighted proportionally fair ranking, that is optimal, and apply a
dynamic scheme for selecting RATs per each traffic class per each client.

4.3 System Model

The main notations used in this chapter are summarized and explained in Table
4.1 for the ease of reading. We focus on a heterogeneous access environment of a
cellular service provider, with M classes of available RATs. Each RAT class m refers
to a specific access technology (e.g. WiFi, 3G, 4G, 5G-NR) of capacity C,,. Hence,
the total available system capacity is equal to C = Y , C,,. Each UE; is able to
maintain L types of traffic classes, with sensitivity represented by 6; = {6}, ..., 6},
with 0! = r!/w; representing the sensitivity of the traffic class I, which is affected
by the data-rate demand 7! and the normalized spectrum efficiency w; of UE;, with
w; € (0,1] fori = (1,...,N). This enables a UE to assess the channel quality in each
traffic allocation decision, as it affects its payoff in the utility function of each traffic
class it maintains. We denote as Q,, the mass of traffic classes served through RAT
m, and we assume a normalised total mass of traffic classes equal to 1. Consequently,
the mass of not allocated traffic classes in the HetNetis Qg =1 — 2%21 Qum.

We focus on the UEs that are able to associate with all the provided radio access
technologies in the Multi-RAT environment. For each UE in the HetNet, a flat-rate
charging V applies for accessing the system. Each UE maintains a congestion per-
ception according to the function f,(Qy, Cp) that is affected by the mass of traffic
classes served by RAT m and the available RAT’s capacity denoted by C,,. A price
equal to p, is charged to a UE that decides to allocate a traffic class (TC) to RAT m.
Each UE makes distributed decisions to allocate a TC I, to the RAT m that maximizes
its utility:
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FIGURE 4.1: Markov Model States for the mobility of a UE

ull(m) = V_pm _Qzlfm(Qm/C_m) (4.1)
such that:
m(6!) = argmax U!(m) (4.2)
1<m<M

or no service if Ul(m) = 0,¥Ym € (1,..,M)and VI € (1,.., L). The function rep-
resenting the perception of the UEs for the congestion conditions in each RAT m is
equal to:

=y _  Qnm
fn(Qm, Cim) = cc. (4.3)

The congestion perception function allows the UEs to make decisions taking into
consideration the available capacity of each RAT, as the value of eq. (4.3) affects the
payoff of the utility function of each traffic class that is indicated in eq. (4.1)

As the price p;, for each RAT is decided by the HetNet network controller and
then the UEs respond by allocating their traffic classes to maximize the utility of each
of their traffic classes, a two-level (Stackelberg) game appropriately models this set
of interactivity. In [87], we provide the Stackelberg game formulation that leads to
Wardrop equilibrium [113], where no UE is having better payoffs by changing its
traffic allocation decisions.

We approach the price setting by the HetNet network controller with two dy-
namic pricing schemes. The first is based on the available capacity of each access
class m and it is common for every UE in the system. The second is based on person-
alized pricing (first-degree price discrimination), where each UE; is charged for its
traffic classes” throughput demands. In the first pricing scheme, the maximum price
for each class pj;**, is set for accessing class m when its total capacity C,, is allocated,
and the minimum price pi" is set when the total capacity of class m is available.
The price as a function of available capacity Cy, is expressed in (4.4)

pm = max (prnﬁ‘jn, P <1 - gm>> (4.4)

The second pricing scheme that we employ is based on the UE;’s TC throughput
demands. We utilize two different functions for the price calculation and we define
two rounds of pricing. In the first round we keep the same pricing function as before,
stated in (4.4). In the second round, if part of the available RAT’s capacity is already
in use, the operator calculates the total pricing and used capacity of each RAT and
then each UE; is charged based on the ratio of used to total bandwidth in each RAT,
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multiplied by its data rate demand. The price as a function of a UEs’ throughput
demand and the available RAT capacity Cy, is expressed in (4.5)

P = p <C’"C_Cm> 1! (4.5)

where rll. is the data rate demand of traffic class ! of UE;, i = (1,..,N) and m =
(1,..,M).

Based on [81], we define the mobility of the UEs in our system which is presented
in Figure 4.1. In this Markov model, the UEs that are in State 0 have 3 available op-
tions: to stay in this State with probability pgo, to enter the Multi-RAT system (State
1) with probability pg1, and to bypass State 1 and go directly to State 2 (pg2). The op-
tions for the other two States of the Markov model are defined accordingly. Next, we
present our dynamic PMP scheme and we evaluate it versus a centralized solution,
where the centralized network controller has the total information regarding the ca-
pacity needs of all traffic classes of the UEs in the HetNet. The bandwidth allocation
in the centralized solution is done based on proportional fairness weighted by the
average traffic sensitivity of each UE in the HetNet.

4.4 Distributed vs Centralized Allocation Decisions

In this section we describe two different approaches on the allocation of the system’s
resources: 1) a centralized solution, leveraging the weighted proportionality fairness
concept, and 2) a distributed solution based on PMP allocation. We use the weighted
proportionally fair approach for benchmarking reasons, so that the decision on the
distributed dynamic policy presents the closest performance to the centralized solu-
tion. We hereby present the under-study system, the centralized allocation system
and the dynamic distributed allocation system.

44.1 Centralized Allocation System

In this subsection, we describe the centralized solution in which the under-study
system is presented as a utility maximization problem and provide the optimal solu-
tion for proportionally fair allocation of bandwidth resources among the UEs. Subse-
quently, based on the bandwidth allocation of the UEs we organize them in descend-
ing order. We consider that each UE in our HetNet has separate bandwidth needs for
each of its [ traffic classes (TCs), where | < L. We also assume that each TC has a sen-
sitivity noted as 6/, and the average sensitivity of the ith UEis 6; = Y/ ; 6! /(1- d;),
where d; = {d},...,d}} and

(4.6)

1 if UE; has traffic class of type |
0 if UE; has no traffic class of type

If N UEs access the available RATs of the system, the bandwidth allocation for the ith
UE can be written as ¢;, i = (1,...,N), and Zfil ¢; < C, with C being the maximum
capacity of the provided HetNets.

The proportionally fair solution, as shown in [62], is represented by an allocation
vector ¢ = (cy,...,cN), which is (i) feasible, i.e. ¢ > 0 and Zf\g ¢; < C and (ii) is
negative or zero for any other feasible vector c¢*. For average traffic sensitivities
denoted as 0;, a proportionally fair allocation shall satisfy the following:
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<0 47)

which can be rewritten as:

30 (loger)des < 0 @8)

From eq. (4.8) we can infer that U;(c) = Y~ ; 8;(log(c;)) is maximized with the allo-
cation that follows the proportionally fair solution, which accrues from the solution
of the following maximisation problem

max Y 6ilog(c;)

N
subject to Z c; <C
and ¢ =0,vVi=1,..,N (4.9)

The problem in (4.9) has a unique solution since the utility function is strictly
concave and the constraint set is convex. We relax the constraints and define the
Lagrangian [15], and we change ¢; > 0 to —¢; < 0

i=1

N N
L(c,u) =) 6i(log(ci)) (Z ci — ) + Y uici (4.10)
i=1

with o > 0and p; > 0,1 =1, ..., N. Next, we start with the stationarity condition of
the Karush-Kuhn-Tucker (KKT) optimality conditions and we have

0;
VelL(e )= —po+pi =0 (411)
1

and since §; > 0, we have that iy > p;, which means that uo > 0. Taking the
complementary slackness conditions we have

N
Ho (C -y Ci) = (4.12)

i=1

pici =0 (4.13)
po=0andpy; >20,i=1,..,N (4.14)
As up > 0, it follows from (4.12) that
N
Zci =C (4.15)

i=1

which means that ¢;, i = 1, ..., N cannot be zero. Therefore by forcing y; = 0, Vi =
1,...N we have from (4.11)

(4.16)
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By combining (4.15) and (4.16) we reach the optimal solution which represents the
weighted proportionally fair solution

21:1 91‘

When the UEs are organized in descending order, with their allocated bandwidth
being the ordering keys, we extract the proportionally fair ranking denoted by T,.
In the next section, we provide different policies for examining the allocation per
each UE, in order to provide a distributed solution to the allocation decisions. We
use different ranking parameters for each of the under study policies, and develop
a dynamic policy that selects and applies, in every system cycle, the closest ranking
policy to 7,r. We mark as Ty the ranking based on our dynamic PMP policy, and
we use Kendall’s correlation coefficient K(Tp fr Tpmp) in order to determine the rank-
ing distance between the dynamic distributed scheme and the optimal centralized
solution. The Kendall tau distance measures the pairwise disagreements between
ranking lists consisting of the same set of elements [43].

¢ 4.17)

TABLE 4.2: Ranking policies for polling the UEs of the HetNet

Policies | Policy Symbol | Ranking Parameter Description
Descending order of
Policy 1 T yh, rl aggregate data rate
demands of the UEs
Descending order of
Policy 2 (%) w; normalized spectrum
efficiency of the UEs
Descending order of
Policy 3 T3 0; the average sensitivity
of UEs traffic classes
Descending ranking of
the proportionally fair

Policy 4 rf i bandwidth allocation
(Reference)
Forj = (1,2,3):
Policy 5 Tpmp max(K(tyf, 7)) Dynamic selection

between Policies 1-3

4.4.2 Dynamic Distributed Allocation System

Considering the second approach, the procedure of the distributed allocation of TCs
to RATs is invoked in two different manners: 1) periodically, for all the UEs being
served from the Multi-RAT HetNet, and 2) each time that a UE enters or exits the
coverage area of the HetNet. We consider such events as cycles of the distributed
system (system cycles), during which the prices per each access technology are up-
dated and each served UE is polled in sequence. In the cases that these events occur,
each polled UE, either already being served or entering the HetNet, decides dis-
tributively its resource requests based on the updated system report. As shown in
[88], the sequential polling creates fertile ground for applying different policies with
respect to the manner with which we order the UEs participating in our network,
and is used for each UE to announce their requests in bandwidth. In Table 4.2 we
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System Report is generated by
Centralized Network Controller (CNC),
including prices, available capacities and
load of TCs per each RAT

Each UEisinformed sequentially, based on ordering
that has the higher Kendall's tau correlation
coefficient with the optimal centralised solution

%

No

Does the UE benefit froma
RAT reallocation of its TCs?

CNC polls
the next UE

TCs are reallocated to new RATs and CNC
recalculates capacities and loads of TCs
per each RAT.

FIGURE 4.2: Centralized Network controller’s polling functionality
flowchart during a system cycle
showcase the policies that we apply to our system, along with the polling order and
reference ranking that each one applies. In this work, we employ a dynamic se-
lection of the ordering policy noted as Tyy,. This policy dynamically achieves the
closest ordering to the weighted proportionally fair approach (optimal centralized
solution), in a completely distributed manner.
Centralized Functionality and

Decisions from the Centralized
Network Controller

Distributed Decisions by
the Queried UEs

CNC calculates the proportionally
fair bandwidth allocation of all UEs”
TCs and create a ranking of the UEs

based on allocated bandwidth in

UE enters the Multi-RAT and
sends it’s TCs requirements to
Centralized Network

Controller (CNC)

descending order

CNC selects the policy (1-3 below)
with the max Kendall’s tau
correlation coefficient with Policy 4

UEs are polled based on the chosen
policy and decide whether or not
they will reallocate their TCs

CNC creates a system report

|
|
|
|
|
|
|
T
|
|
|
|
| | Policy 1: Data Rate ordering

including per RAT prices, available 1
|
|
|
|
|
|
|
|
|
|
|
l

capacities & mass of TCs.

T

Pricing based on UE
throughput demands —
Function (5)

| Policy 2: Spectrum ordering |

| Policy 3: Sensitivity ordering

Policy 4: Weighted Proportionally
Pricing based on RAT fair ordering (Reference policy)

capacity = Function (4)

FIGURE 4.3: Schematic representation of the system model when a
UE enters/exits the multi-RAT system

During each system cycle, we calculate the correlation coefficients K(7,¢, 7;) for
j = (1,2,3) based on the calculated congestion per each RAT of the HetNet, and
choose the policy with the maximum Kendall’s tau correlation coefficient to 7,¢. In
Figure 4.2, we present the steps taken for the reallocation of the TCs of each UE
based on the chosen dynamic polling policy. The pricing framework is running at
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the Central Unit (CU) entity of a disaggregated Multi-RAT base station, as it is the
closest to the edge convergence point for all the different RATs belonging to the same
provider, integrated in a software entity that we call Centralized Network Controller
(CNC). In each cycle of the system, all UEs are polled according to the chosen pol-
icy and are queried on whether they prefer to reallocate their TCs to other RATs or
not. The decisions that are made by each UE are based on: 1) the current price for
accessing the RAT under consideration, 2) the sensitivity of the examined TC and
3) the perception of the UE for the congestion conditions of the RAT. Each query is
initiated by a system report that is sent to polled UEs, containing RAT prices, avail-
able capacities and load of TCs per each RAT. Based on the system report and the
utility function that corresponds to each TC, the UEs are enabled to take distributed
decisions on the reallocation of their TCs to another RAT. Their objective is to max-
imize their corresponding utility functions, shown in eq. (2), for each served TC.
After all the UEs are queried, CNC consecutively queries the new UEs that entered
the HetNet. If changes are identified, the rankings are recalculated and CNC checks
whether another ordering policy shall be applied, based on the Kendall’s tau corre-
lation coefficient between the current and target policies, as shown in Figure 4.3. The
figure illustrates how the policy decisions are dynamically concluded at the network
controller by selecting the policy with the higher Kendall’s tau correlation coeffi-
cient with the proportionally fair ranking policy. More precisely, each time a system
event occurs, the CNC calculates the proportionally fair bandwidth allocation of all
UEs for benchmarking purposes and the prices based on the applied pricing scheme
(either based on RAT capacity or UE throughput demand). The next step for the
CNC is to select the ordering policy comparing Policies 1-3 to the benchmarking
policy (Centralized Allocation System). Following this, the distributed decisions of
the queried UEs are made, with the objective to maximize the utility functions that
correspond to their served traffic classes. In the next section, we describe the system
architecture under which we evaluated our scheme, and the developed algorithms
for the distributed allocation of the TCs to multiple RATs.

4.5 System Architecture

The proposed scheme is considered for four different radio access technologies: 1)
3G RAT, 2) WiFi RAT, 3) 4G RAT and 4) 5G RAT. Towards validating our scheme in a
real life environment, we measured the capacity of each RAT in the NITOS wireless
testbed [83], a wireless network ecosystem that provides access to these technologies
for experimentation, and took them into consideration in the model’s evaluation.
The measured capacities and setups are presented in Table 4.3. These are reference
values that the equipment has been configured to work with, as they are commonly

found in commercial off-the-shelf (COTS) equipment. For the WiFi settings, these
TABLE 4.3: Configuration and measured capacities for the RATs un-
der consideration

RAT | Capacity | Configuration
3G 42 Mbps | HSDPA 5MHz - 2x2 MIMO
WiFi | 130 Mbps | 802.11n 20MHz - 2x2 MIMO
4G 70 Mbps | LTE 10MHz - 2x2 MIMO
WiGig | 700 Mbps | 802.11ad 1.76GHz - 12x1 Ant. Elem.
NR FR2 (24250 MHz - 52600 MHz),
5G| 692Mbps | 41\ 11, 2x2 MIMO TDD
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are the maximum goodput values that a single channel WiFi access point can work
with for a two antenna configuration. For the 4G and WiGig settings, these are the
maximum values that the COTS equipment in the testbed can be configured with.
As there is currently no 5G-NR RAT available in the testbed, we performed our
testbed experiments using two WiGig nodes, operating in the 60 GHz band. Since
our algorithms consider only the performance characteristics of each technology, like
the network capacity, and not the low level physical layer settings (e.g. MIMO set-
tings, number of antennas, etc.), we believe that no deviation exists when running
the experiments in such settings. As a matter of fact, the testbed where we conduct
our experiments is RF-isolated, and thus there is no external interference that could
potentially impact our results. Our experiments consist of both simulations and
real-life experiments. The topology that we use for evaluating our contributions is
shown in Figure 4.4. We consider a heterogeneous disaggregated base station setup,
following our contributions in [71]. The higher layers of the stack are running as ser-
vices in the Centralized Unit (CU) of the stack, whereas multi-technology network
access is realized through heterogeneous Distributed Units (DUs) offering 3G, 4G,
WiFi and WiGig connectivity. In the following paragraphs we detail the different
modules developed for evaluating our contributions.

We develop two algorithms for implementing our system model, placed at the
network edge inside the CU side of a disaggregated base station or completely dis-
tributed, running at the UEs. The system is initialized by the controller selecting in
a uniformly random manner the TCs of State 1 network UEs to the available access
technologies. Following this, the CNC determines the capacity, prices and load of
TCs per each technology. Subsequently, the controller transmits an announcement
to all the UEs of the network, based on the selected ordering of users as noted in
the previous section, and listens for any replies. If a UE enters State 1, the CNC ap-
proves or denies access to the system, after calculating whether it can be served by
the remaining capacity. Every change in the HetNet (UEs reaching/leaving State 1)
triggers an update in all the values of the system and subsequent announcements
to all the UEs in State 1, which further calculate their utility functions. As we men-
tioned, the policy for delivering the system announcements is highly dependant on
the manner through which we organize the UEs. The applied ordering is based
on network rate demands, sensitivity, spectrum allocation, or a dynamic weighted
selection of them. The algorithms running at the UE side (distributed) are communi-
cating with the CNC. In the case that a UE enters our Multi-RAT system, it receives
an announcement message that lists the remaining capacity of the network, the price
per RAT, and the current load of all the TCs per each RAT. Subsequently, the utility
per each TC of each UE is calculated, based on the available technologies, as shown
in (4.1). Further on, each UE informs CNC on the RAT allocations it has concluded
for its TCs. While in the Multi-RAT system, each UE periodically receives the an-
nouncements on the network utilization sent by the CNC. In such cases, and given
that the UE remains in State 1, its utilities are recalculated and its TCs are reallocated
to new RATS.

At each system cycle we execute the dynamic selection of ordering policies, and
from that point we query the connected UEs for the status of their TCs and the pre-
ferred technology per each TC. We use 4 TCs with limits in the lowest and highest
data throughput that they request. Each UE uniformly selects the throughput value
from the ranges provided in Table 4.4. The represented values are based on [105]
and we assume that each UE is able to maintain concurrently up to 4 different TCs.

In the Markov model (Figure 4.1) for the mobility of a UE, we configure the prob-
abilities of State 0 with pg; to be equal to 0.5, the probability pg, to 0.2 and thus the
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Network
(MRAT 1 Selection
Policies

Edge Datacenter

N=20-60

FIGURE 4.4: Overall System Architecture for the evaluation of the
proposed resource allocation scheme
probability of pg is 0.3. For State 1, the probabilities are defined as follows: py; is
configured to 0.5 and pj, to 0.45, meaning that pjo equals 0.05. As for State 2, we set
the probabilities pg and p»; equal to 0.05 and the probability p, equal to 0.9.

TABLE 4.4: Traffic Classes specifications

TC Identifier Throughput Range (Mbps)
TC1 - Background 0.3-1.0 Mbps
TC2 - Interactive 1.1-2.5Mbps
TC3 - Streaming 2.6 - 8.0 Mbps
TC4 - Conversational 8.0 - 25.0 Mbps

4.6 Evaluation

We evaluated our proposed system in a two-fold approach:

1. We employed simulations aiming to investivate its capabilities in a large scale
environment.

2. We ported its functionality to NITOS testbed with the objective to experimen-
tally verify its performance in real-life wireless conditions.

We employed a Python-based simulator for the former and we integrated it with
the disaggregated base station network implementation, consisted of a Centralized
Unit and multiple heterogeneous Distributed Units, as developed in [71] for the lat-
ter. We organized five different experiments for each evaluation category and we
hereby pinpoint the insights of the obtained results. Throughout the execution of
the experiment, the CNC recalculates the RATs” prices and announces them to the
UEs in the system. The proposed system is evaluated for its performance in terms
of efficient bandwidth allocation among the available RATs, RATs price variations,
fairness of the clients” ordering and induced cost to clients served by the HetNet.

For our simulations, we repeatedly evaluated our model for 10, 20 and 40 users,
who were initially placed in State 1 and 40 users in State 0. We examined five differ-
ent policies for the UE ordering: In Policy 1, the UEs are ordered based on their total
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data rate demand. In Policy 2, the ordering is based on the normalized spectrum ef-
ficiency that each UE experiences using the wireless channel of each RAT. In Policy
3, the ordering of the UEs depends on their perception of congestion (sensitivity) in
the available RATs of the system. Policy 4 is the reference policy for this evaluation.
It solely runs in the CNC and sorts the UEs based on the weighted proportionally
fair bandwidth allocation that is re-evaluated in every system cycle. Finally, in Pol-
icy 5 the Kendall’s tau correlation coefficient [43] between policies 1-3 and policy 4
is calculated, and the policy (1, 2, 3) with the minimum calculated distance from the
optimal policy 4 (higher correlation coefficient), is selected for every system cycle.

4.6.1 Extensive simulations

In this section, we decided to present the set of experiments where 10 UEs are placed
in State 1 and 40 UEs in State 0, since it’s closer to the testbed setup, allowing us to
compare them more accurately. We organize our simulations in two categories based
on the applied pricing scheme. First, we assess the proposed scheme utilizing the
pricing function (4.4) and then we evaluate the system utilizing the pricing described
by eq. (4.5).

Next we present the scenario under which we evaluated our proposed dynamic
policy selection algorithm for both pricing functions: We start by placing 10 UEs
in the Multi-RAT system and connect randomly their TCs to the different available
RATs of the HetNet (3G, WiFi, 4G, 5G-NR). During the experiment, new UEs may
enter the system or the existing UEs may decide to alter their TCs” allocation over the
available technologies or even leave from the system. More specifically, throughout
the experiment, 30 UEs out of the 40 in State 0 will enter the system, 8 will choose to
bypass the system and for another 2 UEs the access will be denied by the Centralized
Network controller, as their needs cannot be satisfied by the system. This results to
an experiment in which 50 UEs participate in our proposed scheme’s evaluation.

Pricing Based on RAT Capacity

In this set of experiments we employ the pricing function (4.4) for calculating the ac-
cess price for each RAT of the system as we described in Section 4.3. In this case, the
available capacity of each RAT is the parameter that forms the access price. To as-
sess the proposed dynamic solution, we investigate the extend to which the system
is affected in terms of RAT costs and allocated capacities by applying different order-
ing policies under the same scenario. Figure 4.5a shows how the overall bandwidth
demands are distributed across the available RATs of the system and Figure 4.5b
provides the total access technology utilization for the scenario under examination
and for each one of the five polling policies.

As shown in Figure 4.5a, we conclude that for all the applied policies, over 60 %
of the overall bandwidth is being traversed over the 5G-NR technology, used mainly
for transporting TC4 traffic. As we mentioned earlier, each network UE is deciding
the allocation of RATs per each TC based on the maximazation of its utility function
(4.1) and the announced prices. These prices are published to UEs after all the allo-
cations have been made and are depending on the remaining capacity of each tech-
nology. Based on the results presented in Figure 4.5b, we can detect a trend of equal
utilization of the WiFi and 4G RATs and that throughout the evaluation of the differ-
ent policies the percentages of utilization of each RAT remain in the same levels. In
Figure 4.5c the variations of the allocated prices during our experiment are depicted.
In order to directly compare all the under-study policies, we use normalized costs,
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FIGURE 4.5: Experiment results related to pricing policy based on
RAT capacity

considering the maximum price achieved over the course of five experiments where
each of the 5 policies was applied. The lowest and highest values per each RAT are
shown in Figure 4.5c, whereas the average values are represented as dots. Based
on these results, we can infer that Policy 3 and the dynamic Policy 5 outperform
the rest when comparing with respect to price, as denoted in Figure 4.5c. Next, we
wanted to compare the proposed Policies with Policy 4 in terms of fairness. Figure
4.5d presents the Kendall’s tau correlation coefficient of each Policy with the optimal
Policy 4. Following some initial iterations, we observe that policies 1 and 3 are very
close to the optimal (Policy 4), whereas the 2nd Policy is the least fair.

Pricing Based on RAT Capacity and UE Throughput Demand

Based on the results from 4.6.1, we design and employ a different price scheme to our
system and execute the same scenario as before in order to compare the two pricing
schemes. As we already described in Section 4.3, in this pricing scheme there are
two rounds of pricing instead of one. The algorithm in the Centralized Network
Controller creates a system report for each UE as before, but in this case utilizing
function (4.5). In this pricing scheme, we utilize two different functions for the price
calculation and we define two rounds of pricing. In the first round we keep the same
pricing function as before, stated in eq. (4.4). In the second round, the Centralized
Network Controller calculates the total pricing and used capacity of each RAT and
then each UE is charged based on the percentage of the total BW that it will use
in each RAT under the current load conditions. Thus the parameters that form the
access prices are the available capacity of each RAT and the UEs” TCs throughput

Institutional Repository - Library & Information Centre - University of Thessaly
24/04/2024 13:18:36 EEST - 3.145.162.204



48 Chapter 4. Dynamic RAT Selection in 5G HetNets

mE Policy 1 W Policy2 WEM Policy3 MEm Policy4 s Policy5 | W Policy 1 W Policy2 WEm Policy3 WEm Policy 4 s Policy5 |
60
351
50 30
< 40 < 254
n n
> 220
EY 2
c c
g § 15,
G 20 ]
[ [Ty
10 5]
o 0-
3G WiFi 4G 5G-NR 3G WiFi 4G 5G-NR
(A) Distribution of Bandwidth (B) Utilization of RATs for
demand per RAT the total exchanged traffic
{ Policy1l t Policy 2 { Policy3 i Policy 4 { Policy 5| A Policy 1 @® Policy 2 m Policy 3 e Policy 4 <« Policy 5 |
1.0 #1001 ¢« o o o o o o o o 3 83 AAA
; "A
g ors | A
w 08 £
.; E 0.50 1 A
2 0.6 H
3 5 0.5 A -
& £ . H
'_B 0.4 8 0.00 - -
g E; a A 2 A
Z,2 9 -0.251 A" b
3 b ) 8O0
T A
i
0.0 ¥ °
3G WiFi 4G 5G-NR o 2 a 6 8 0 12
System update cycles
() Normalized costs (D) Kendall’s tau coefficient
per each RAT for the examined policies

FIGURE 4.6: Experiment results related to pricing policy based on
RAT capacity and UE throughput demand
demands. Then, according to the selected polling policy, it sends the report to each
UE so as to decide whether or not it will reallocate its TCs to the available RATs of
the system.

In Figure 4.6, we present the results of the new pricing scheme and we can infer
that there are differences between the pricing schemes in the defined metrics except
from the Kendall’s tau coefficients which remain the same for both experiments as it
is expected (Figure 4.6d). As for the distribution of bandwidth demand to the avail-
able RATs, we observe that the percentages of the 5G-NR RAT are decreased with
this pricing scheme as shown in Figure 4.6a. In addition, we monitor a dependency
between the WiFi and 5G-NR when we apply the Policies 3 and 4, in which the BW
demands are reallocated from 5G-NR to the WiFi RAT. Figure 4.6b showcases the
utilization of the available RATs of the HetNet for the total exchanged traffic during
the experiment. Contrary to the results from 4.6.1, there is a decrease of approx. 10%
on 3G which is reallocated to WiFi and 5G-NR RATs. Figure 4.6c showcases metrics
of the allocated prices for each applied ordering policy during the experiment and
we can observe an increase on the 3G and WiFi RAT and a decrease on the average
values of the 5G-NR.

Moreover, we calculated the percentage of increase or decrease for each met-
ric for all polling policies between the two pricing schemes and the results are de-
picted in Figure 4.7. The new pricing scheme steers the TCs of the UEs to the RATs
with higher capacity (5G-NR and WiFi) and also mitigates the congestion by moving
away excessive traffic from 4G RAT as it is shown in Figures 4.7a and 4.7b. In Figure
4.7b we observe that the mass of TCs is decreased on 3G and 4G RATs, choosing to
be allocated in the remaining RATs of the HetNet. We monitor a trend on the 3G
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RAT, where there is an increase of the bandwidth demands and simultaneously a
drop on the number of TCs choosing to be served by this RAT. This means that TCs,
on the 3G RAT, with lower throughput demands are choosing to be reallocated to
WiFi and 5G-NR and less TCs with higher demands are utilizing the 3G RAT. Thus
the new pricing scheme steers more TCs to RATs with high capacity and fewer TCs
with higher bandwidth demands to RATs with lower capacities. As for the RAT ac-
cess prices, we observe in Figure 4.7c that for the case of 4G and 5G-NR a decrease in
prices takes place for most of the ordering policies. On the other hand, increases are
detected on 3G and WiFi RATs. Based on the results in Figures 4.7a and 4.7b, these
alterations in access prices are expected despite the increased utilization of 5G-NR
RAT as the pricing scheme described in eq. (5) is highly depended by the throughput
demands and in this RAT a decrease on its throughput load (Figure 4.7a) is moni-
tored. Same behavior is noted in the 4G RAT for the polling policies 1, 4, 5 and as for
the WiFi RAT, increases are monitored both in throughput load and its utilization.
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FIGURE 4.7: Comparison between the two pricing schemes for the
same scenario

4.6.2 Testbed experiments

With the aim to validate our simulation results, we execute our proposed scheme
under a real world environment, utilizing the NITOS testbed. We determined a
setup of clients in the testbed complying with the needs of our model and more
specifically, we disabled the rate adaptation algorithms for all the technologies and
set them up to the highest available configurations. Moreover, we logged RSRP and
RSSI values for the LTE (4G) network equal to -76 dBm and -54 dBm respectively and
similar values were observed for the WiFi and HSDPA (3G) networks in the Multi-
RAT system as well. As for the testbed there is no 5G-NR technology available, so
we performed our experiments using the WiGig technology which achieves similar
performance in terms of capacity.

For this experiment, we employed 3 multi-homed UEs initially in State 1, another
5 UEs in State 0 and the scenario was formed as follows: The experiment starts with
UEO, UE1 and UE2 in State 1, while UE3-7 will be entering the system later. UE7
decides not to enter the Multi-RAT system and selects the direct route to State 2
where it remains during the execution of the experiment. We ran the experiment for
each of the five cases ten times. Due to the fact that the trend was similar to the one
from the simulations, we chose to present only the results from the proposed scheme
when utilizing the pricing scheme based on the UE throughput demands which is
described in 4.6.1. In Table 4.5, the results of the total average achieved throughput
for the UEs participating in the experiment are presented alongside with the number
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FIGURE 4.8: Testbed experimental evaluation of the proposed re-
source allocation scheme
of cycles remaining in the system. Table 4.5 showcases for each UE of the system,
the achieved aggregated throughput of its TCs per system cycle. Furthermore, we
observe that there are UEs in the system with different behavior and mobility. For
example, UEs 0, 1, 4 remain in the system for a short number of system cycles while
the others for at least 9 cycles and this affects their costs for accessing the HetNet.

TABLE 4.5: Total Average Achieved Throughput per UE

UEID | Throughput (Mbps) | # Cycles in the system
UEO 26.99 4
UE1 9.32 2
UE2 27.26 9
UE3 20.88 12
UE4 6.91 4
UE5 20.73 9
UE6 22.13 17

In Figure 4.8, we present the results from running the above scenario in the NI-
TOS testbed and more specifically the normalized costs for accessing the Multi-RAT
environment for each RAT and each UE of the system. Figure 4.8a verifies the simu-
lation results in which the price values have the same trend as before with the WiGig
having the highest and 3G the lowest. As shown in Figure 4.8b, UE2 and UEQ that
have the highest demands among the UEs of the system, will be charged less than
the UE6 which is next in the data rate demand ordering. Moreover, UE5 will pay
less than UE2, even they both stay the same number of cycles in the system but UE5
has lower throughput demands. On the other side, UE3 that has lower demands
will pay more due to the higher number of cycles in the Multi-RAT than UE2. This
occurs due to the different types of TCs that those UEs had, the TCs allocation in the
available RATs, and the number of cycles that each UE remained in the Multi-RAT
system as presented in Table 4.5. This difference is the outcome of the personalised
pricing that is applied to the system. Each UE with high data rate demands will
contribute to a RAT’s load with higher percentage when it allocate its TCs to this
RAT. This explains why higher charges apply differently to some UEs compared to
others, depending on the RAT’s load status and the effective pricing scheme (eq. (5).
Following this observation, in Figure 4.8c we provide the normalized access cost in
relation to the achieved throughput for each UE and for each policy. UE6 with the
third highest level of rate demands will be charged the lowest amount per Mbps
due to the fact that it remained longer into the Multi-RAT system, and its requests
are spread into multiple system cycles.
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FIGURE 4.9: Data Rate distribution of each client across the System’s
RATs for the applied ordering policies

Finally, we evaluate the extend to which the level of RATs utilization is affected
by the proposed ordering policies throughout the experiments. Towards this direc-
tion, we calculate the utilization of RATs for each UE’s total throughput demands as
it can be inferred from Table 4.5. The calculations are made for each one of the five
policies under consideration, as it can be seen in Figure 4.9, and the results are in the
form of percentages. We observe that some UEs throughout the different applied
ordering policies, keep the same or similar allocation of their TCs to the RATs of the
system, since others are highly affected resulting to altered percentages of RATs uti-
lization for the same data rate requirements. For instance, UE3, UE5 and UES6 are
following the same pattern for Policies 4 and 5 (Figures 4.9d and 4.9¢) and greatly
differ in the rest policies. On the other hand, UE1 keeps the same distribution among
all policies, and UE4 across the four out of five policies. Furthermore, we observe
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in Figure 4.9a where Policy 1 is applied, that UE0 and UE2 maintain the same RAT
allocation with the experiments involving Policies 4 and 5. Based on Figure 4.9b, we
can infer that Policy 2 affects the majority of UEs in the system, resulting in raises
in RAT prices as it is also shown in Figure 4.8a. The results presented in Figure
4.9 provide fertile ground for monitoring the behavior of the UEs and further clas-
sify the UEs and apply different pricing schemes and ordering policies according
to their demands towards achieving more effective utilization of the overall system.
The main objective of the personalised pricing that we have introduced in this work
is to shift users’ preferences to RATs where they contribute as less as possible on
increasing the existing traffic load. The necessary throughput for each traffic class
in the system is satisfied, covering the corresponding QoS demands, without target-
ing to throughput increase but to congestion avoidance. As shown in Figure 4.7a
and 4.7b, the evaluation of our new personalised pricing scheme reveals its impact
on increasing the UEs” TCs allocation on 5G-NR and WiFi RATs and consequently
their utilisation, mitigating the congestion that UEs in the 3G and 4G RATs would
otherwise experience.

4.7 Discussion and Chapter Conclusion

In this chapter, we developed an Ultra Dense Heterogeneous system that decides on
how the UEs shall select the RATs for each of their traffic classes to be served based
on different policies and dynamic pricing of each RAT. We modeled and evaluated
different policies, based on the UE’s data rate demands, spectrum efficiency and
sensitivity to network conditions and compared them to the optimal, proportion-
ally fair allocation. The obtained results steered us to design and implement a new
policy selection scheme that gives to the Centralized Network Controller the func-
tionality to dynamically select, in each system cycle, the appropriate policy from a
predefined policy set. In each cycle, the selected policy presents the closest possi-
ble performance to the reference policy of proportionally fair bandwidth allocation,
identified through its Kendall tau correlation coefficient.

We provided detailed modeling of the pricing algorithms based on the Paris
Metro Pricing scheme and the proportionally fair bandwidth allocation that was
used as the reference policy. Initially, the pricing was based on the availability of
access technologies” bandwidth and then it was further extended to include the rate
demands of the UEs’ traffic classes. We based our evaluation on simulations and
testbed experimentation that enabled the assessment of the bandwidth allocation ef-
ficiency, the variation of access prices, the policy fairness and the induced cost to
UEs covered by the HetNet system. The developed scheme is considering the opti-
mization of the network operation as a whole, subject to each UE’s congestion sensi-
tivities. Therefore, the scheme is providing solutions regarding the stable operation
of the entire under-study Multi-RAT.

In the future, we foresee to further extend our scheme by employing artificial
intelligence classification algorithms that will enable UEs to further automate the
access technology selection decisions aiming to minimize the induced access costs.
Moreover, we will focus on the application of novel mobility schemes for the clients
entering and leaving the Multi-RAT system and investigate how they affect the over-
all system.
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5.1 Chapter Introduction

The fifth generation of mobile networking (5G) is fostering several advancements in
the access, edge and core network, promising to offer higher network capacity with
lower latency, allowing a variety of (critical) services to thrive around this ecosystem.
5G also benefits from the wide application of Multi-access Edge Computing (MEC)
[78], by serving network users directly from the network edge. Such functionality is
highly beneficial especially for resource constrained devices such as mobile phones,
as they can offload several parts of processing to the network edge. In the con-
cept of Multi-access Edge Computing, heterogeneous technologies reside in the user
access network, adding up to the overall network capacity by forming ultra-dense
networks.

Along with the full integration of the MEC functionality in the network, 5G
brings several new advances in the overall network architecture. The advent of
Cloud-RAN design [73] for base stations allows the re-conception of technology so-
lutions like MEC. 5G-New Radio (NR) specifications [1] define the disaggregation
of the base stations based on the 3GPP Option-2 split [3], between the Packet Data
Convergence Protocol (PDCP) and Radio Link Control (RLC) of the mobile stack.
This creates two entities: the Central Unit (CU), located at the edge, and the Dis-
tributed Unit (DU), providing the actual access network. DUs can provide different
access technologies (5G NR, 4G LTE or WiFi), served through the same CU. Each
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FIGURE 5.1: Existing vs proposed MEC service placement methods
CU may control simultaneously multiple DUs, allowing the aggregation of hetero-
geneous links for serving each network client. Although MEC has been considered
as a low-latency enabler for 5G, its application is merely mapped to the new network
architecture; its integration considers the same placements for the edge resources as
in previous solutions (e.g. LTE) despite the new architecture.

In this chapter, we propose and experiment with the MEC service placement
closer to the network edge, collocated with the DUs of a disaggregated base sta-
tion setup, realizing truly the Edge Computing concepts. The services provided to
the network users are placed at the base station fronthaul, thus minimizing access
latency. Such setup is highly beneficial especially for the mobile users, as with the in-
tegration of Network Functions Virtualization (NFV) enablers, allows the real-time
migration of services provided to mobile users. Through a software prototype im-
plementation, we deploy a disaggregated multi-RAT network with services being
directly accessible from the clients through the DUs of the network.

The rest of this chapter is organized as follows: Section 5.2 presents our moti-
vation and prior proposed deployments for MEC services, and indicative related
literature. In Section 5.3 we briefly present our framework for disaggregated Multi-
RAT base stations and how the services are handled when placed at the fronthaul.
In Section 5.4, we present evaluation metrics for the proposed solution and compare
it with existing MEC placements. Finally, in Section 5.5 we conclude and present our
future directions.

5.2 Motivation and Related Work

The integration and placement of computing resources as close as possible to the
radio access network has attracted a lot of attention lately, with interfaces being de-
veloped specifically for integrating MEC functionality in the 5G context [40], [60].
Different methods for deploying and placing MEC-assisted services are suggested
by ETSI in [78] and [48], providing guidelines for the maximum delay of the UE
to service path for some state-of-the-art 5G applications (e.g. Industry 4.0, eHealth,
AR/VR, etc.). Existing proposed placements are summarized in:

1. The bump-in-the-wire method, where MEC services are placed on the base sta-
tion backhaul (link with Core Network), intercepting only data plane traffic of
the cellular network and redirecting it to MEC applications.
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2. Collocating MEC servers and the Core Network at the network edge. In such
a case, IP traffic is intercepted beyond the Core Network and redirected to the
MEC applications.

3. Using a Core Network with a Local Breakout (LBO) mode: control plane traf-
tic is redirected to another Core Network instance than the data plane. MEC
applications are introduced closer to the edge, collocated with the edge core
network instance, and handle only data plane traffic.

A graphic representation of all the suggested placements by ETSI is illustrated in
Figure 5.1. Also in this Figure, our proposed placement on the frontahul of dissagre-
gated networks is presented.

With the emergence of Cloud-RAN, the mobile networking stack has been rede-
fined and split at different levels [19]. Yet, the split at the higher layer 2 of the stack
(between PDCP and RLC) has been standardized in the 5G NR specifications [1]. As
already mentioned, these specifications define the Centralized Unit (CU) that runs
the upper OSI layer 2 functions and can be instantiated at an Edge Datacenter man-
aging one or multiple Distributed Units (DUs), that may be of heterogeneous type
and integrate the lower Layer 2 and 1 functions. The disaggregation of the base sta-
tions at such layer (PDCP) allows multiple technologies to be integrated in the cell;
the LTE WiFi Aggregation Adaptation Protocol (LWAAP) [4] considers the control of
WiFi cells from the PDCP layer of the base station. This functionality is also drafted
in the 5G-NR specifications, providing hooks for the integration of non-3GPP and
legacy technologies (such as LTE) as DUs to the disaggregated cell [1]. Despite the
base station disaggregation, edge deployments do not move the services closer to
the DU; in the best case, the services are collocated with the CU [48], intercepting
backhaul traffic (bump-in-the-wire method).

In this chapter, we build upon this idea, and experiment with services placed
closer to the true edge, directly reachable from the DUs of the network. We lever-
age the work in [71] that introduces multi-technology base stations and in [74] that
introduces services on the fronthaul of disaggregated LTE networks.
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5.3 System Architecture

The system architecture has been designed around three entities: 1) a CU that man-
ages multiple heterogeneous DUs, 2) DUs, orchestrating the communication with
the CU and the MEC services, supporting multiple wireless access technologies, and
3) a MEC Agent which communicates with the CU for the exchange of control in-
formation and the DUs for receiving and transmitting data to the wireless network.
The MEC agent can be collocated with the DUs of the network, or be deployed at
another datacenter in close proximity to the multiple DUs in the network. Figure 5.2
presents our high-level architecture with the proposed placements for the MEC ser-
vices. Our contributions are developed around the OpenAirInterface platform [82],
which provides a software implementation of the LTE stack.

5.3.1 CU-DU design principles

According to the 5G-NR standards, disaggregated 5G base stations might address
several different technologies. Hence, the standardized split is in the higher OSI
stack layer 2, between PDCP and RLC layers. One CU may concurrently manage
multiple DUs, but each DU is only managed from a single CU. Therefore, in such
setups serving concurrently a single UE through multiple technologies can be sup-
ported, just by redirecting traffic to the DU that the CU selects. Our implementation
is based on the work [71], where the authors proposed a disaggregated base station
implemented in the OpenAirInterface platform. The authors introduced the F1 over
IP (F10IP) protocol for the communication between the CU and DUs. The software is
managing the Service Access Points (SAP) between the mobile stack layers (pdcp_ric
_data_request for the Downlink (DL) traffic, and the rlc_pdcp_data_indication for the
Uplink (UL) case). The implementation supports integration of non-3GPP DUs (e.g.
a WiFi DU), by appropriate handling of the transmitted information to/from the CU.

5.3.2 DU-MEC communication

In order to incorporate services over the fronthaul, we need the appropriate inter-
faces between the DUs and the MEC platform that is hosting services/applications.
In [74], we developed a protocol for DU to MEC communication and introduced a
MEC Agent component. This agent generates and exchanges the appropriate mes-
sages destined to the DUs of the network, receives and delivers the respective pay-
load destined for services hosted at the MEC site. The solution is similar to the
bump-in-the-wire method proposed by ETSI, though we progress beyond that work
and place the service between the CU and DUs. The MEC service can also select the
technology through which each UE will be served in a per-packet basis, enabling the
dynamic selection of the links that will serve each UE from the MEC’s perspective.
More details on this process are given in the next subsection.

5.3.3 Addressing clients over multiple technologies

As our setup is considering base stations disaggregated inside Layer 2, a mechanism
is needed in order to properly address the UEs through the different DUs inside
this layer. Each UE is establishing end-to-end Layer 3 connections with the Core
Network or the services placed at the MEC. When the cellular UEs are attached to the
network, they are addressed by the base stations using a Radio Network Temporary
Identifier (RNTI). RNTIs are used to map the data plane traffic for each client to
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logical, transport and physical channels. Contrary to this, non-3GPP devices (e.g.
WiFi) are identified using MAC addresses. This allows them to be addressed and
request services from the MEC agent based merely on the IP configuration of both
sides (service and UE).

In order to cope with this incompatibility, we developed control-plane signaling
as follows: whenever a new client associates with the cellular DU and a RNTI is
allocated, it is broadcasted to all the different DUs and MEC agents in the system
as a rnti_inform message. The message includes information about the RNTI of the
UE, an identifier for which client of the multi-RAT network is, and through which
DUs it can be served. This information is used for mapping the RNTI and the IP
address allocated by the Core Network to the UE, in order to distinguish between
them during the operation of the network. Similar messages are spawned whenever
a UE is using a non-3GPP DU for the first time. With this approach, we ensure that
all the entities of the network (MEC Agents, CU, DUs) are aware of all the clients
and the DUs through which they can be served. In case of a UE using more than one
technologies, the information is passed on the message, creating a mapping between
the non-3GPP MAC address and RNTI used for cellular connection. Through this
functionality, we can address through the MEC part of the network all the UEs that
are served through the disaggregated base station architecture. This means that the
MEC Agent might send the service traffic only to a set of DUs that we select, used
for forwarding the traffic to the end-user.

5.3.4 MEC Service Virtualization

As mentioned, the MEC Agent orchestrates the communication of the services run-
ning on top with the DUs of the network. Whenever the agent receives MEC des-
tined traffic, it decapsulates and injects it to the MEC service. The hosted MEC
services are containerized, using Linux Containers (LXC) or Dockers, as they can
be dynamically instantiated, whenever an end-user requests different services from
the MEC platform. Using LXC containers has multiple benefits as it allows each
hosted service to be addressed with a new address at a new container that can be
migrated to other hosts if needed. As LXC places all the hosted containers under a
single bridge on the edge host, the MEC agent injects traffic to this bridge, destined
to the MAC address of the container implementing the requested service. Through
the RNTI-IP mapping previously described, multiple UEs can use the same service,
even when they are connected through different access technologies.

5.4 System Evaluation

In this section, we describe the experimental setup and findings from evaluating the
proposed scheme. As we mentioned, the framework has been developed around the
OpenAirInterface platform that provides a software implementation of the cellular
stack. Since currently NR support in the platform is very limited, we execute our
experiments using a disaggregated cell with the LTE technology. Moreover, we in-
corporate a WiFi device as a DU, using the software module developed in [71]. We
deploy the framework at the NITOS testbed, a remotely accessible facility located in
Univ. of Thessaly, Greece [72]. We employ seven nodes from the testbed as follows:
1) one equipped with a compatible SDR front-end (USRP B210) for running the LTE
DU software, 2) one with a WiFi card for running the WiFi DU, 3) three generic nodes
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for running the CU, OpenAirInterface Core Network and MEC Agent software re-
spectively and 4) two more equipped with LTE dongles and WiFi cards for using
them as our multi-homed UEs. Since the testbed offers an RF isolated environment,
we are getting performance metrics from the deployed scheme under a controlled
wireless environment.

The latency times between the nodes using the Ethernet links are approx. 250ms
whereas we configure the wireless parameters of the channels to settings that offer
to us a more stable setup (6MHz SISO mode for LTE, 40MHz IEEE 802.11n in 2.4GHz
for WiFi). We experiment with two different placements of the service: 1) placement
with the DUs of the network and 2) collocation with the Core Network, one of the
proposed deployments by ETSI.

5.4.1 Throughput and Latency measurements

We start the evaluation of our proposed scheme with measuring the throughput that
a UE obtains for reaching the services at either the fronthaul or the Core Network
(Evolved Packet Core - EPC). The results are presented as a reference in Table 5.1.

TABLE 5.1: Service to UE maximum TCP throughput

Measured Path | LTE | WiFi
EPC to UE 14.19 | 16.76
MEC to UE 15.35 | 21.28

We evaluate the overall scheme for the latency time for reaching the MEC ser-
vice versus a traditional deployment of the service on the EPC (or beyond), and in
5.4.2 the video streaming quality for multiple users for Dynamic Adaptive Stream-
ing over HTTP (DASH), when placing the video server either with the DUs or at the
EPC, accessed through different wireless technologies. For all our cases, we use two
multihomed UEs connected to two DUs (one LTE and one WiFi) and measure on the
path between the UE and the service.

TABLE 5.2: RTT Results (msec) for LTE and WiFi access to the service
(Fronthaul or EPC)

LTE WiFi LTE WiFi

toFH toFH | to EPC to EPC
Avg RTT  19.7 4.78 32.32 5.26
Min. RTT 15.1 4.39 26 4.59
Max. RTT 24.7 5.12 434 6.64

Table 5.2 shows measured averaged RTT times over the different links when plac-
ing the service at the DUs or the Core Network. Usually, in production deployments
the Core Network is not placed so close to the edge as in our testbed experiments,
but is preferred to be instantiated in the datacenter of the network provider. There-
fore, we provide measurements for the link with/without varying latency in the
backhaul (link between the CU and the Core Network). Assuming that latency is al-
most half of the RTT time, we see that for the cases of MEC access over LTE or WiFj,
the latency is consistently less than 10ms, thus allowing several 5G applications to
run, according to [60]. Moreover, we observe that WiFi outperforms LTE latency
times but this is due to the less complicated design and processes that the protocol
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implements. Nevertheless, in a non-ideal environment other than our testbed envi-
ronment, with high external interference, WiFi is prone to lower performance and
thus these times may change in a non-deterministic manner.
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FIGURE 5.4: VLC rates for different access technologies and same ser-
vice placement

5.4.2 Video measurements for different placement of the service

We continue the evaluation of our scheme by running an application on different
places of the network and measuring its performance. We test the network with
two UEs, connected through either LTE or WiFi and request the video from a server
located at the EPC or the MEC agent. For testing video services, we use a MPEG-
DASH server [106], streaming videos of varying resolution (video is broken down
to 1 sec segments with qualities up to 1080p). This means that for each second of
the video, the client requests a segment from a set of different transcodings. The
server is running through an Apache2 service, in the MEC Agent containers and
the Core Network for comparing their performance. Each DASH client initially re-
quests a Media Presentation Description (MPD) file from the server. According to
the descriptions of the available video segments and the video requesting algorithm
running on the application, the video is downloaded to the client. We use VLC as
the end-user application, based on the policies that are described in [45]. The policy
that we use for streaming the video is the following: for each video segment, VLC
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estimates the channel’s download rate. For the next segment to be downloaded, it
requests the video with rate equal to the download rate. In the case that it does
not exist (video coding rate can be lower than the channel rate), it requests the next
lower representation available. For the cases that the video buffer is less than 30%
occupied, the client requests the lowest available representation. Using this policy
we observe the quality that each client requests, based on their view of the network.

We plot the requested video rate of the application based on its assumption of
the underlying wireless channel, using the Dynamic adaptive Streaming over HTTP
(DASH) capabilities of VLC player. When requesting the video from the MEC server
over LTE (Fig. 5.3b), one of the two UEs manages to get video rate coded at 6Mbps,
whereas the second UE is limited at maximum 4.5Mbps, which is the same for the
EPC case (Fig. 5.3a). When we use different technologies (one user to LTE, one to
WiFi) to request data from the EPC server (Fig. 5.4a), both clients get video coded
at 6Mbps, until the LTE UE’s buffer is emptied. Then it gradually starts getting
better video segments up to 4.5 Mbps. From the other side, the WiFi client quickly
converges to getting the best video quality available. For the case of using the same
setup to get video from the MEC service, we see that both clients quickly converge
to receiving the best available video quality (Fig. 5.4b).

From these results we conclude that the technology used to request the video
plays a key role in the overall experience of the user. Moreover, the services that are
placed on the MEC agent and therefore are closer to the UE outperform the cases of
remote testbed placement (Fig. 5.3a and 5.4a).

Our experiments indicate that the access technology combined with the service
placement plays a significant role in the UE application performance, thus provid-
ing insights on how the application provider could discriminate between different
subscription plans of clients, allowing certain subscribers to access the same service
located at the edge datacenter contrary to the rest.

5.5 Discussion and Future Work

In this chapter, we proposed, developed and evaluated a scheme for placing ser-
vices over the fronthaul interface of heterogeneous 5G base stations. This placement
has several benefits as it provides ground for further reduction of the UE to ser-
vice latency time which enables the support for 5G applications even with legacy
protocols such as LTE. Starting from a disaggregated Cloud-RAN deployment, we
experimented with a novel placement of the services, for which our experimental
results show up to 60% minimization in the service access latency time. Moreover,
we experimented with different placements of the service and demonstrated how in
conjunction with the wireless technology selection, it can impact the overall perfor-
mance that a UE experiences. Given the insights from the evaluation of the porposed
scheme, employing a differentiation scheme per each multi-homed UE, we are able
to select the technology through which each UE will be served even per-packet basis,
towards further decreasing the service latency.

An important factor that have to be taken into consideration during the place-
ment of the MEC services or selecting the access technology;, is the conditions of the
wireless medium especially when the RAT operates in unlicensed bands. If the WiFi
DU operates in an ultra-dense setup with other WiFi APs in the same band/channel,
may create additional delays to the service access time. For this reason, in the fu-
ture, we forsee extending our scheme and adding a machine learning approach on
deciding dynamically which services shall be migrated to the MEC server. Through
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monitoring the wireless conditions at each DU of the system and the channel quality
reports from the UEs, we plan to develop a scheme in order to select and dynam-
ically change the placement of the MEC services and the RAT through which each
UE will be served, while meeting the application’s requirements and ensuring the
UE’s QoE.
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Chapter 6

Pricing in MEC Resource
Allocation for 5G HetNets
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6.1 Chapter Introduction

5G brings several advancements in both the air interface, the integration of legacy
technologies for the formation of Heterogeneous Networks, and the utilization of
edge resources. Applications developed around this ecosystem are expected to take
advantage of high throughput and low latency wireless links, for supporting ser-
vices around a wide domain of verticals (e.g. eHealth, Industry 4.0, AR/VR, etc.).
Nevertheless, advancements in the air interface focus on enhancing the capacity of
the network; low latency access is expected to be achieved through the wide appli-
cation and utilization of edge computing, with resources being migrated to the net-
work edge. In this context, and towards addressing the heterogeneity in the network
access domain, ETSI revised the annotation for Mobile Edge Computing towards
Multi-access Edge Computing (MEC). Through MEC, UEs in the network may use
any of their available wireless network interfaces for accessing services located at
the edge of the network.

At the same time, 5G introduces new concepts in the network architecture and
the organization of base stations. Through the wide application of the Cloud-RAN
concept, parts of the base station can be instantiated as Virtual Network Functions
(VNFs) at an edge located datacenter, managing lower complexity units used for
transmitting the information in the cell. This feature allows the instantiation of new
base stations within an area based on demand, and is an enabler for adding hetero-
geneous technologies at the user access level, as a means of aggregating different
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64 Chapter 6. Pricing in MEC Resource Allocation for 5G HetNets

access technologies. As a matter of fact, in the recent specifications for the 5G New
Radio (NR) interface, the base stations are disaggregated between the Packet Data
Convergence Protocol (PDCP) and the Radio Link Control (RLC) layers, forming a
Central Unit (CU) that can be instantiated in the cloud, controlling a Distributed
Unit (DU) for forming the wireless cell. One CU may control multiple even het-
erogeneous DUs, allowing the integration of several technologies to the operator’s
provided cell, e.g. 5G-NR and LTE or non-3GPP based e.g. WiFi.

Although MEC is expected to play an important role in the overall 5G network
operation, the placement of MEC services seems to be inherited from the legacy
generations of mobile communications. In [48], ETSI provides information for all
possible deployments of MEC services in the network. Nevertheless, even for the
disaggregated RAN case, MEC services will be co-located with the CU at an Edge
Datacenter. In [74], we provided a first experimental prototype that goes beyond
these deployments, and places the provided services on the fronthaul interface of
heterogeneous Cloud-RAN infrastructures, introduced in [71]. In such setups, multi-
homed network users get access over multiple wireless links to services located just
after the DU component of the cellular network, illustrating reduced network la-
tency compared to conventional MEC deployments. Nevertheless, the technology
through which each user may be served plays an important role in the overall per-
ceived latency and Quality of Experience (QoE) of the mobile terminal user. More-
over, the locations for placement of the hosted services and wireless technologies
used to forward data to the end-users can be exploited as differentiation parameters
for charging application providers for hosting their services on the MEC platform.

In this chapter, we present a system model for resource allocation in a hetero-
geneous Cloud-RAN, deploying the MEC functionality at two different tiers of the
network: 1) on the fronthaul interface, and 2) collocated with the Core Network. We
seek to answer the following key questions:

1. How should resources from the MEC enabled network be allocated to different
Service Providers?

2. How should MEC providers make use of the access technologies available for
forwarding MEC data to the UEs?

3. How do these choices affect the service-to-UE latency?

The rest of the chapter is organized as follows: Section 6.2 is presenting a liter-
ature overview in the field. Section 6.3 presents our system model for the resource
allocation across the different MEC tiers, and Section 6.4 details our approach for ac-
cess technology selection. In Section 6.5 we present the evaluation of our proposed
scheme and showcase our findings, whereas in section 6.6 we conclude the chapter
and present some future directions.

6.2 Related Work

As the application of MEC is designed to deliver low latency for service access, it has
received a great level of attention in the recent specifications for 5G and in relevant
research. In [48], ETSI specifies the different deployments for MEC services starting
from the 4G network architecture and its evolution for 5G. This white paper summa-
rizes the different interfaces needed for hosting services over a MEC enabled server,
and specifies the deployments as follows: 1) the bump-in-the-wire mode, where the
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service is located just after the base station, intercepting data-plane traffic, and re-
lieving the network from the extra delay added for sending traffic to the Core Net-
work, 2) the case of collocating the MEC services with the Core Network at an Edge
datacenter, which has the benefit of handling IP traffic just after the Core Network,
and 3) the local break-out mode where a part of the Core Network is handling only
data plane traffic collocated with the base station, whereas the control plane traffic is
sent to a traditional Core Network deployment. The advantage of the third solution
is that it blends the benefits of the two prior solutions, but requires increased com-
plexity on the core network implementation. In [60], ETSI specifies all the different
interfaces enabling the MEC operation for different components of the network.

Based on the disaggregated model of a base station, according to the Cloud-RAN
concept, in [74] we introduced a new deployment for the MEC services; since the
base station is disaggregated in two components, we developed and evaluated a
prototype illustrating the traffic flow as UE-DU-MEC, instead of UE-DU-CU-MEC
that ETSI specifies as the bump-in-the-wire method for Cloud-RAN. The implemen-
tation is based on the Open Source OpenAirInterface platform [82], and extends our
prior contributions for integrating non-3GPP technologies in the cell [71]. Thus, the
solution provides a first effort for enabling a MEC platform, with the services being
deployed as close as possible to the network edge. The prototype showcased low
latency for MEC service access, able to achieve less than 10ms for a standard LTE
cell in the access network. This solution is adopted in this work as well, as the base
of our experimental platform.

Similar solutions for deploying the services on the edge exist in such experimen-
tal platforms. For example, in [52], the authors use the OpenAirInterface platform
in order to deploy services co-located with the Core Network. By using an SDN
approach just after the Core Network, the authors provided low-latency times for
accessing hosted services for specific UEs. Similarly, in [66], the authors implement
the bump-in-the-wire method on the same platform. This prototype may achieve low
latency times, but as it is solely implemented in application space, it strives to pro-
vide real time services for high-load cells. In [108], the authors present all the possi-
ble enablers for MEC operation when multiple technologies are used for user access.
When considering the existence of multiple paths in the wireless part of the net-
work, allocating the network resources needs to be revisited. For example, in [35],
the authors deal with the Radio Access Technology (RAT) association problem for
Heterogeneous Networks (HetNets) when MEC resources are present. Similarly, in
[116] the authors consider a multi-RAT network with MEC resources, and attempt
to minimize the overall energy consumption of the network with a hollistic approch.
Application specific MEC enhancements are also presented in [46]. The authors use
dynamic adaptive streaming video over a MEC service, extended to ensure the op-
timal QoE for the end-users.

In this work, we initially model a MEC platform in terms of resource alloca-
tion. We use a pricing scheme to determine how the resources residing at the MEC
platform (CPU, memory and storage) shall be allocated to Service Providers (SPs).
Subsequently, we introduce an algorithm for selecting the network access technol-
ogy used to serve each user of the network, in order to ensure that the overall service
access latency times are kept low. Finally, we employ testbed experimentation with
the objective to evaluate our framework for different placements of the MEC ser-
vice: 1) on the fronthaul interface of the multi-technology Cloud-RAN, 2) on the
Core Network, and 3) deployed at a remote datacenter.
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6.3 MEC Pricing Scheme

We consider a two-stage MEC pricing scheme, where the MEC owner (operator) de-
cides the price p per unit of MEC bundled resources (CPU, memory and storage) in
the first step and in the second step the service/content providers, interested in pro-
viding low latency services, decide the level of bundled MEC resources, which they
intend to pay as a function of the price and the latency sensitivity of the provided
service. We approach the pricing problem using backward induction following the
rationale of [75], examining first the service/content providers” demands (Stage II)
and then the MEC operator’s decision on the price (Stage I). We propose two pricing
models, one linear in Section 6.3.1 and one exponential in Section 6.3.2.

6.3.1 MEC Resource Allocation With Linear Pricing

Stage II: The payoff function of the Service Provider SP;, i = 1, ..., N, for acquiring b;
units of MEC bundled resources with a price p per bundle unit, following the linear
pricing model, is expressed as

Ui (b;) = In(1 + 6;b;) — pb; 6.1)

with 6; representing the normalized latency sensitivity of SP;, 6; € [0, 1]. This payoff
function of SP; is equal to the logarithmic utility function, that expresses the dimin-
ishing return of getting additional resources, minus the linear price that SP; has to
pay for acquiring b; quantity of MEC resources. We notice that U/ (b;) is a concave

function, since U(b;)" = — (6;/(1+ 91'171'))2 < 0. Thus, it has only one maximum,
and therefore the local maximum is also the global maximum. Differentiating (6.1)
we have ;
au‘ll’l .
L i =0 (6.2)

ob, 1+6b F

The optimal value of MEC resources that maximizes SP;’s payoff is

1_21 if p < 0;
pr—J » 8 UPSU 6.3
! { 0, otherwise 63)

Stage I: We assume that the N SPs that are requesting for MEC resources present
similar latency sensitivity. Otherwise, no need to purchase MEC resources would
exist. Thus, we assume that their latency requirements are such that max(6;) —
min(6;) < ¢, where ¢ > 0. Under this assumption, the MEC owner’s choice of price
p is such, that the SP with the max(6;) is allocated the maximum value of MEC re-
sources bmax, aiming to provide the best available service to SPs with higher latency
sensitivity compared to the rest of the SPs requesting resources from the MEC agent.
We also assume that the MEC agent has adequate available resources to satisfy the
requests of all SPs under consideration. The price is formed according to (6.4).

B max (6;)
P=1 + max(6;)bmax 64)

The provider aims to give to every SP; the opportunity to have access to the MEC
resources. This means that even for the SP with the min(6;), the quantity 1/p —
1/ min(6;) is positive. Using (6.4) we find the range of values of ¢ under which this
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MEC resource allocation is feasible. This range is expressed as
0 < & < max(6;) min(6;)bmax (6.5)

The allocated level of MEC resources to each SP; following the linear pricing model
is expressed as
14+ max(6;)bmax 1

bi = max(6;) 6 (6:6)

6.3.2 MEC Resource Allocation With Exponential Pricing

For the MEC resource allocation with exponential pricing, we follow the same steps
as described in the linear pricing approach.

Stage II: The payoff function of SP; under the exponential pricing model, for
acquiring b; units of MEC bundled resources is expressed as
U™ (b;) = In(1 + 0;b;) — pe(e — 1) (6.7)

1

We notice that U;" " (b;) is a concave function, since U; " (b;)" = — (6;/(1 + 0;b;))* —
peeb" < 0. Thus, it has only one maximum, and therefore the local maximum is also

the global maximum. Differentiating (6.7) we have

ou;™” 0; .
= — pee t
ob; 1+ 0;b;

1 1 1 1
| — | +—=(b+=]+I b, + — 6.9
n(Pe) 0; < 9z‘> n( 91) (©9)

For x = b; + 911 andy =In (i) + 9%, (6.9) can be written as

=0 (6.8)

We express (6.8) as

y=x+Inx (6.10)

which can be also expressed as
xe* = éY (6.11)

Taking the value of the Lambert W function [26] of each part of (6.11) and using the
Lambert W function identity W(xe*) = x, we have x = W(e¥). Replacing x and y

we have )

w(ﬁ)-& ﬁ&z—éyf

bj = w (‘}Z) (6.12)
0, otherwise

Stage I: The price p, that the MEC owner decides in the exponential pricing

model is such, that SP; with max(6;) is allocated the maximum value of MEC re-
sources bmax. The price is formed according to (6.13).

max(6;)
1 4+ max(6;)bmax ) ebmax

L= 6.13
Pe=1 (6.13)

As the provider aims to give to all N SPs the opportunity to to have access to the
MEC resources, the level of resources that will be allocated to the user with the
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FIGURE 6.1: Experimental topology for evaluating our scheme; con-

trollers residing at the CU and the MEC agent part select the for-

warding DU(s) for serving each UE in a per-packet basis. Services

are placed either on the Fronthaul (FH), Core Network (EPC) or em-
ulated Internet.

min(6;) should also be positive. This means that the range of latency sensitivity

of the N SPs is such, that
R 1
emln i
14 - — >0 6.14
pe min (6;) ©19
The allocated resources to each SP; following the exponential pricing model is ex-
pressed as
bmax+ g
(14 max(6;)bmax)e ™" % 1
| = - = 1
bl W ( max(Qi) 91' (6 5)

6.4 System Architecture

In this section we describe the components that we are utilizing in order to port our
proposed scheme in a real-world setup. In addition, the procedure for the selection
of the RAT through which each UE will be served is presented in 6.4.2.

6.4.1 System Components

As our starting system architecture, we use a disaggregated multi-technology Cloud-
RAN base station, extensively described in [71]. In such a setup, we distinguish the
following components and roles:

1. The CU, which is running the higher layer 2 functions of the base station
(PDCP layer and upwards), and provides the interface to the Core Network.

2. The 3GPP DU, running the lower layer 2 functions of the base station (RLC
and below), and performs the transmission of the traffic over the air. The DU
may support heterogeneous technologies (e.g. 5G NR or LTE) and uses the
Radio Network Temporary Identifiers (RNTI) for addressing each client.

3. The non-3GPP DU, which is running the layer 2 functions for non 3GPP tech-
nologies (e.g. WiFi) and communicates with the CU for sending/receiving
traffic to/from the wireless network. As it communicates directly with the
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PDCP layer of the CU, it handles and encapsulates the data in the appropriate
format. MAC addresses are utilized for addressing each client.

4. The Core Network, which is the entry and exit point for user plane data to the
base station network.

5. The MEC agent, which is enabling the data exchange from services located at
the Fronthaul interface with the DUs directly, without using the CU as inter-
mediary node.

6. The Technology Selection modules, which reside on the MEC agent and the
CU, and are able to select the forwarding DU(s) for each client of the network.

7. The Hosted Services over this heterogeneous infrastructure, which are con-
tainerized services running on top of the MEC agent, the Core Network or any
other remote datacenter. The container technology we use is LXC.

Figure 6.1 shows how these components have been mapped to a real testbed setup.
We employ the NITOS testbed [83], which provides all the required experimental
components for supporting our experimentation.

Algorithm 5 MEC side selection of RATs for each UE.

1: Calculate the resource allocation of the services
2: based on the chosen pricing (Linear or Exponential)
3: while 1 do

4: for each service request do
5: if Both DU meet the service’s requirements then
6: Choose the DU with the lowest Latency
7: if DU capacity is lower than 50% then
8: Use both DU with percentage q and
9: (100-q) of the time respectively
10: end if
11: else
12: Choose the DU which meets the requirements
13: end if
14: Send to the proper REST API:
15: the UE id and DU id /s
16: end for
17: Calculate the resource allocation of the services
18: based on the chosen pricing (Linear or Exponential)

19: end while

6.4.2 Selection of Radio Access Technology

As MEC considers multiple wireless technologies for service access, network selec-
tion is an issue of paramount importance. The last-hop link used for serving each
user may exemplify different access times, based on factors such as the cell coverage,
the location of the UE in the cell, the allocated modulation and coding scheme, the
load of the cell and external interference, especially for non-3GPP technologies such
as WiFi. In this section, we introduce an algorithm for selecting the last-hop wireless
connection in a per client basis for each UE. We assume at this point that each UE is
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multi-homed and is using all of its available technologies to communicate with the
MEC and Core Network.

Although our scope is to minimize service latency times, we bear in mind the dif-
ferent capacities of the wireless networks used to serve each UE. Therefore, each UE
might be concurrently served by combinations of the available technologies, while
the per-packet traffic latency is kept below a threshold limit. In the case that the
capacity of a technology is about to be reached, the algorithm might choose to serve
an end-user by another technology. Algorithm 5 shows how the MEC part of the
network makes these selections.

In order for the decisions for each forwarding DU to be applied, separate con-
trollers have been developed at two different points: 1) on the MEC agent, which
is handling the MEC traffic on the fronthaul interface, and 2) on the CU side of the
network, that handles the traffic before being sent to each DU. Both the controllers
operate under the same principle. They expose a REST API that gets as inputs the
identifier for each UE of the network and the DU or combination of DUs that will be
used for forwarding the traffic. For the case of combination of DUs, defining the per-
centage of traffic for each DU is also supported. Based on this, our algorithm oper-
ates as follows. We initially calculate the resource allocation for the service providers
based on the pricing model. For each new UE service request, the controllers resid-
ing at the MEC agent or the CU select the forwarding DU that meets the specific
UE requirements. If all DUs are able to serve this UE then the DU with the lower
value of latency is selected. If the capacity of the DU with lower access latency is not
exceeding 50%, the service request is served through this DU. In the case that this
threshold is exceeded, we split the traffic over multiple DUs with 50% transferred
over the WiFi DU and 50% over the LTE. The information is subsequently sent to the
respective controllers, managing the forwarding of the data to the UEs.

6.5 System Evaluation

In this section, we present our experimental findings. First, we present the system
components and selected configurations and then we showcase results of the ex-
periments. We employ the NITOS testbed for extracting the latency values for the
service placement for two MEC setups (service on the Fronthaul-FH or on the Core
Network-EPC) and the Internet.

TABLE 6.1: System Latency times for the different placements of the
MEC service and the RAT

Service Location WiFi | LTE
Fronthaul (FH) 2.39 | 9.85
Core Network (EPC) | 2.63 | 16.16
emulated Internet 12.57 | 259

We employ two different wireless technologies for accessing the MEC services,
either LTE for 3GPP access or WiFi for non-3GPP access, both with the same configu-
ration: 2x2 MIMO and 20MHz channel bandwidth. Our testbed setup can accommo-
date multiple DUs, including 5G-NR, but as the OAI 5G-NR platform is currently in
development state we omit this wireless technology from our evaluation. The over-
all setup is shown in Figure 6.1 and Table 6.1 presents the achieved access latency for
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FIGURE 6.2: Experimental results for the 1st scenario of Service
Providers allocated to the system (low demand)
the different service placements for all the available RATs. We also consider 6 differ-
ent types of services based on their requirements in terms of latency and throughput
derived from [95].

We create a matching between the types of service and 6; values, as shown in
Table 6.2 and for each service provider, we select a value uniformly from the pro-
vided ranges per each SP. Table 6.3 shows the MEC placements and RAT allocation
for each of the different services that we use for both pricing models. As we can see,
the exponential pricing is more flexible and can serve all the services through MEC,
whereas the linear pricing cuts-off the service of lower latency sensitivity from the
MEC. This occurs due to the fact that in the linear model, the range of values that
renders the MEC resource allocation feasible in (6.5) is more strict than the respective
(6.14) of the exponential model, for the same bmax and 6;.

TABLE 6.2: Applications Normalized Latency Sensitivity

APPLICATION TYPE | Initial Selected 6; | 6; range
AR/VR 0.95 [0.85-1]
Vv2X 0.8 [0.7 - 0.85)
VIDEO STREAM 0.65 [0.55-0.7)
VoIP 0.5 [0.3-0.55)
BROWSING 0.2 [0.1-0.3)
MAIL 0.05 [0.0-0.1)

We evaluate our proposed scheme with two different use cases. Each use case
is examined for the two provided pricing models under the same scenario. We
measure the allocated resource bundles for each SP, for each new SP that enters the
system, and the aggregate latency for the network UEs accessing the provided ser-
vices. We present the average performance of our performed experiments repeated
100 times, along with the standard deviation for each measurement. The two use
cases are differentiated regarding the level of resources that each new SP demands.
In the first use case, services with low demands are introduced such as VoIP, web
services or e-mail servers, whereas in the second, services with high demands are
introduced, such as AR/VR, V2X and video streaming. For both cases, we plot the
resource allocation and delay after the initial placement of six different SPs, follow-
ing the application types of Table 6.2.

Figure 6.2a shows the average allocation of bundled MEC resource units b; for
each pricing model as the number of SPs increases along with the standard devia-
tion. We observe that with linear pricing, the allocation of b; units depends highly
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FIGURE 6.3: Experimental results for the 2nd scenario of Service
Providers allocated to the system (high demand)
on the SPs’ requirements, in contrast to the exponential pricing where all SPs are
assigned with almost equal and higher level resource bundles. This happens mainly
because with exponential pricing, MEC resources are more evenly spread over the
SPs requesting to place their services on the MEC (FH or EPC). In Figure 6.2b, we ob-
serve a similar trend for the two pricing models for the average achieved delay of the
system. The exponential pricing achieves lower average latency, as it more evenly

TABLE 6.3: Service Providers allocations for the different pricing

models
SPID Linear | Exp | RAT
AR/VR FH FH | WiFi
V2X FH FH | WiFi
VIDEO STREAM EPC EPC | Both
VoIP EPC EPC | Both
BROWSING EPC EPC | Both
MAIL Internet | EPC | Both

places services to the MEC, presenting lower levels of average delay. In the second
use case, the average latency per each SP is lower than the linear policy. Comparing
the delay of the linear pricing policy with the first use case experiment, we observe
higher latency times. This is happening because the types of SPs used for this ex-
periment pose higher demands regarding their latency requirements. Due to this
fact, the assignment of multiple RATs per service is employed only for the SPs with
low demands, contrary to the first use case where most of the services use multiple
RATs. The rest of the services are assigned to one RAT only (LTE), once the capacity
of the RAT with the minimum delay (WiFi) is fully allocated. Based on the findings
in Table 6.1, the difference in latency between the WiFi and LTE is high; this is also
reflected in the average achieved delay of the system in Figure 6.3b.

6.6 Chapter Conclusion and Future Work

In this chapter, we presented a scheme for the resource allocation of MEC resources
to different service providers using two pricing policies. We modeled our approach
and used a testbed setup to evaluate our scheme, using two different placements
of the MEC services: on the fronthaul interface of Cloud-RAN base stations, or col-
located with the Core Network. Our proposed scheme employ two heterogeneous
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Distributed Units (LTE, WiFi) for providing access to the end-users. Through the
integration of multiple technologies at the base station level, we are able to achieve
differentiation for the latency access times for each service per each network UE.
Our experiments denote that through our approach, MEC resources can be allocated
while the average latency per each SP can be kept below a threshold, by utilizing
multiple links at the same time.

In the future, we foresee extending our scheme towards modeling the access of
each UE in the network from the SP’s perspective, even for the cases of UEs access-
ing the same service but under different agreements with the operator. Moreover,
we plan to integrate migration of the services in the system, based on the mobil-
ity patterns detected for each UE. This follow-me approach will have to take into
consideration the wireless conditions on the invovled DUs and the perceived chan-
nel qualities from the UE side in order also to decide whether or not it will have to
change the placement (fronthaul, backhaul) of the MEC service during the migra-
tion.
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7.1 Summary of the Contributions

In this thesis, we focused on the resource allocation problem in Heterogeneous Net-
works and how each multi-homed client should select the RAT through which it
will be served. Moreover, we studied the placement of MEC services on the forn-
thaul of a Cloud-RAN, utilizing multiple RATs for serving the end-users. We further
examined different pricing models for the MEC resources in such networks. These
studies gave insights for the infrastructure providers on how they could offer dif-
ferent bundles of their resources to content providers depending on their services’
requirements. All of our contributions were not only based on mathematical formu-
lation and analysis relying on the optimization theory, but they were strengthened
by real system implementations, which enable us to evaluate our solutions under
realistic environment settings.

7.1.1 Pricing scheme in 5G HetNets

The next topic that we focused on was the heterogeneous ultra-dense networks and
how different resource allocation algorithms could be applied in such environments.
We build upon the Paris Metro Pricing and design a scheme with dynamic prices,
as a policy for selecting a RAT when operating inside a multi-RAT environment. We
formulated the problem and defined the utility functions of each client for accessing
the target RAT and we investigated its performance for several mobility scenarios.
For the evaluation of our design both simulations and real testbed experiments were
used, investigating differnet mobility patterns for the users.
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7.1.2 Resource allocation for Multi-homed Clients and Multiple Traffic
Classes in 5G HetNets

Following this, we extended this resource allocation algorithm by enabling an end-
user to be concurrently connected to multiple RATs and to assign each one of its
applications to different RAT towards maximizing its utility function. Through the
validation of our proposed scheme, we incurred the importance of the UE’s order-
ing during the update period (system cycle) where the UEs receive the new system
status and decide whether or not will change its traffic classes allocation. Subse-
quently, we examined three different ordering policies (based on data rate demands,
spectrum efficiency, and sensitivity) and presented experimental results obtained
from the application of our proposed model in a real testbed environment. The re-
sults showed how the ordering policies may affect the cost incurred at each UE as
well as the utilization of the available RATs.

7.1.3 Dynamic Resource Allocation scheme in 5G HetNets

Finally, based on the findings from our resource allocation algorithm in a 5G Het-
Net when differnet UE ordering policies are applied, we studied their fairness com-
pared to a weighted proportionally fair bandwidth allocation policy (reference pol-
icy). Given the obtained results of this evaluation, we proposed a new policy selec-
tion scheme that in each system cycle, the Network Controller dynamically select
the appropriate policy from the predefined policy set (based on data rate demands,
spectrum efficiency, and sensitivity). In each cycle, the selected policy presents the
closest possible performance to the reference policy, identified through its Kendall
tau correlation coefficient. The initial pricing was based on the availability of ac-
cess technologies” bandwidth but given the obtained results from the evaluation it
was further extended to include the rate demands of the traffic classes of UEs. Both
simulations and testbed experimentation were employed for the evaluation of the
proposed framework and enabled the assessment of the bandwidth allocation effi-
ciency, the variation of access prices, the policy fairness and the induced cost to UEs
covered by the HetNet system.

7.1.4 MEC placement in Heterogeneous Cloud-RANs

Initially, we studied the placement of services at the edge of a Heterogeneous Cloud-
RAN. We experimented with different placements of the MEC service, either on the
fronthaul (collocated with the Cloud-RAN Base Station) or the backhaul (collocated
with the Core Network) and for different access technologies (LTE, WiFi). Our goal
was to minimize the service access latency for the end-users something that was ver-
ified through the evaluation of our solution. Moreover, the experimental results gave
insights on how the UE’s QoE is affected from the service placement in conjuction
with the wireless technology that it will be served.

7.1.5 MEC pricing in 5G HetNets

Subsequently, we designed a scheme for the resource allocation of MEC resources
to different service providers using two pricing policies. In order to evaluate our
proposed scheme under a real-world environment, we utilized our MEC implemen-
tation in the NITOS testbed, using two different placements of the services: on the
fronthaul interface of Cloud-RAN base stations, or collocated with the Core Net-
work. Knowing from our studies that different RATs don’t achieve the same latency
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times, enable us to propose different pricing for each service per each end-user. Our
experiments showed that utilizing multiple RATs at the same time and with the ap-
propriate placement of the MEC service, the average latency can be kept below a
threshold and meet the applications’ requirements.

7.2 Future Work

In the future, we foresee extending our resource allocation scheme in 5G HetNets
by employing artificial intelligence classification algorithms that will enable UEs to
further automate the access technology selection decisions aiming to minimize the
induced access costs and evaluate it under novel mobility schemes for the clients
entering and leaving the Multi-RAT system. Another direction that we plan to in-
vestigate invovles both the resource allocation scheme and the MEC service place-
ment. We plan to study the modeling of the access of each UE in the network from
the Service Provider’s perspective, even for the cases of UEs accessing the same
MEC service but under different agreements with the operator. Moreover, we plan
to include a machine-learning process for the live migration of the MEC services to
different edge hosts. The decision for the migration will be taken based on the traffic
patterns of each UE that will be monitored at the Core Network, and taking into con-
sideration the wireless conditions at each DU and reported channel qualities from
the clients. Finally, we aim to extend the MEC resource pricing scheme by including
the energy cost for each bundle of MEC resources. In addition, we would like to ex-
pand the profiles of the supported applications in the MEC host as resource bundles,
depending on the hosted service and apply further pricing policies which will take
into consideration other requirements as metrics except from latency solely.
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