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ITANEITIXTHMIO OEXXAAIAX

Lepiinyn
Tunpo Hiektpodldywv Mnyovikov kot Mnyavikdv Y moAoyiotov

YYEO100NOS KL TELPOUATIKY] HEAETY] LAY MPLOUEVAOV ETEPOYEVAV ACVPURATMOV
OKTO®V 5" [evidg

Nikog Makpnc

H méumtn yevid kivntov miemcowvoviov (5G) cuykevipdvel TOAEG VEEG TEXVOLOYiEG TOGO
o10 dikTvo mpocPaong (access network), 6co kol oty dkpn Tov diktvov (edge) kot oTo
KeVIpKo diktvo miow and v acvpuatn mpocPacn (Core Network). H cuvdeodtra 5G
VIOGYETOL GNUOVTIKG VYNAGTEPT Y0P TIKOTNTO TOL dkTvoL (Network capacity) pe onuavikd
pelmpévn kabuoTtépnon LETASOCEMV, e CKOTO VUL EMTPEMOVY GE [0, TANOMPO EPOPLOYDY KoL
kplowwv vanpectdv vo eumnpetnBodv v amd 10 véo avtd diktvo. Me v vioBétnon
Aoylopkod yuo. TV vAOToinon TOAA®Y Asttovpyidv tov dikthov (network softwarization),
dlevKoADVETOL 1 OlayEiplon TOL KOl M eyKaTdoToon HeEALOVTIKOV avaPaduicemv. H ypron
AOYIoUIKOD Y10 TNV VAOTOINGT] VINPECIOV TOV JIKTOOL EmMEKTEIVETOL TAEOV KOl OTO OIKTVLO
apocPaong ypnotdv (Radio Access Network — RAN), ue ypiion texvoroyidv Néeovg (Cloud)
vy ) onuovpyia. Cloud-RANs. Mg avt v teyvoroyia, xopudtt tov otabuod Pdong
exteleitan cav AoYIopIKO o€ vrodouég NEpovg, kat pmopel vo viomotel/elpileTot SapopeTicég
TEYVOLOYIEG Y10 TN TTPOGPACT] TV ¥PNOTOV 610 dikTvo. H vtdpyovca Pifitoypapio mpoteivel
JPOPETIKA onpeio Yo To Stoy®Plopd TG 6ToiPag TPOTOKOAA®Y ToV 6TadpIOD Baong, L Kabe
onueio vo TPOCEOEPEL OOPOPETIKA TAEOVEKTNUATO OTOV TAPOYOo Tov Otktvov. Kabdg
KIVOOUOGTE TO YOUNAG oTn 6Toifa TP®TOKOAA®Y, oNUEin Slo®PIoUOD YOUNAL GTO PVOIKO
eninedo (PHY) emPdliovv avompég omoauthioelc (younin kabvcetépnon, moAd vymin
YOPNTIKOTNTA) Y10l T LETASG0CN 0EG0UEVOVY 0TO TO KOUUATL TOV 6ToO0D fAoTG OV EKTEAEITOL
070 VEPOG TPOg TNV kepaia. Avtd to diktvo dachvdeong ovopdleton fronthaul. O dwoywpioudc
™G otoifoc TPOTOKOA®Y 6€ VYNAOTEPO eminedo umopel va omoderyfel eEapeTiKA @PEALLLO
Y TovV Tapoxo Tov dktvov, agod to diktvo fronthaul pmopei va viomombel pe ypnon
vIopyovcV teXvoroydv (my. Ethernet) xoi vo emitpéyel v evooUdTOon ETEPOYEVOV
TEYVOLOYIOV OTIS TEYVOAOYiEG mpocPfaong. H evowudtoon vrapyovcmv TeEXVOAOYIDOV GE
drapopeTikd emineda (eminedo TpdSPaong ypPNOT®V KoL 6TO dIKTLO LETAPOPAG) Etvar EEAPETIKA
ONUOVTIKY Yio TV mepetaipm €£EMEN Tov OKTOHOL Kal TN CLUPOTOTNTO HE TOAUOTEPES
TEYVOAOYieC. e VTN TNV €PYOCia, OYEOIICALE KOl LEAETNCUUE TPOTOTOPLOKOVS TPOTOVE
Aertovpylag Oloympiopéveoy otabudv Paonc, He o100 TNV EVOOUATMOON ETEPOYEVAOV
TEYVOAOYLOV 6TO £Minedo TpdsPacng ypnot. Ol pMTHCELS TOL TPOGTUOOVLLE VOl OTTUVTI|GOVLE
elvar ov axorovfeg: 1) Tlowo eivar 10 koAbTEPO onueio Yo to dywpiopod TG otoifog
TPOTOKOAM®Y €vdg otabuov Pdong 2) Ilog pmopodue vo eVOOUATOCOVUE ETEPOYEVEIS
TEYVOLOYiEC oTOV Sloywpiopévo otabpd Baong; 3) [wg uropodpe vo eEumnpeTmoove ¥PNoTES
pe TOAD younAn xobvotépnomn peTAdooTg MOKET®MV;, 4) AQOV OVTEG Ol OPYLITEKTOVIKEG
Bacilovtot apKeTd 6€ AOYIGUIKO, TMOG UTOPOVLE VO EVOPYNCTPMGOLVLE T AELITOVPYIO TOVG HE
0tOd0TIKO TPOTO;
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Apyikd, Eekvape e TNV VTAPYOVON OPYLTEKTOVIKT] Y10 KIVITEG EXKOWVOVIEG KOl oYEIALOVLE
KO LEAETAE TOV SO ®PICUO TNG OTOIPOC TPOTOKOAA®Y G€ dlapopeTikd onueio. Me Paon to
onpeio doy®PICUOV, SLUPOPETIKES AMALTIOEL, LILAPYOLVY Y10 TO OIKTLO UETAPOPAS Omd TO
KOUUATL TOV VAOTOLEL T yaunAdtepa enimeda péypt to vEéPog. Miog kot otdyog pag tvar m
EVOOUATMOOT VTIAPYOVOADV TEYVOLOYIDV Y10, TO dikTLO petapopds (Ethernet/WiFi), oxedidlovpe
KOl OTOTILOVUE TEPAUATIKA OoYOPIGHOVS Yot TNV oToifo TPOTOKOAA®Y oL PIopohv va
YPNOOTO G0V guToptko eEomhiopd. To diktvo petagopds (fronthaul) Bacileton o mokéta
(packetized) ko dev e&aptdtor amd axpiPpd vikd pe vedtepa mpmtoékolra (y. To Common
Public Radio Interface — CPRI). Mg 1t ypfjon tov avorytol Aoyicpkod OpenAirinterface
(OAI), vAomolovpe Kol OTOTIHOVUE TEPUUOTIKE OLOPOPETIKG onueia. Saympiopod o€
TPOYUATIKO TTEPPAALOV.

211 GULVEXELD, OCYOAOVUOGTE HE TO VYNAOTEPO €MimedO Olay®PGHoD NG otoifag (oto
VYNAOTEPO EMIMESO 2) KO LEAETALE TNV EVOOUATMOGCT] SLOPOPETIKMY TEYXVOAOYIDV Yol TO diKTVLO
npocPacnc ypnotav. O JuymPIGUOS G AVTO TO EMTESO AVAPEPETOL GTO, TPOTVTO Y10 TO
npwtdéKoro TpdcPoaong diktvov 5G New Radio (NR), kot givan avapeca oto eninedo Packet
Data Convergence Protocol (PDCP) kou Radio Link Control (RLC). Avtdg o daympiopog
dnovpyel dvo drapopetikég povadee, v kevipikomomuévn (Centralized Unit — CU) mov
ekteAeital oto vEQog, kau TNV katavepnuévn (Distributed Unit — DU) mov ektehel ta
TPOTOKOAAN 6TO YOUNAOTEPO eminedo 2 kot eminedo 1 g otoifog mpotokdiimy. Eviovtolg,
10 eninedo PDCP é&yel ypnoomombei kol 610 TapeAdov yio v EVOOUATOON ETEPOYEVOV
TEXVOLOYIDV 0€ o1afpovg Paong, Onmg Yoo mapdderypo pe 10 mpmtokoAlo LTE-WIiFi
Aggregation Adaptation Protocol (LWAAP) yia v evooudtoon WiFi tpdécPfaonc. Avtd
ONUIOVPYEL TIG GUVONAKEG YOO TNV EVOOUATMOT| ETEPOYEVAOV TEYVOAOYLDY OTO OIKTLO ®G
Katavepunuéveg povadeg (DUS). Emexteivovpe v apyikny uehétn doyopiopod otadumv
Baong, dote va evoouatdoovue texvoroyieg WiFi. Me v eloaymyn evoc dayeiptoth ¢OpTon
SIKTVOL, pIropov e va emAEEOVE Yo KAOE eTAOOOT) TOKETOV TTOL0, KATAVEUNULEVT] LOVAdQL (Ko
EMOPEVMG OLOPOPETIKNG TEYVOLOYING) Umopel va ypnopomombei yio kdbe mehdtn Tov diktdov.
Emexteivoupe v apyikn tpotoTLRN VAOTOINoT oty mhateopuo OAL kot mepopati{opaote
0€ TPAYLOTIKEG GVVONKEC. LN GLVEYELD TAPOVOIALOVUE ATOTEAECUATA YO TV 0TdS00T| TOL
STOHoL Y10 SoPopPeTIKEG TapapéTpovg (mwy. andotacn CU/DU, 10 mTpotokoAlo emmédov
LETAPOPAG TOV YPNOILOTOIEITOL, KAT.)

Qo1000, TETOEG VROOOUEG GLYVA TPOGPEPOLY VLREP-TLKVY OVATTLEN TOL OIKTOOL, LIE
TOMATAEG €TEPOYEVELG TEYVOLOYIEC VO XpNOILOTOLOVV TO 1010 acvpuato doua. Emouévac,
TPENEL VO VITAPEEL ATOS0TIKOG GUVTOVIGHOG Y10, TN SLGPAAIOT) TNG COOTNG Agttovpyiog OAmV
TOV TEYVOAOYIDV 6T0 eMinedo mpdcsPacne. IV’ avtdv 10 okomd, oyedialovpe Kot LEAETAUE VEQ
ONUOTOO0CI0 Y10 TOV GUVTOVIGHO ETEPOYEVMV TEXVOAOYIOV GE TOTOAOYIES OLOYWOPIOUEVOV
otabumv Baong. Emexteivovpe tnv vAomoinon pog Pe Eva VEO UNYOVIGUO ETIKOVOVING TOL
LETAPEPEL TOPAUETPOVS TNG OLOUOPPMOCNG TOL OKTOOL KOl GTATICTIKG XPNomg, Yo TNV
dleEaymyn oupmepacUdT@V Yy T YPNON TOL GACUATOS o o mepoyn. Me Pdaon Tig
ovAleyBeioeg petpnoeic, epappolovpe Eva alyoptBpo yio tov kafopiopd g xpnons PAGHLOTOS
and kdBe teyvohoyia omnv 1010 umavia cvyvottwv. Amotiudue tn véa Avon pEC®
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TMEPOUATIOUOD OE TPAYUOTIKO TEPIPAALOV KOl TOPOLGIALOVLE TO OMOTEAEGUOTO UOG TOV
OTOOELKVVOLV KAADTEPT] AELTOVPYIR TOV VTTO UEAETT] SIKTVOV.

Yav emopevo Pruo, peietdue kot oyxedalovpe véo AELITOVPYIKOTNTO GE OPYLTEKTOVIKES
Sywpopévav otabudyv Paong pe e1epoyeveic TexvoLOYiES, e OKOTO TNV emiTELEN YAUNANS
KaBuoTéPNONG UETAOOONG Yo TNV TPAGPAGT VANPESIOV Amd TOLG YPNOTES TOL dikTvov. H
teyvoloyia Multi-access Edge Computing (MEC) éyet mpotabei oav pédodog yio tn dpaotikn
ueimon g kabvotépnong tpdsPacng o€ VANPESIES TOL TOPEYOVTAL TAV® GO TO SIKTVLO, L
v TomofETNON TV VANPECIOV CUTOV KOVIO oTnv Aakpn Tov diktvov. H vrdpyovoa
Biproypapio mTpoteivel dlopopeTikég Tomobesieg yio TNV TOTOHETNGN TOV LVANPESIDY QVTAOV,
HE aVTEG Vo TomoBeTOVVTOL GTNV KAADTEPT TTEpinTon pall e TNV KEVIPIKOTOMUEVT] LOVADO,
(CU) ko v xepiCovton kivnon mov katevfiverat pog o kevipikd diktvo (backhaul diktvo).
Me Bdon tov doympiopévo otabpd Pdaong, peretdpe kol oyedidlovpe v TomoBétnom
vrnpectov oto diktvo fronthaul, eite pali | Kovtd 6TIC KATAVEUNIEVES LOVAIES TOV SIKTLOV
(DUs). Ta mepopatikd Hog omoTeAECHOTO SELVOUY TG avapOpPIKd e Ty kabvotépnon,
KOO KO TOAUOTEPEG TEXVOLOYiES (dmg 1 TeYvoAoYia LTE g 4" yevidg diktdmv) purmopel va
eELTNPETHGOLY OPKETEG A TIG EPAPUOYEG TTOL £XOVV avartuydel yio dikToa 5™ yevidg.

Téhog, agov 10 diktvo pag e€aptdton og peyaro Pabud omd AOyloUIKO, UEAETANE KoL
oxedNAlove TNV EVOPYNOTPM®OT TOV GV EKOVIKEG cuvaptioelg diktvov (Virtual Network
Functions - VNFs). H apyitextoviki Network Functions Virtualization Management and
Orchestration (NFV-MANO) nopéyet puo mpotvmomompévn nébodo yia tn dwoxeipion ko tnv
gokoAn avamtuén (swovikdv) vanpecwwv. H  apytektovikp NFV-MANO  opykd
EMKEVTIPMOVETAL 0NV ovamTuén vanpeciov/epapuoydv mave arnd datacenters. Ouwg, M
EICAYOYN OPYLITEKTOVIK®Y SIKTOLOL 10V £EAPTOVTOL GE UEYAAO Bafud amd AoyIo Ko, oKOua Kot
Y. TO OGVUPUHOTO OIKTVO, TAPEXOLY E£00POC YO TNV OAANYT] TOL TPOTOL WE TOV OMOI0
Staxeplopacte to VAIKO. Me avth v évvoln, oYeOAlOVUE TV EMEKTACT] TNG OVIOTNTOG
Virtual Infrastructure Manager (VIM) ¢ apy1tektovikng dote va yepiletal eikovomotnpuéva
acHpuata SIKTLA, TOV ONUOVPYOVUE OE TPOYUATIKO TEPIPAALOV. O GYESIOCHOG LG EMTPETEL
TNV EI00YOYT TOV ENEKTACEMY OLTAOV UE JUPAVELN GTO GUOTINUO, MOOTE VO, EMTPEYOLV TN
UETAPOPE VINPECIDV Amd GAAES TAUTEOPUES TOV OgV LITOGTNPILOVY ACVPUITEG TEYVOLOYIEC.
Epappolovpe T1g emeKTACEC HOG OVTEG GE TPOYUOTIKO TEPPAALOV, KOU OTOTIUAUE TNV
TAATQOPLO LLOG GYETIKA LE TNV AOS00T| TNG, XPNOULOTOLBVTIOS GOV VINPEGIES HIKTHOV TOVC
LY ®PICHEVOLE oTaBUOVE BAone pe TOAAATAEG TeYvoroyieg acvpuatng mpdsPacng mov
TPONYOVUEVMG AVATTOEOLLE.
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UNIVERSITY OF THESSALY

Abstract

Department of Electrical and Computer Engineering

Design and Experimental Study of Heterogeneous Disaggregated 5G Mobile
Wireless Networks

by Nikos MAKRIS

The fifth generation of mobile networking (5G) is fostering several advancements in
the access, edge and core network, promising to offer significantly higher network
capacity with lower latency over the network, allowing a variety of applications
and critical services to thrive around this ecosystem. Extensive softwarization of the
network adds up to the flexibility of management and eases future upgrades. Soft-
warization expands even to the Radio Access Network (RAN) through the emerging
concept of Cloud-RAN. In such setups, part of the base station stack is running as a
software unit that can be instantiated in the Cloud, controlling different radio access
modules for providing network access to the network. Relevant literature suggests
different points for splitting the base station stack, with each point bringing different
benefits for the operator. As we move down to the network stack, splits in the lower
physical layer pose stringent requirements (very low latency, very high capacity) for
the transport of signaling and data to the cloud-located unit (fronthaul network).
Splits taking place at higher layers may prove to be more beneficial for the operator,
as they can be served with existing network infrastructure (e.g. Ethernet links), and
also allow the integration of heterogeneous technologies to the cell. Integration with
existing technologies at different levels (access and transport network) is crucial for
the continuous evolution of the platform and compatibility with legacy protocols. In
this thesis, we design, study and introduce novel functionality in disaggregated base
station setups, towards enabling the operation of heterogeneous technologies in the
user access. The fundamental questions that we try to answer are the following: 1)
What is the best point to disaggregate the base station stack? 2) How can heteroge-
neous technologies be integrated in the network cell? 3) Given such a disaggregated
infrastructure, how can we serve end users with low latency? 4) Since such infras-

tructure is highly softwarized, how can we efficiently orchestrate its operation?

Initially we begin with the cellular stack, and study and design its disaggregation
at different points. Depending on the point that the stack is dissaggregated, dif-
ferent requirements are posed on the transport network, from the radio unit to the
cloud. As we also target integration with existing technologies for the transport net-
work (e.g. Ethernet/WiFi), we design and develop splits for the stack that can be
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accommodated using off-the-shelf equipment. We use a packetized transport net-
work (base station fronthaul), in order not to rely on expensive hardware or newer
protocols (e.g. the Common Public Radio Interface - CPRI). We develop and imple-
ment our splits for the stack in the open source framework OpenAirInterface (OAI),

and experimentally evaluate different splits in a testbed setup.

Following this, we delve into the higher OSI layer 2 split for the cellular stack and
design and study the integration of different technologies to the cell. The higher
layer splits that are currently standardized for the 5G New Radio (NR) protocol, as-
sume the disaggregation of the stack at the same point, between the Packet Data
Convergence Protocol (PDCP) and the Radio Link Control (RLC) layers. This dis-
aggregation creates two different units, the Centralized Unit (CU) running at the
Cloud, and the Distributed Unit (DU) running the lower layer 2 and Layer 1 proto-
cols. Nevertheless, the PDCP layer has been used in the past for integrating different
technologies in the cell, such as for example the LTE-WiFi Aggregation Adaptation
Protocol (LWAAP). This creates the circumstances for the integration of heteroge-
neous technologies in the cell as DUs. Based on our prior study, we design and
integrate WiFi as a radio access technology to the base station cell. Using a load-
balancing controller, we can manage in a per packet basis which DU can serve each
network client. We evaluate our contributions by extending the OAI prototype im-
plementation and experiment in real settings with the prototype. Following this,
we provide performance metrics when tuning different parameters (e.g. distance

between CU/DU, transport protocol used, etc.).

Nevertheless, such infrastructures tend to offer ultra-dense network deployment,
with multiple technologies being collocated within the same spectrum. Therefore,
efficient coordination needs to take place in order to ensure the proper operation of
all the accommodated technologies. To this aim, we design and study a spectrum
coordination scheme that can be applied in such disaggregated heterogeneous base
station architectures. We design signaling that carries radio configuration param-
eters and statistics, in order to conclude on the spectrum usage of a specific area.
Based on the collected measurements, we apply an algorithm for efficiently placing
all the technologies within the same frequency band. We evaluate our design by fur-
ther extending the implementation and experimenting in a real testbed environment
with densely deployed wireless networks. Our results illustrate higher performance
of the under-study network.

As our next step, we design and study new features in such multi-technology dis-
aggregated networks, towards providing low-latency service access for users con-
nected to the cell. Multi-access Edge Computing (MEC) has been proposed as a
means to drastically minimize the service access latency for clients connected to the
network, by placing the services closer to the network edge. Existing literature sug-
gests different placements for the MEC services, which at the best case is collocated
with the CU of the network, intercepting backhaul traffic. Given the disaggregated
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nature of the cell, we design and study how the placement of services on the fron-
thaul network, collocated with/close to the DUs of the network, can reduce the ser-
vice access latency. Our testbed experiments denote that in terms of latency, even
legacy technologies (e.g. 4G LTE) can be suitable for several of the proposed 5G

applications.

Finally, as this network is highly softwarized, we design and study the orchestra-
tion of the software as Virtual Network Functions (VNFs). Network Functions Vir-
tualization Management and Orchestration (NFV-MANO) provides a standardized
approach on the management and effortless deployment of (virtual) services. Al-
though NFV-MANO initially focused on the deployment of services over datacen-
ters, the introduction of fully softwarized network architectures even for the wire-
less part creates fertile ground for the re-conception of the manner through which
the underlying hardware is managed. In this concept, we design extensions to a Vir-
tual Infrastructure Manager (VIM) in order to handle virtualized wireless network
interfaces, hosted on the generic networking nodes of the testbed. We design the
extensions in a manner that allows their transparent introduction to the existing op-
eration of the platform, thus allowing portability of network services and network
functions to other instances as well. We implement and apply our design in a testbed
environment, and subsequently benchmark the framework in terms of performance
and evaluate it by using the disaggregated multi-technology base stations that we
have previously developed.
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Chapter 1

Introduction

Contents
1.1 Motivation and Problem Statement . . ... ............. 1
1.2 Experimental Tools and Methods . . . ... ............. 4
121 NITOSTestbed . . ... ... .. ... ... ... ....... 5
122  The OpenAirInterface Platform . . . . . ... ... ... ... 6
123 OpenSource MANO . ... ... ... ... ... ..... 7
1.3 ThesisSynopsis. . . . ... ... . i i e 9

1.1 Motivation and Problem Statement

Cloud-based Radio Access Network (Cloud-RAN or C-RAN) processing has been
identified as one of the major enablers for 5G mobile network access. It relies on
the disaggregation of the base station stack to two or more units and running part
of it as a service in the Cloud. It is the natural evolution of distributed Base Sta-
tion (BS) units, allowing higher flexibility and ease of new feature deployment, as
most of the processing is done through software in the Cloud. Initially, when the
concepts of Cloud-RAN were introduced, the base station baseband processing was
expected to be moved to the cloud as a service running Layers 1, 2 and 3 in the Base-
band Unit (BBU). The access part of the network was expected to be implemented
through a Remote Radio Head (RRH), considered to be a rather passive element of
the network. This concept was reflected as the full centralization of the base station
units, as shown in Figure 1.1. A partial centralization is considered when the RRH
includes the baseband processing (e.g. the entire L1), and is annotated as a Remote
Radio Unit (RRU), and thus considered an active element of the network.

This shift towards disaggregated base station setups has proven to bring multple
benefits to network operators, in terms of CAPEX and OPEX cost reduction, as well
as the network operation and support of advanced functions. Some of these are
presented below, according to [114]:

o Creating an energy-efficient/green networking infrastructure: Through centralized
processing of the Cloud-RAN architecture, the number of base station sites
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2 Chapter 1. Introduction

can be reduced. Thus the site support equipment can be drastically reduced,
inducing energy savings. Moreover, the distance from the RRHs to the UEs
can be decreased since the cooperative radio technology can reduce the inter-
ference among RRHs and allow a higher density of RRHs. Smaller cells with
lower transmission power can be deployed while the network coverage quality
is not affected. The energy used for signal transmission will be reduced, which
is especially helpful for the reduction of power consumption in the RAN and
extend the UE battery time. Lastly, a pool of BBUs can be considered as a
shared resource among a large number of virtual BS, athus allowing a much

higher utilization rate of processing resources to be achieved.

o Cost-saving on CAPEX & OPEX: Since BBUs are aggregated, it is much easier
for centralized management and operation, saving a lot of the Operations and
Management associated costs. Secondly, although the number of RRHs may
not be reduced in a C-RAN architecture their functionality is much simpler,
thus saving development costs. Moreover, the size and power consumption of
the RRHs are both reduced and they can be mounted on poles with minimum
site support and management.

o Enhanced Capacity for the provided network: In C-RAN, virtual base stations may
work together in a large physical BBU pool and they can easily share the sig-
naling, traffic data and channel state information (CSI) of active UEs in the
system. It is much easier to implement joint processing and scheduling to mit-
igate inter-cell interference (ICI) and improve spectral efficiency.

o Network Adaptability to Non-uniform Trafficc C-RAN is also suitable for non-
uniformly distributed traffic due to the load-balancing capability in the dis-
tributed BBU pool. As the potential coverage of a BBU pool is larger than the
traditional monolithic base stations, non-uniformly distributed traffic gener-
ated from UEs can be distributed in a virtual base station unit that sits in the
same BBU pool.

o Smart Traffic Offloading: By enabling the smart breakout technology in C-RAN,
the growing internet traffic from portable devices can be offloaded from the
core network of operators. The benefits include reduced backhaul traffic and
cost, reduced core network traffic and gateway upgrade cost, reduced latency
to the users and differentiation of traffic among users.

Nevertheless, depending on the point and the functionalities that are integrated in
the RRU, the demands in capacity and latency for the transport network (RRU to
BBU path) change. Low layer splits, where the baseband processing is located en-
tirely in the Cloud require high capacity and low latency links for the fronthaul net-
work - the network between the BBU and the RRU. Thus different protocols have
been proposed, as a means to ensure reliable transfer of time-sensitive data. The
most outstanding paradigm is the Common Public Radio Interface (CPRI), proposed
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Virtual BS Pool

FIGURE 1.1: Fully centralized CloudRAN architecture

for meeting the demands of a highly time-sensitive fronthaul interface. Neverthe-
less, the adoption of such solutions for the fronthaul requires costly upgrades and
deployments of fiber equipment, to cope with the increased demands for low la-
tency and high capacity. Thus, this fact deprives the first and foremost advantages
of C-RAN technology, the reduced CAPEX and OPEX cost of the platform.

To this aim, the Next Generation Fronthaul Interface (NGFI) consortium was formed
to identify and model the fronthaul network for different splits of the stack. In 2015,
China Mobile research team released their whitepaper [114] where they identify dif-
ferent splits for the cellular stack which can be accommodated in a packetized fron-
thaul, able to be transported over existing technologies (e.g. Ethernet). Figure 1.2
shows the 6 initially proposed splits that can be accomodated over such a fronthaul
interface, whereas tables 1.1 and 1.2 the calculated fronthaul capacity and compres-
sion ratio for the data for fronthauling an 8-antenna TD-LTE base station. The re-
quired latency for all the splits is below 1 msec, apart from the Interface 1 which has

more slack requirements and can operate with latency times up to 100 msec.

TABLE 1.1: Fronthaul interface requirements per each NGFI proposed
split for Interfaces 1-3

Interface 1 Interface 2 Interface 3
Bandwidth | Ratio | Bandwidth | Ratio | Bandwidth | Ratio
Downlink | 174 Mbps 1 179.2 Mbps 1 125.2 Mbps 1
Uplink 99 Mbps 1 78.6Mbps 1 464.6 Mbps 6

TABLE 1.2: Fronthaul interface requirements per each NGFI proposed
split for Interfaces 4-5

Interface 4 Interface 5
Bandwidth | Ratio | Bandwidth | Ratio
Downlink | 498 Mbps 3 9830.4 Mbps | 66
Uplink 2689.2 Mbps | 36 9830.4 131

As this work was based only on modeling data, one of the goals of this thesis was to

study and experimentally evaluate different splits for the cellular base station stack.
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FIGURE 1.2: NGFI split options for the cellular base station stack

Other goals are to design and study how heterogeneous technologies can be inte-
grated into the cell, and how service access latency can be minimized to host 5G
applications. Finally, as the 5G architecture is highly softwarized, we targetted in
the design of efficient orchestration mechanisms for virtual base stations. From the
implementation perspective of the platform, as at the time of the thesis no 5G New
Radio (NR) implementation was available, we used the Long Term Evolution (LTE)
protocol. As the protocol characteristics for the higher layers are almost identical,
and we measure the performance of the fronthaul interface, our results are expected
to show minimal deviations when applied to NR. Below we present some of our
experimental tools that we use throughout this thesis, and following these, we sum-
marize the contribution of each chapter.

1.2 Experimental Tools and Methods

In this section, we describe the main tools that we use for evaluating the experimen-
tal solutions that we introduce. These are broken down in the following: 1) NITOS,
the wireless testbed that we use, located in University of Thessaly, Greece, 2) the
OpenAirInterface platform, used to form real cellular base stations over commod-
ity hardware, and 3) the Open Source MANO platform, used for the orchestration
of software services as Virtual Network Functions (VNFs). Below we detail each

component.
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(A) Indoor testbed nodes (B) Outdoor testbed

(C) Macroscale base station serving
mobile users of the testbed

FIGURE 1.3: NITOS testbed and equipment

1.2.1 NITOS Testbed

The NITLAB team at the University of Thessaly is operating since 2007 the Network
Implementation Testbed using Open Source platforms (NITOS), which has evolved
over the years to a compact solution for evaluating bleeding-edge ideas on the fore-
front of networking-related research. The NITOS testbed is one of the largest single-
site open experimental facilities in Europe, allowing users from around the globe to
take advantage of highly programmable equipment, which is remotely accessible.
The testbed is an integral part of larger federations of resources, such as OneLab [31]
and Fed4FIRE [105], enabling experiments with more heterogeneous resources. NI-
TOS has an established user base of over 4000 users in the past years, with over 20
researchers using the infrastructure daily. In short, the current offering of the testbed
is the following:

e Over 100 nodes equipped with IEEE 802.11 a/b/g/e/n/ac compatible equip-
ment, and using open-source drivers. The nodes are compatible also with the
IEEE 802.11s [42] protocol for the creation of wireless mesh networks. The
nodes feature multiple wireless interfaces, and are high-end computers, with
quad-core Intel Core i5 and Core i7 processing capabilities, 4/8 GBs of RAM
and SSD disks.

e Commercial off-the-shelf (COTS) LTE testbed, consisting of a highly programmable
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6 Chapter 1. Introduction

LTE macrocell, multiple femtocells, an experimenter configurable Evolved Packet
Core (EPC) network and multiple User Equipment (UE), such as USB dongles
and Android Smartphones [67].

e Open Source LTE equipment, running over commodity Software Defined Ra-
dio (SDR) equipment, by the adoption of the OpenAirInterface platform [83]
(www.openairinterface.org). The platform is allowing multiple configura-
tions for creating highly customizable beyond 4G networks.

o COTS WiMAX testbed, based on a highly programmable WiMAX base station
in standalone mode (no ASN-GW component), along with several open-source
WiMAX clients.

o A Software Defined Radio (SDR) 5G testbed, consisting of 10 USRPs N210, 12
USRPs B210, 4 USRPs X310 and 4 ExXMIMO2 FPGA boards. MAC and PHY
algorithms can be executed over the SDR platforms, with very high accuracy.

e A millimeter-wave testbed, operating in the V-band (60GHz), based on six
nodes [104]. The platforms support high data-rate point-to-point setups, with
beam steering capabilities of up to 90 degrees with a step of 7.5 degrees.

e The nodes are interconnected with each other via 5 OpenFlow [75] hardware
switches, sliced using the Flow Visor [98] framework.

e A Cloud Computing testbed, consisting of 96 Cores, 286 GB RAM and 10 TBs
of hardware storage. For the provisioning of the cloud, OpenStack [97] is used.

e Multiple WSN clusters, supporting the IEEE 802.15.4, 802.11 and LoRaWAN
protocols, gathering measurements such as temperature, luminosity, air qual-
ity, radiation emission, etc.

The equipment is distributed across three different testbed locations in the city of
Volos, and can be combined for creating a very rich experimentation environment.

The nodes are running any major UNIX based distributions.

1.2.2 The OpenAirlnterface Platform

OpenAirInterface (OAI) wireless technology platform as the first open-source software-
based implementation of the LTE system spanning the full protocol stack of 3GPP
standards. It features contributions both in E-UTRAN (wireless access) and the
Evolved Packet Core (EPC) [83]. It can be used to build and customize an LTE
base station and core network on a PC and connect a commercial UEs to test dif-
ferent configurations and network setups and monitor the network and mobile de-
vice in realtime. OAI is based on a PC hosted software radio frontend architec-
ture. With OAI, the transceiver functionality is realized via a software radio front

end connected to a host computer for processing. This approach is similar to other
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software-defined radio (SDR) prototyping platforms in the wireless networking re-
search community such as SORA [103]. OpenAirInterface is the first fully x86-based
SDR solution in open-source, providing both UE, eNB, and core-network function-
ality. OAI is written in standard C for several real-time Linux variants optimized
for x86 and released as free software under the terms of version 3 of the GNU Gen-
eral Public License (GPLv3). OAI provides a rich development environment with a
range of built-in tools such as highly realistic emulation modes, soft monitoring and
debugging tools, protocol analyzer, performance profiler, and configurable logging
system for all layers and channels.
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FIGURE 1.4: OpenAirInterface protocol stack (Figure appearing in
[48].

In this thesis, we make extended use of the OAI platform at different levels. All
of our contributions are introduced as features in the OAI platform, that enable the
integration of new data plane signaling for the communication of disaggregated ar-
chitectures, as well as integration with non-3GPP technologies (WiFi) to the cellular
stack. All the solutions are wrapped as VNFs and are deployed in the testbed, al-

lowing the real-world execution of experiments.

1.2.3 Open Source MANO

Towards enabling experimentation with emerging 5G tools, we adopted the Open
Source Mano orchestrator for providing experimenters with a fully-fledged solution
for network virtualization and NFV functions. Open Source MANO (OSM) [30] is an
open source Management and Orchestration (MANO) software stack closely aligned
with ETSI NFV reference architecture that meets the requirements of commercial
NFV networks. Its primary focus is to accelerate the implementation of network
virtualization. OSM at its core enhances interoperability over several components
(e.g. VNFs, VIMs, and SDN controllers) and facilitates a plugin platform that creates
a scalable MANO environment. It combines cutting edge technology such as Con-
tainers [100] and Juju [47], to facilitate the required plugin framework. Specifically,
OSM is composed of 3 fundamental components:
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8 Chapter 1. Introduction

e The Service Orchestrator (SO) integrates the RIFT.io orchestration engine and
is responsible for end-to-end service orchestration and provisioning. It stores
the specifications for the network services, i.e., the VNF definitions and NS
catalogs, and can manage and monitor the status of already deployed services.

e The Resource Orchestrator (RO) is used to provide services over a particular
Infrastructure as a Service (IaaS) provider, e.g., the NITOS testbed. In OSM
release FIVE, RO can deploy network services over various platforms, namely
Amazon Web Services, OpenStack, VMware, Whitestack’s WhiteCloud and
OpenVIM. The SO and RO components can be jointly mapped to the NFVO
entity in the ETSI MANO architecture [28].

e The VNF Configuration and Abstraction (VCA) module performs the initial
VNF configuration via the use of Juju Charms.

o

¢ MANO

Northbound API

VNFs
\.n;I'\IF . o Open Source
anagement - M A N O
. . IP connectivity System
L required
API - IP connectivity
required
NFVI B

FIGURE 1.5: Open Source MANO topology (figure courtesy of [30])

In order to deploy a software service through OSM, a Network Service Descriptor
(NSD) is needed. The NSD specifies the network function components and the rela-
tions between them to be deployed over the IaaS provider. OSM defines these spec-
ifications for the NSD and VNF Descriptors (VNFD) via YAML-based documents.
Specifically, the SO handles the descriptors to define a VNF in terms of deployment
and operational requirements. Virtual Deployment Units (VDUs) are represented as
VM s or Containers and connections between them are specified in the VNFD via the
internal Virtual Links (VLs). OSM uses archived format both for NSD and VNFD.
This archive consists of the service/VNF description, initial configuration scripts,
and other auxiliary details. More details on the process and our contributions to the
platform are provided in Chapter 6.
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1.3 Thesis Synopsis

Based on the aforementioned architecture for C-RAN, and the existing experimen-
tation and software tools, this thesis provides real-world experimentally-driven re-
sults for such disaggregated 5G architectures. The fundamental questions that we
try to answer are the following: 1) What is the best point to disaggregate the base
station stack? 2) How can heterogeneous technologies be integrated into the net-
work cell? 3) Given such a disaggregated infrastructure, how can we serve end
users with low latency? 4) Since such infrastructure is highly softwarized, how can
we efficiently orchestrate its operation? In the following paragraphs, we provide a

summary of the works included in this thesis, towards addressing these questions.

Initially, in Chapter 2 we begin by studying and experimentally evaluating real
Cloud-RAN deployments, with respect to different functional splits. We use as a
reference architecture the 3GPP LTE stack and argue about the functional split ap-
plicability in contemporary networks. We study and design OSI layer 2 functional
splits, that can be used for the convergence of multiple heterogeneous wireless tech-
nologies in an all-in-one unit. We focus on splits taking place at the higher layer 2,
or between layer 2 and layer 1. By deploying our approach in a real testbed setup,
we extract the fronthaul network transfer requirements for the different splits and

present our experimental findings, compared with the respective simulation results.

Following this, in Chapter 3 we focus on the higher layer 2 splits, between the Packet
Data Convergence Protocol (PDCP) and Radio Link Control (RLC) layers. This dis-
aggregated RAN split defines a Centralized Unit (CU) and multiple Distributed
Units (DUs) is considered As this split is expected to bring numerous advantages
to mobile network operators, through the isolation of the stack from the PDCP layer
and upwards, the CU is considered to be able to act as the Cloud-based convergence
point among multiple heterogeneous technologies in the provisioned networks and
hence able to serve multiple heterogeneous DUs. Moreover, data rate requirements
for this type of split are not very demanding, thus allowing the IP-based transferring
of data from the DU to CU and vice-versa. In this chapter, we propose, design, im-
plement and evaluate a protocol for a Cloud-RAN based architecture allowing the
selection and dynamic switching of different heterogeneous networks in the RAN.
We rely on the open-source OpenAirInterface platform and extend it to support data
plane splitting of the LTE functionality, and the subsequent data injection to WiFi
networks. We evaluate the platform using a real network setup, under several sce-
narios of network selection and different delay settings.

In Chapter 4 we study the case of ultra-dense deployments of disaggregated base
station setups. Network densification and integration of heterogeneous technolo-
gies enable larger network capacity through the aggregation of multiple links, thus
assisting the transition from the existing network infrastructure to innovative 5G

networks. Nevertheless, as Ultra-Dense Heterogeneous Networks may operate in
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10 Chapter 1. Introduction

the same wireless spectrum, their performance potential may be hindered through
the operation in overlapping frequencies. Thus, efficient coordination is required be-
tween the involved heterogeneous technologies. In this chapter, we consider a dis-
aggregated base station setup, with capabilities to incorporate heterogeneous tech-
nologies for serving the UEs. We design and develop signaling between the hetero-
geneous Distributed Units and the Central Unit and apply a spectrum coordination
algorithm for optimal use of the wireless spectrum.

Chapter 5 presents our contributions towards minimizing service access latency
through Multi-access Edge Computing. Multi-access Edge Computing (MEC) has
been proposed as the means to drastically minimize the service access latency, by
bringing computational resources and services closer to the wireless network edge.
Edge resources are planned for extended usage in the upcoming 5G networks, as
they can meet stiff latency demands required from services being developed around
this ecosystem (e.g. VR, e-Health, Industry 4.0, etc.). At the same time, 5G networks
redefine the operation of traditional base station units, by disaggregating them and
operating part of them in the Cloud, thus creating Cloud-RANSs. These Cloud-RANs
can also be heterogeneous, based on our prior contributions, allowing users to ac-
cess the network through multiple wireless technologies. In this chapter, we blend
the novel disaggregated and heterogeneous base station architecture with the MEC
concept and propose the deployment of the edge computing services even closer to
the network edge. We study and design the cases when services can be placed close
or over the machines hosting the radio access services for the network access. By ex-
ploiting features for integrating heterogeneous radio resources in the cell, we create
a switching technology for the MEC side of the network that selects the technol-
ogy through which each client of the network is served. We integrate our cotnribu-
tions in a real-world prototype, and present our findings. Our extensive experiments
highlight the efficiency of our scheme in terms of latency, as well as for Quality of
Experience when streaming dynamically adaptive video.

Finally, in Chapter 6, we study the orchestration of our software developed services
for the disaggregated heterogeneous base stations. We adopt the Network Functions
Virtualization Management and Orchestration (NFV-MANO) architecture, which
provides a standardized approach for the management and effortless deployment
of (virtual) services. Although NFV-MANO initially focused on the deployment of
services over datacenters, the introduction of fully softwarized network architec-
tures even for the wireless part creates fertile ground for the re-conception of the
manner through which the underlying hardware is managed. In this chapter, we
consider the case of the NITOS wireless testbed and adopt the Open Source MANO
framework for provisioning virtual services on top of the equipment. We design
and introduce extensions the VIM service for the testbed to handle virtualized wire-
less network interfaces, hosted on the generic networking nodes of the testbed. The
extensions are introduced transparently to the existing operation of the platform, to
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allow the portability of network services and network functions to other instances as
well. We focus on providing virtual functions which are internetworked over wire-
less links, which traditionally are not handled by the framework, and allow easier
interaction of the end-users with the testbed. We benchmark the framework in terms
of performance and evaluate it with a use case around the single-click deployment

of heterogeneous disaggregated base stations.
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Chapter 2

Development and evaluation of
functional splits for C-RANs
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2.1 Chapter Introduction

The concept of centralizing the Radio Access Networks (RANs) has been identified
as one of the keen aspects to be adopted by the 5th Generation (5G) mobile net-
works. RAN centralization lies in the simple concept of decoupling the baseband
processing from the actual radio interface, and providing it as a Cloud Computing
service. Such Cloud services can enable many real-time operations that are currently
not viable in the "full-stack" base stations, and can serve as the main enablers for the
virtualization of the wireless network, allowing multi-tenancy over the actual same

hardware resources.

Cloud-RAN lies on separating the Base Band Units (BBUs) from the actual RF front-
end. Existing base station deployments are using a more decentralized approach,
where the base station units process a very large part of the networking stack. This
fact can pose a big obstacle in the base station syncing, especially for processes like
the enhanced Inter-Cell Interference Control (eICIC) for LTE-Advanced. Yet, they
can all be dealt with when the BBU processes for different RANSs are closely located
in the Cloud.
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14 Chapter 2. Development and evaluation of functional splits for C-RANs

Furthermore, the disaggregation of the functions from a single unit to the BBU and
a Remote Radio Unit (RRU) can fit extremely the 5G concepts of network virtualiza-
tion and higher delivered capacity per user in a single geographical area [109]. The
RRU can be considered as either a passive element, with the sole purpose to transmit
low-level data over the air (Remote Radio Head - RRH) or a more intelligent unit,
where part of the processing takes place (e.g. the entire PHY layer or parts of it).
Based on the demand and an existing pool of BBUs in the cloud, the serving RRUs
covering a single area can be instantiated on the fly. Moreover, since network slic-
ing and virtualization can be handled beyond the RRU, as its sole purpose is only
to transmit low-level raw data (ideally raw IQ samples for the RRH case), multiple
operators can take advantage of the very same physical equipment. Network vir-
tualization can take place as a virtual function in the Cloud, thus enabling multiple
tenants (mobile network operators) to take advantage of the same network equip-

ment.

For the implementation of Cloud-RAN architectures, high bandwidth connections
are needed from the RRU to the BBU. Depending on the point where the split takes
place, the transfer requirements of the network may vary; this highly depends on
the back/front- hauling technology as well. Employing an IP based scheme can in-
duce delays for the processing and packetization of data, as well as the maximum
number of served RRU units [19]. Deduced from these requirements, very stringent
delay times need to be met for the realization of the splits. Moreover, interoperabil-
ity of the Cloud-RAN with the existing network infrastructure is highly desired as
well. This essentially means that existing fiber-based infrastructure and protocols
(e.g. CPRI) or copper links can be exploited for the realization of Cloud-RANs. Cop-
per links have come to the fore due to their high availability, as well as flexibility of
protocols that can be executed over a packetized data plane. This is also reflected
in the standardization activities of IEEE P1914.3 for enabling Radio over Ethernet
communication, mainly for the Cloud-RAN applications.

Towards addressing this emerging research challenge, the Next Generation Fron-
thaul Interface (NGFI) has identified in [114] the possible splits for the BBU/RRU
functions. Both high- and low-level splits have been identified, with the LTE archi-

tecture as a reference.
This chapter’s main contributions are the following:
o To extract the real-time transfer requirements for a 5G Cloud-RAN in the FH.

o To implement and evaluate different functional splits over the LTE networking
stack, complying with NGFIL.

o To experimentally evaluate different transport protocols for the aforementioned
splits (UDP/TCP/SCTP).
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The splits that we evaluate take place at two different points of Layer 2 of LTE stack;
1) PDCP/RLC and 2) MAC/PHY. We employ the open-source platform OpenAir-
Interface [82] for the realization of the splits and evaluate our solutions in a real
environment, when using a 1Gbps Ethernet link for our FH.

The rest of the chapter is organized as follows. Section 2.2 is providing an overview
of any previous related work and our motivation. Section 2.3 is discussing our choice
for the functional splits, as well as the pros and cons of each solution. Section 2.4
is presenting our contributions and experimental setup, whereas in Section 2.5 we
showcase our experimental findings. Finally, Section 2.6 concludes our work and
presents some future directions.

2.2 Motivation and Related Work

Cloud-RAN has been identified as one of the key 5G enablers. Next Generation Mo-
bile Networks (NGMN) alliance has pinpointed the advantages, as well as potential
interfaces for facilitating the functional splits in [7]. The advantages of employing
a centralized processing unit, located in the cloud has been also described in [109].
The authors argue on the Cloud-RAN applicability for 5G schemes, as well as ana-
lyze the transfer requirements for the fronthaul (FH), when the functional splits take
place at different points of the PHY layer of LTE. Moreover, in [20], the different
technologies that are available for realizing the Cloud-RAN architectures are illus-
trated. Potential splits are identified along with the technologies employed for the

data transportation to the Cloud.

Similarly, authors in [9] detail the requirements for the FH network, concerning low-
level splits. An analysis of the potential technologies used for FH and BH of 5G
networks, based on these specific requirements for PHY layer functional splits is
presented in [10].

A study resembling our contributions is presented in [25]. The authors identify high-
layer and low-layer splits for FH and extract the transfer requirements for the net-
work. Yet, the work relies on simulation-based models for the network setup, while
in all of the aforementioned cases the authors do not consider the existing legacy
networks as potential technologies for transferring the data to the Cloud.

In order to use existing packet-based networks, instead of circuit-based fiber con-
nections (e.g. CPRI), the extra delays of packet encapsulation, decapsulation, and
processing have to be taken into consideration. Authors in [19] and [79] analyze and
model these requirements using IP based networks for PHY layer splits.

Yet, experimentally driven results are very scarce regarding the Cloud-RAN mod-
eling. Authors in [80] present a platform where the RRU is composed of all the
LTE PHY layer functions, whereas the rest of the eNB processing is taking place as
a separate process executed in the Cloud, based on the OpenAirInterface platform.
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16 Chapter 2. Development and evaluation of functional splits for C-RANs

Following up this work, authors in [8] present through real experiments the delay
that is incurred when the BBU is operating inside different virtualization environ-
ments (e.g. KVM, LXC, etc.). Similarly, authors in [16] present their platform for
Cloud-RANE.

In this work, we present our contributions to the same Open Source platform for
LTE, in which we implement functional splits at two different layers. Our work dif-
ferentiates from similar former studies in the fact that it is, to the best of our knowl-
edge, the first experimentally driven work on characterizing this type of splits over
an IP based FH network. By employing both simulation and real testbed experi-
ments, we evaluate and extract the real-time requirements for the operation of such
a Cloud-RAN architecture. We use an IP-based BH, and measure the limitations
induced by the packetization and processing of different protocols used for transfer-
ring the data. We use two approaches for the data transport: 1) based on stateless
protocols (UDP), for the PHY layer split, as data are more delay-sensitive regarding
the scheduling of the transmissions and 2) stateful protocols (TCP/SCTP) for higher
layer splits, as they can operate with more slack delay requirements, if proper buffer-

ing of the data is employed.
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FIGURE 2.1: LTE Reference Architecture and Identified Functional
Splits

2.3 Functional Split Architecture

We employ the LTE protocol stack as our reference architecture in order to identify
our functional splits and conduct our experiments. In this section, we provide a brief
overview of the functions of each layer in a bottom-up manner, and the potential of

each split when deployed in real systems.
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PHY layer is dedicated to the transmission and reception of control and user data
over the air. This may include functions such as FEC, encoding/decoding, equaliza-
tion, FFT and finally the D/A or A/D conversion. Functional splits can be identified
at different points of the PHY layer, used mainly for fronthauling the LTE network.
MAC layer is endowed with the scheduling processes and allocating resources for
the served UEs in the network. Once a stream is scheduled for transmission in a
specific subframe in the MAC layer, it is delivered to PHY. RLC is a sublayer used to
transfer the higher layer PDUs to MAC SDUs, by concatenating /segmenting them
and reassembling them. PDCP is used as the interface with the IP based networks,
used to do packet compression and removing the IP header before giving the packets

to lower layers for scheduling their transmission over the air.

Yet, although the splits other than the ones dedicated inside the PHY layer may yield
only small performance benefits for Cloud-RAN applications [109], they can be the
enablers for novel applications for 5G. The splits that are dealt with in this work are

the following:

e PDCP/RLC split: Splits over the MAC layer seem to be yielding only small
performance benefits for 5G, as they could presumably need more transmis-
sions over the FH link in order to send the same amount of data to the RRU.
The data sent are actual IP packets after the PDCP processing, which have not
gone through the concatenation process of the RLC. A qualitative disadvan-
tage of such layer splits is that the data sent to the RRU might need signifi-
cantly more transmissions over the network, as it is of lower size than the ones
outputted by the RLC process. Yet, as most of the contemporary networks can
transfer packets of up to a specific size (e.g. MTU equal to 1500 bytes), the us-
age of technologies like Ethernet can be advantageous for the functional splits.
Although this might seem a drawback for this type of split, there are clear ben-
efits of using the PDCP as a convergence layer among different technologies
[92]; multiple technologies can be coordinated from a single PDCP/IP instance
at the base station, enabling seamless mobility experience across several tech-
nologies, with very little overhead for the network operator.

e MAC/PHY split: The MAC/PHY split that we examine has been identified as
one of the potential splits in [109], [19] and [9]. In this case, the RRU and BBU
are synced and operate on a subframe basis. The BBU unit can instruct, based
on the output of the MAC scheduling policy, the subframe allocation for each
UE. The actual data that needs to be transferred from the BBU to the RRU is
equal to the Transport Block Size (TBS), depending on the modulation and the
physical resource blocks which are allocated to each specific UE. This split can
be beneficial for the real-world application of several algorithms and technolo-
gies, such as dynamic scheduling of multiple RRUs, spectrum coordination
algorithms [11], beamforming coordination [22], etc.
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Figure 2.1 is illustrating the architecture and the splits that we evaluate. We employ
the OpenAirInterface platform as our reference implementation of the LTE stack in
order to choose the functions which will be split. Regarding the PDCP/RLC split,
the splitting function takes place in the following manner: whenever PDCP is re-
ceiving a packet, it goes through its normal procedure before being relayed to the
next layer. As soon as the packet is processed, it is sent to the RRU where RLC pro-
cesses it. The resulting stream is placed in a buffer waiting for the MAC protocol to
send a request for it. It is worth to mention here that the existing buffer for handling
this type of data in OpenAirInterface needed to be extended for carrying out our

experiments.

Regarding the MAC/PHY split, we choose to override the part where the two layers
communicate with each other; this is the point where upon the end of the MAC
scheduling algorithm, the BBU instructs the RRU at which subframe the data will
be transmitted over the air. This means that no buffering of the packets takes place
inside the RRU, but are solely handled by the eNB application (BBU). Whenever
data needs to be sent over the air, data streams are sent to the RRU along with all
the signaling needed to orchestrate the PHY layer, including the subframe scheduled
for transmitting, the number of physical resource blocks, the modulation and coding

scheme (MCS), the antennas, etc.

1 Gbps
Ethernet
(0.436 ms RTT)

RRU Unit

Weesicl BBU EPC/HSS

FIGURE 2.2: Experiment setup for the split evaluation

24 Experimental Setup

For the evaluation of the chosen splits, we experiment using the NITOS environ-
ment. NITOS is a heterogeneous testbed located at the premises of University of
Thessaly, in Greece. It offers a very rich experimentation environment with resources
spanning from commercial LTE, to WiFi and Software Defined Radio platforms [67].
The topology that we employ is depicted in Figure 2.2. We split the eNodeB process
of OpenAirInterface into two parts, one being executed on a node with a USRP B210
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FIGURE 2.3: Reference results taken with OpenAirInterface for simu-
lation (SIMU) and real time (RT) operation

platform, being our RRU, and one on a dedicated testbed node. For the two under-
study functional splits, different parts of the code are either executed over the BBU
or the RRU. A third testbed node is running the EPC and HSS software, while we
also employ a fourth node equipped with an LTE Cat. 4 UE.

The splits are configured as follows; we override the default processes for OpenAir-
Interface and configure one listening server and one client for two different binaries
of the code. Each time that a packet is about to be sent as a data request from a
higher to a lower layer, it gets packed in a standard message and is sent over the
link. We use the socat application for redirecting the traffic over the network to the
listening server. In case of a data indication message (lower to higher layer direc-
tion), a similar process takes place. The parameters of the LTE network setup, as
well as the different scenarios that we use, are shown in Table 2.1. For all of our
cases, the testbed nodes are static, and the UE is reporting values of excellent signal
quality, with the RSRP ranging from —76 to —83 dBm and reported RSSI values up
to —53 dBm. We perform our experiments using two different bandwidth settings,
for LTE channels of 5 and 10 MHz.

TABLE 2.1: Testbed and Simulation parameters

Network Parameters Values

LTE mode FDD Band 7

LTE Frequency 2680 MHz (DL)

No RBs 25,50

UE Cat. 4 LTE, Huawei E3272
OAISIM channel emulation Rayleigh

OAISIM mobility STATIC
Backhaul/Fronthaul RTT ~ 436 msec
Backhaul/Fronthaul connection | 1Gbps Ethernet

Ethernet MTU size 1400 bytes

Similarly with the real network setup, we use the same testbed nodes in order to run
the OpenAirInterface emulation platform [107] (OAISIM). All the functional splits
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are implemented for both setups, real-time and emulator. Regarding OAISIM, we
use the setup where the PHY layer is abstracted, meaning that certain functions of
the PHY are omitted. This setup is able to yield better results, as the wireless channel
is modeled using predefined patterns. For all of our simulation experiments, the
multipath model used is Rayleigh, as it is the one that is used by default in OAISIM.
The splits are taking place over the same network as happens with the real setup.

As our FH network is an IP based one, we choose to evaluate the performance of
different protocols for the splits, depending on the split and real-time requirements
of the network. Although stateless protocols are the ones that should be adopted for
this type of experiments (UDP), we also incorporate TCP and SCTP as our transport
solution for the FH for the cases of PDCP/RLC split, which has more loose delay
requirements. Our experiments demonstrate that fronthauling is viable also with
these solutions, although more capacity for the FH network is needed for achieving
similar performance as with the UDP solutions. Regarding the TCP experiments,
the congestion control algorithm that we use is Cubic, as the rest of the algorithms
yielded worst performance results, indicated also in [108]. For the SCTP results, we
use 5 parallel streams for each association and do not use the multi-homing features.
We provide experimental results with a resolution of 10 for each measurement. For
generating traffic for our measurements, we use the iperf traffic generator, set to
saturate the wireless link with UDP traffic.

In the following section, we present our experimental results, obtained by running
the aforementioned functional splits in a real testbed environment as well as with
simulation results. The evaluation is broken down into three subsections. Initially,
we briefly provide some reference measurements from the under study platform
without implementing any split. Following, we showcase the experimental results
for the PDCP/RLC split, and finally we present our results regarding the MAC/PHY
split. Although the splits are applicable for both the Downlink and Uplink data flow,
we present measurements for the Downlink channel, as it is the one with the most
stringent requirements for transfer. We measure and comment on the total achieved
throughput for the LTE UE, for the two under examination functional splits.

2.5 System Evaluation

2.5.1 Reference Measurements

Initially, we present some benchmarking results of the platform that we use for our
experiments. In this setup, we use the vanilla OpenAirInterface platform, configured
as either the LTE emulation platform (OAISIM) or set to operate in real-time (RT),
running the whole LTE stack in one base station binary application.

In Figure 2.3 we provide the results regarding the throughput performance achieved
per each MCS profile allocated by the eNodeB scheduler (Fig. 2.3a), as well as the

Institutional Repository - Library & Information Centre - University of Thessaly
10/05/2024 13:01:39 EEST - 3.15.222.251



2.5. System Evaluation 21

RT: PDCP/RLC Split

14

SCTP5MHz —— | ' ' '
TCP 5MHz —%— p
12 H UDP 5MHz e
5CTP 10MHz
TCP 10MHz
. 10 H{ UDP 10MHz —6—
g_
Q0
2 3
5
Q
ey
g’ 6
S =N
[ _/,—_+W.—
4 A
2
O 1 1 1 1 1
0 5 10 15 20 25
MCS
(A) Split results for real time
Emulation: PDCP/RLC Split
12 T T T T T
D
10 +
g s}
=
2
< 6
D
>
o
£
4 SCTP 5MHz
q TCP 5MHz —%—
UDP 5MHz
23k 5CTP 10MHz
TCP 10MHz
. . . UPP 10MHz I—e—
0 5 10 15 20 25

MCS
(B) Split results for OAISIM

FIGURE 2.4: PDCP/RLC splits when using UDP, TCP and SCTP for
fronthauling

mean TBS used (Fig. 2.3b). TBS is of paramount importance for the MAC/PHY split,
as the output of the MAC processing mandates the transferring of equal-sized data
to the RRU within the time scheduled for transmission. The bits that are allocated
by the LTE scheduler for transmission are the ones that will define the bottleneck in

our under investigation fronthaul network.

We observe that the OAISIM platform yields the same results for MCS indexes over
16. This happens due to the abstraction flags that are passed to the emulation plat-
form, which omits the execution of certain PHY-layer blocks in favor of better perfor-
mance. Similarly, the TBS allocated for each transmission follows the same pattern.

2.5.2 Evaluation of PDCP/RLC splits

Since the PDCP functions happen at a higher layer, the real-time operation can be
maintained if proper buffering is used at the RLC level. PDCP is processing every

Institutional Repository - Library & Information Centre - University of Thessaly
10/05/2024 13:01:39 EEST - 3.15.222.251
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incoming IP packet and upon the header compression, it delivers it via the FH net-
work to the RRU implementing the LTE protocol below RLC. Whenever MAC layer
is finished with the scheduling of its buffered packets, it requests the RLC buffered
packets. Based on this fact, real-time operation can not be broken if other than state-
less protocols are used for the FH. Nevertheless, this fact means that larger memory
allocation is needed for enabling such a split. For our experiments, we extended the
memory allocation for both the BBU and RRU applications, in order to reassure that
the machine does not run out of memory.

Figure 2.4 is presenting our experimental results when using the real-time platform.
As we can observe for the real-time operation (Figure 2.4a), and concentrating on the
5MHz transmissions, we see that the worst-performing protocol is SCTP. Although
SCTP has been introduced as a protocol resolving the head-of-line blocking effect
that is present in TCD, its implementations for the Linux kernel are not that mature
compared with TCP. For 5MHz, the bottleneck for SCTP when fronthauling the LTE
data over the 1Gbps Ethernet link is around 4Mbps. The same bottleneck exists for
SCTP fronthauling for channels with 10MHz bandwidth.

Regarding TCP experiments, we see that the bottleneck for transferring the 5SMHz
channels is happening around MCS 18, meaning for TBS sizes over 1000 bits. Sim-
ilarly, for the 10MHz transmissions, the bottleneck is around MCS 14. Regarding
the UDP experiments, for both 5 and 10 MHz transmissions, the bottleneck for the
1Gbps FH link is around 13Mbps. UDP outperforms both SCTP and TCP as it due
to its stateless nature, the overhead that is posed on the fronthaul only regards the
transmission of IP packets, after the PDCP handling and compression to the remote
RRU with the RLC layer.

RT: MAC/PHY Split

UDP 5MHz ——
DP 10MHz —%¢—

16

= = I
o N IS
T
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T

Throughput (Mbps)
[ee)

0 5 10 15 20 25
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FIGURE 2.5: MAC/PHY real time splits

Regarding the simulation results, a similar pattern as in the real time experiments
is witnessed. We observe that the throughput achieved by OAISIM is bounded at
approximately 11Mbps for the best case, when using UDP for transferring the data.

Institutional Repository - Library & Information Centre - University of Thessaly
10/05/2024 13:01:39 EEST - 3.15.222.251



2.6. Discussion and Future Work 23

As illustrated in Figure 2.3a, for MCS indexes over 16, the data is sent using the same
TBS, as several of the PHY functions are omitted in favor of better performance.

2.5.3 Evaluation of MAC/PHY splits

Following the PDCP/RLC splits, we conduct experiments regarding the lower layer
split. We present results only for the UDP based data flow, as our first set of ex-
periments denoted that it is the protocol that achieves better performance in such
splits. Moreover, the RRU employs a minimal queueing mechanism, so whenever
the data is sent over the fronthaul to the RRU, they are scheduled for transmission.
If they are not sent during the scheduled subframe, they need to be discarded by the
RRU. Due to this operation, UDP seems to be the only viable solution for measuring
the fronthaul network overhead. Apart from the TBS data, information regarding
the transmission is also sent, containing the scheduled subframe and physical re-
source blocks. The split is taking place upon the decision of the scheduler on which
subframe the data will be sent (with the subframe duration being 1 msec), the mod-
ulation and coding scheme which will be used and the physical resource blocks that
will be allocated for each UE.

Figure 2.5 is illustrating the performance results that are achieved for the MAC/PHY
split. Due to the operation of this mechanism, we observe the bottleneck of the fron-
thaul link is around 1500 bits for TBS when using a 5MHz channel, and around 2000
bits for 10MHz channels. Throughput achieved by the LTE UE is around 14Mbps,
whereas in the non-split case it was over 30Mbps. For both cases 5 and 10 MHz
we can see that the fronthaul network reaches its capacity for MCS indexes over
14. From that point, the achieved throughput is less incremental, compared to the
non-disaggregated framework.

2.6 Discussion and Future Work

In this work, we presented experimental results obtained through real experimenta-
tion and simulation, about the fronthaul performance of two different functional
splits over the LTE protocol stack. We investigated the total delivered through-
put to an LTE UE when the eNodeB process is running detached from an RRU,
splitting the LTE networking stack at either the PDCP/RLC or MAC/PHY points.
Our study concentrates on using existing technologies for the fronthaul network of
Cloud-RANSs, using 1Gbps copper links.

The results that we obtained illustrate that for high layer splits (i.e. PDCP/RLC),
the transport protocols can pose performance limitations, but do not break the real-
time operation of the base stations. Nevertheless, the results vary and as expected,
stateless solutions (e.g. UDP) are found out to be more applicable. Moreover, for
lower layer splits, like the MAC/PHY split, where the RRU transmissions are solely
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scheduled in the Cloud, real-time operation mandates the use of high bandwidth
solutions, with the least possible overhead.

The proposed PDCP/RLC split can be used as a convergence sublayer among RRUs
and BBUs that incorporate more than one heterogeneous wireless technologies. In
the future, we foresee to investigate under real-world settings the impact of different
functional splits in the low PHY layer, including the splits before the equalization of
the signal at the receiver.
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3.1 Chapter Introduction

Cloud-RAN is a key enabler for the 5th Generation of Mobile Networking systems
(5G). The technology relies on decoupling the computational processing taking place
traditionally on the base stations (BSs), and offloading part of it to Cloud instanti-
ated VMs. The point at which the splitting of this process happens relies highly on
the capacity of the fronthaul interface/technology used, between the Remote Radio
Unit (RRU) and the Baseband processing Unit (BBU). Several studies have proposed
different options for selecting the split point of the mobile stack (e.g. [24, 32]). Based
on these, splits at the very low physical layer (e.g. I/Q samples are sent to the RRU),
require constant high-rate connections between the BBU and the RRU, and hence
costly fiber deployments. In such solutions, protocols such as Common Public Ra-
dio Interface (CPRI) or the newly introduced eCPRI are used for fronthauling the
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26 Chapter 3. Integration of heterogeneous wireless technologies in C-RAN

RRU. Nevertheless, higher layer splits can be efficiently served over traditional Eth-
ernet/IP connections for the fronthaul interface [114]. These higher-layer splits usu-
ally regard the splitting of the processing in legacy base stations either at the Layer
2 of the OSI stack or inside the PHY layer.

Cloud-RAN technologies facilitate the creation of multi-connectivity functional ar-
chitectures for 5G systems. For example, the usage of a cloud-based convergence
point consisting of joint processes for either MAC or PDCP layers and upwards is
introduced in [91]. This trend is also reflected in the upcoming standards for the new
5G radio interface (e.g. [4], [5]), where a CU includes the processes of the PDCP layer
and upwards, able to control multiple DUs incorporating the RLC layer and down-
wards. The communication between the CU and the DU is taking place over the
newly introduced F1 interface, utilizing the F1 Application Protocol (F1AP), even
supporting DUs providing heterogeneous wireless network connections (e.g. 5G,
LTE, WiFi). A single CU should be able to serve multiple DUs (one-to-many relation-
ship), whereas each DU is served from a single CU (one-to-one relationship). The
data plane traffic (payload traffic forwarded to the network UEs) is traversed over
the F1-U interface, encapsulating the traffic with GPRS Tunneling Protocol (GTP)
headers over UDP/IP, similar to S1-U interface, whereas the control plane (e.g. RRC
signaling) is using the F1-C interface, running over SCTP/IP, as in S1-C interface.
Since this decoupling of the base station functionality takes place at a higher layer, it
allows for lower layer splits to be also incorporated, thus creating a multi-tier disag-
gregated architecture. Therefore, we refer to this interface as the midhaul interface
from this point onwards.

In this chapter, we build on top of our former work [68] and extend the PDCP/RLC
data-plane splits with an organized protocol for managing the CU/DU communi-
cation. Using our protocol, we introduce WiFi-based DUs to the network managed
through the same CU instance as the rest of the network. We employ the OpenAir-
Interface platform [83] for developing the splits over the implementation of the LTE
protocol that is provided. On top of this functionality, we explore network perfor-
mance for different transport protocols and latency settings on the midhaul link [71].
Through the utilization of the one-to-many relationship between the CU and DU,
we evaluate different policies for network selection/aggregation. We provide our
experimental findings collected from a heterogeneous testbed offering all the com-
ponents for our tests.

The rest of the chapter is organized as follows: Section 3.2 provides a literature
overview of the field. Section 3.3 presents our protocol for the intercommunica-
tion between CUs and heterogeneous DUs, and our policies for network selection.
Section 3.4 describes our experimental setup. In Section 3.5 we showcase our results
and in Section 3.6 we conclude.
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3.2 Related Work

Cloud-RAN is a key technology for 5G mobile networks, with multiple benefits
for both operators and network users, as identified in several existing works (e.g.
[109], [20]). All these works focus on identifying different splits, based on a high-
throughput fiber interface for the network fronthaul, and splitting the stack be-
fore/at the baseband processing level. Nevertheless, multiple splits have been fur-
ther identified, particularly within the higher layers of the networking stack, for
example in Layer 1 or 2, which require lower capacity for the fronthaul interface.
Examples of these splits are included in [24], [32]. Packet-based transferring of
data over the fronthaul interface was initially introduced by China Mobile in 2015,
through the Next Generation Fronthaul Interface (NGFI) [114]. In their white paper,
six different splits that can be accommodated within an Ethernet-based fronthaul
are analyzed, along with their requirements for serving remote units with different
characteristics (e.g. number of antennas, resource blocks used, etc.). Similarly, the
authors in [19], measure the impact of packetization for an NGFI based fronthaul
interface and validate the transferring requirements for the identified splits. In [79],
they discuss the processing overhead in a Cloud-based setup for similar split archi-
tectures.

The importance of the splitting processes is also pinpointed by the current 3GPP
standardization efforts for 5G. In the current efforts for the new radio interface, the
PDCP/RLC split is included in [4]. Based on this study, we adopt hereafter the
3GPP terminology and refer to the cloud-based units as Central Units (CUs), con-
sisting from PDCP layer and upwards, and the remote radio units as Distributed
Units (DUs), depicting the mobile networking stack from the RLC layer and down-
wards (see. Fig. 3.1). One of the PDCP roles in the mobile networking stack is to
manage and rearrange the independent RLC entities. Thus, it may be used for the
subsequent management of DUs (RLC and below layers) corresponding to different
technologies, enabling higher network capacity and network selection policies even

on per-packet basis, as shown in [57].

Incorporation of heterogeneous technologies on the mobile networking stack has
been included in the 4G protocol standards as well. Through the introduction of
the Xw interface, the PDCP instance of a 4G base station shall be able to communi-
cate with WLAN based cell deployments, towards expanding the network capacity
and utilizing the unlicensed bands [3]. This process is known as LTE-WLAN Ag-
gregation (LWA) and utilizes the LWAAP protocol for the intercommunication and
signaling of the different components.

In this work, we deal with the incorporation of this type of interface in 5G Cloud-
RAN deployments. In our previous work [68], we provided an experimental eval-
uation of the PDCP/RLC and MAC/PHY splits. Our work has been developed in
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OpenAirInterface [83], for supporting the (data plane) transferring of data. We con-
cluded that the split that has the loosest requirements for the fronthaul/midhaul
capacity is the PDCP/RLC. Based on our findings, and since the 3GPP standards are
not yet finalized, we hereafter propose an architecture for the intercommunication of
heterogeneous (LTE and WiFI) DUs with the respective CU. Based on this architec-
ture, we propose and evaluate different policies to provide network selection for the
downlink traffic (CU to DU communication) or use them for network aggregation.

Central Unit (CU) Backhaul
Network
S1AP/X2AP >G-CORE
UDP/GTP
SDAP
| rec || Poce |
F1 Fronthaul/Midhaul
Interface Network
Distributed Distributed Distributed
Unit (DU) - 5G Unit (DU) - 4G Unit (DU) —
WiFi
RLC RLC
MAC MAC MAC
PHY PHY PHY

FIGURE 3.1: 5G Data Plane architecture for the CU/DU split

3.3 System Architecture

In this section, we describe the system architecture and the protocol that we de-
veloped for the intercommunication between the CU and the heterogeneous DUs.
We use as a reference architecture the 5G RAN architecture (see Fig. 3.1) and as
our implementation platform the OpenAirInterface platform. Hence, our reference
networking stack is 4G stack, and we analyze the processes that take place in our
developed functionality for the CU, the LTE DUs and the WiFi DUs.

3.3.1 Central Unit

The CU is incorporating all the processes from PDCP layer and upwards. Thus, it
provides an interface to the Core Network (e.g. EPC or 5G-Core) for transferring
GTP encapsulated user data. Moreover, it is integrating the RRC procedures for sig-
naling and controlling the operation of the different layers (PDCP, RLC, MAC). In
the 5G architecture, the Service Data Adaptation Protocol (SDAP) is introduced, as
a means to map traffic flows to data radio bearers. In our system design, we inter-

cept the data plane traffic only at the Service Access Point (SAP) interface with the
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RLC. At that point, all the procedures of the PDCP layer have taken place, includ-
ing stripping off the GTP headers, PDCP header encapsulation, numbering and data
compression for the downlink (DL) traffic flow. The opposite procedures take place
for the uplink (UL) traffic. Subsequently, our solution is encapsulating the PDCP
PDUs with the appropriate headers to match the receiving DU(s) and forwards the
traffic over the midhaul. This is the point where the network selection policies may

be also running. The headers that we use are analyzed in subsection 3.3.4.

3.3.2 LTE Distributed Unit

The DU side of the architecture deals with receiving the F1-U packets over the mid-
haul interface, and based on the packet header is able to invoke the respective RLC
processes. For the LTE stack that we use as reference for development, our proto-
col intercepts the data plane specific SAPs between the layers (pdcp_ric_data_req for
the DL flow and rlc_pdcp_data_ind for the UL flow) and subsequently is running the
default processes provided by the stack. Therefore, if these processes need to re-
turn specific values on the further execution of the stack like e.g. the RLC Operation
Status retrieved from the data request, we handle them by packing them to new

messages and sending them back to the CU.

3.3.3 WiFi Distributed Unit

As the WiFi stack significantly differs from the mobile networking stack in terms of
the supported procedures, different processes need to take place upon the reception
of the data request for traversing the payload to the network UE or sending the data
back to the CU. These processes include the reception of the data request transmitted
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from the CU, unpacking and stripping off the PDCP header, and subsequently deliv-
ering the payload to the wireless driver running on the DU device. For the UL data
flow, payload traffic shall be encapsulated in the respective PDCP headers for the
PDCP instance running on the CU. This includes dedicated processes for assigning
new sequence numbers for the packets sent to the CU, as well as packet compres-
sion. For our implementation, and since the PDCP entity of OpenAirInterface is
not supporting compression, we omit this procedure. In order to incorporate the
information that does not exist in WiFi (e.g. protocol context, data bearer ID) and
in order to allow the transparent handling of the packet reception at the CU side,
we also introduce a lookup table at the DU side that is mapping the IP address of
each receiving client to the protocol context information that we extract from incom-
ing data requests. This process requires that the initial packet transmission happens
from the CU to the DU, in order to keep this information. In the case where the
end-client side uses a similar joint PDCP procedure, this process can be omitted.

3.3.4 Communication Protocol

The communication protocol that we employ is instrumenting the whole exchange
process. We refer to our protocol and the procedures that take place as F1 over IP
(F1oIP) hereafter. The CU and DU units are able to discover each other upon system
startup, using a predefined capabilities and configuration file with the locations of
the different modules. Upon the initial connection over the midhaul interface be-
tween the CU and the DUs, capabilities messages are exchanged with each other,
stating the technology that is used by each DU. From this point, the exchange of the
user-destined data taking place either on the DL or the UL channels is being car-
ried out through our functions in the midhaul interface. Since we need to keep both
ends informed of all the values needed for carrying out any computations at each
receiving end (e.g. hash tables with the network users), we piggy-back the needed
information in the packets that are exchanged.

The F1oIP packet format used is depicted in Fig. 3.2. Each PDCP data request/indi-
cation PDU is encapsulated in a packet including fields for packet type, DU type,
and addressing the DU ID and the CU ID. Different types may be supported for
the same DU, as a single unit may incorporate functionality for both technologies,
whereas the selection of the interface is made by the CU. Fields containing the data
request or indication information (Data REQ/IND info) are used for piggy-backing
the information needed for carrying out computational functions at the different net-
work ends. This information includes the protocol context, as well as the receiving
UE RNTI, and scheduling information for the transmission over the air (frame/sub-
frame). The overall overhead posed by this header, along with the current status
in the size of the respective variables that are used and exchanged for OpenAirIn-
terface is measured to be 80 bytes long. For the case of the WiFi-based DUs, this
information is redundant and therefore ignored.
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As an extension of the scheme, we foresee the incorporation of GTP tunnels for the
communication (as drafted in the standards for 5G RAN). In such a setup, each GTP
TEID is mapped to the respective variables for the UE, bearer IDs, etc. and therefore
the context variables can be omitted.

3.3.5 Network Selection Policies

The decoupling of the base station stack to a CU/DU functionality, and the incorpo-
ration of heterogeneous DUs in the system, creates fertile ground for the application
of network selection algorithms. Based on the output of these algorithms, the CU
may select the DU to which the traffic will be forwarded to, and thus select which
network will be utilized. Since all the traffic is sent over the PDCP layer, this se-
lection can be performed even on a per-packet basis. As a proof-of-concept, we
developed the following policies and further evaluate them in section 3.5:

o LTE WiFi Aggregation: In this mode, each data packet generated by the PDCP
process is flooded to all available DUs in the system.

e Round-Robin Scheduling: For this policy, the CU selects to which DU to send
the traffic in a Round-Robin manner.

e Single Interface Selection: This policy is forwarding traffic to only the selected
DU.

Of course, these policies are only indicative. The system can be easily extended to
host new policies for network selection, as well as gather information on the current
network status and make decisions on the employed networks. This allows the im-
plementation of traffic steering for aggregated networking topologies, e.g. selecting
the transmission of time-critical data over LTE/5G and using WiFi otherwise.

3.4 Testbed Implementation

The described functionality has been developed in the OpenAirInterface platform
and is executed over the NITOS testbed. NITOS is a heterogeneous testbed located
at the premises of University of Thessaly, in Greece. It offers a very rich experi-
mentation environment with resources spanning from commercial LTE, to WiFi and

Software Defined Radio platforms that suit our experimentation needs [67].

For the development of the messaging exchange scheme, we employed Google’s
Protocol Buffers Library and the C language bindings [88]. By formatting the mes-
sage header through the protobuf library, the overall header size of our communica-
tion solution, along with the piggy-backed information, is 80 bytes, that is exchanged
between the CU and DU and vice-versa whenever a packet is transmitted over the
network. The development of the CU/DU functionality has been written as a sep-
arate module inside the Layer 2 functionality of the OpenAirInterface code. As the
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transport protocol between the CU and DUs, we use an asynchronous TCP or UDP
interface. The current configuration of the CU enables the utilization of different
transport channels per each DU, thus allowing them to run with different settings
(e.g. TCP for the LTE-DU and UDP for WiFi-DU).

The utilization of the protobuf library provides the opportunity for applications of
different languages to use the same message definitions. Therefore, for the develop-
ment of the WiFi DU, we used a Python-based agent. This agent is capable of receiv-
ing the CU messages, retrieving the payload and injecting it to the WiFi device that
is configured as an Access Point. The injection is being handled by the scapy Python
module [17], which provides bindings for creating packets and injecting them into a
network interface.

The topology used for our experimentation process is given in Fig. 3.3. Since the
current version of F1oIP is only overriding the data plane communication between
the CU and the LTE DU, the production of two different binary files is not possible.
However, we emulate this type of behavior by injecting delay between the network
interfaces that are used for this communication between the CU and DU, equal to
0,250ms. The delay that we inject is done with the netem application and is equal
to the mean delay that we measure over the midhaul between the CU and the WiFi

DU.
NITOS NODE NITOS NODE NITOS NODE
| Iperf application | .
OAI-CU WiFi-DU
| OAL-CN r Latency Emulation | Scapy injection |
| OAI-LTE-DU | | Ath9k driver |
~ 7
$\\ // o
~ e
ite . - @
NITOS NODE

| Iperf application |

| LTE Client | | WiFi Client |

FIGURE 3.3: Experiment mapping over the NITOS testbed

In the following section, we provide our experiment results gathered from running
the platform in the testbed. Each experiment is provided with a resolution of 10 for
each measurement. For generating traffic for our measurements, we use the iperf
traffic generator, set to saturate the wireless link with UDP traffic. The LTE and WiFi
DU clients are always logged to use the same Modulation and Coding Scheme over
the channel, for all the experimental measurements. The configuration of all the
involved testbed components is provided in Table 3.1.
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TABLE 3.1: Testbed Equipment parameters for experimenting with
heterogeneous disaggregated Cloud-RANs

Network Parameters Values

LTE mode FDD Band 7

LTE Frequency 2680 MHz (DL)

Antenna Mode SISO

No RBs 50 (10 Mhz)

UE Cat. 4 LTE, Huawei E3272
Backhaul/Midhaul RTT ~ 200 msec
Backhaul/Midhaul capacity | 1Gbps Ethernet

Ethernet MTU size 1400 bytes

WiFi Clients Atheros AR9380

3.5 Experimental Results

The experimental evaluation of our scheme is organized in two subsections: 1) Initial
benchmarking of the platform for the different policies for network selection, and
in terms of Cloud resource consumption as the number of DUs increases, and 2)
evaluation based on the delay over the midhaul.

3.5.1 Policy Evaluation and Benchmarking

As a first set of experiments, we measure the performance of the network selection
schemes listed in Section 3.3.5. We measure the single-unit vanilla OpenAirInterface
eNB to achieve 34.4Mbps goodput for the DL channel for the under-test configura-
tion. Subsequently we measure the performance of OpenAirInterface including our
additions, for either UDP or TCP based midhaul (Figures 3.4a and 3.4b respectively).

We see that for the Aggregation mode, in which the CU is forwarding traffic to all
available DUs, the achieved performance for the LTE network is close to the vanilla
setup. Likewise, the single network selection policy produces similar results. This
is due to the configuration of our protocol that exchanges signaling messages be-
tween the CU and the DU only during the initial setup phase. For the Round-Robin
configuration we observed slightly lower performance for both DUs, caused by the
extra delay induced in the system by the respective processes that determine the DU
selection.

It is worth to mention here that the WiFi configuration is able to reach a maximum
of 37.7 Mbps when saturating the channel. This limitation comes from the usage of
the python Scapy module for injecting traffic to the WiFi interface; Scapy is opening
a new socket connection for each new packet that arrives at the DU for delivering
the traffic to the WiFi driver.

As a second benchmarking evaluation we measure the requirements for the CU in
processing power and memory, when varying in the number of DUs deployed. Fig-
ure 3.4c depicts our experimental findings in terms of measured overhead for each
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FIGURE 3.4: Experimental Evaluation for the developed policies

new DU introduced to the system, compared to an initial setup with 2 DUs. We use
only WiFi DUs for this type of experiment. We measure the resource requirements
for up to 16 DUs in the system, as at that point we determine that the CPU of the ma-
chine running the CU software is exhausted. As illustrated, the processing resources
needed to run the CU for up to 8 DUs requires approximately 25% more processing
power compared to the 2 DUs scenario. For supporting the remaining set of the DUs
(up to 16 DUs) we require about 34% more processing power. Regarding memory
usage, we observe an almost linear increase as new DUs are added to the system.
Approximately, from the CU side, each new DU consumes additionally about 30MB
of memory for its efficient operation.

3.5.2 System Evaluation for varying Midhaul delay

As a second set of experiments, we measure the delivered goodput and Round Trip
Time (RTT) for varying delay on the midhaul link. For the LTE case, we use the socat
application to redirect the requests from the CU to an intermediary testbed node
before delivering them to the DU. The latency on both the LTE and WiFi links is
measured to be the same.

We use the netem application to set artificial delay on the midhaul link. We use the
aggregation policy for these experiments, as this is the policy that produced higher
results in the initial benchmarking experiments in the previous section. Figures 3.5a
and 3.5b show the results for either UDP based midhaul or TCP. For both cases, we
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FIGURE 3.5: Experimental Evaluation for varying Midhaul delay

see that the performance starts to drop at around 70ms of midhaul latency. Never-
theless, the respective RTT (see Fig. 3.6) for the same interfaces seems to be growing
by the double delay and a fixed amount added by the wireless access. Based on
our results, we can incur that if the midhaul interface is realized over a fiber-based
Ethernet link, the CU will be able to serve distributed DUs located at 500 Kms away
without any decrease in the provisioned service at the end-client. Of course, in such
environments, we need to further investigate on how to differentiate the paths that
low latency applications take in order to minimize the impact on the user’s QoE.
UDP from that point and for higher delays, starts to perform worse than TCP, which
through the adaptation of the congestion window and the receiving window is able
to better handle the higher latency on the midhaul link. However, if these features
are deactivated (see Figure 3.5c), we see that TCP cannot handle even lower delays
in the midhaul (e.g. 30ms). For the WiFi case, we see that it is more resilient to delay,
starting to drop for delays higher than 100ms. This is caused by the fact that the bot-
tleneck of our implementation is not the midhaul interface, but the injection module
at the WiFi DU.

3.6 Chapter Conclusion

In this work, we provided an experimental evaluation of a protocol enabling the
Cloud-based convergence of heterogeneous networks, when operating with the CU/
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FIGURE 3.6: RTT Evaluation results for different Midhaul interfaces

DU split. We detailed the communication protocol and the development process for
the split operation of the OpenAirInterface networking stack. We provided proof-
of-concept and performance experiments on the network selection policies that we
use for the DUs, the indicative cost in processing power and memory allocation at
the CU side, and the overall delivered goodput and RTT for varying delay over the

midhaul.

Our results show that the proposed CU/DU split is not posing any performance lim-
itations compared to the legacy eNB setup, but only adds up to the overall flexibility
of the provisioned network. All our developments are publicly available through
the OpenAirInterface repository currently merged in the master branch providing
the data plane communication between CU and DUs. In the future, we foresee the
incorporation of the RRC messaging as well in our communication scheme and the
tailoring of the protocol according to the developments made to the 5G standards
(e.g. incorporation of the F1AP protocol for the midhaul interface). We also plan the
extension of the scheme to include network status messages, based on the network
utilization (e.g. WiFi performance degradation due to external interference), and the
subsequent management of the involved DUs from the CU point. Finally, we ex-
pect the incorporation of pricing schemes, located at the CU for the DU selection,
according to selections made by the network’s end-users.
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4.1 Chapter Introduction

The incorporation of heterogeneous technologies at the end-user access has the po-
tential to increase the overall offered network capacity, and allow operators to fur-
ther expand their coverage through low-cost solutions, such as WiFi. This integra-
tion of heterogeneous technologies to the traditional cellular infrastructure has been
approached through different manners in the past [2] in two manners: 1) by of-
floading the cellular traffic to WiFi networks, and 2) by aggregating these networks
from either the Core Network side or the base station side, and offering multiple
seamless connections to the serviced User Equipment (UE). As a matter of fact,
traffic offloaded to hotspots or femtocells has surpassed the overall traffic trans-
mitted to the Internet compared to traditional base station units [21], highlighting
this paradigm shift from traditional macro-cell based setups to ultra-dense hetero-
geneous networks.

The 5th Generation of mobile networks (5G) is expected to boost existing network

flexibility in terms of management and control of the edge access nodes, through
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the disaggregation of the base station units and their instantiation in the Cloud. Via
Cloud-based Radio Access Networks (Cloud-RAN), base stations can be instantiated
on the fly in an area, based on the demand that is perceived by the operator. Sev-
eral points of disaggregating the base station stack have been proposed in literature,
yet the scheme that is currently standardized for the 5G New Radio interface (5G-
NR) regards the disaggregation of the base stations between the higher Layer 2 of
the cellular network stack, between the Packet Data Convergence Protocol (PDCP)
and the Radio Link Control (RLC) layers. In this split, Cloud-located unit as anno-
tated as a Central Unit (CU) and the radio elements as Distributed Units (DUs) [6].
CUs incorporate the functionality of the layers from the PDCP layer and upwards,
whereas DUs the functionality of the RLC layer and downwards. The selection of
this point of splitting the stack is of major importance: it allows the incorporation
of other lower layer splits inside the DU, thus transforming the CU-DU link as a
Midhaul interface, whereas it allows several technologies to be aggregated through
a signal point at the base station level inside the PDCP layer. Similar aggregation of
technologies took place for the legacy LTE technology as well, with the incorpora-
tion of the LTE-WiFi Aggregation Adaptation Protocol (LWAAP) [3]. In the context
of 5G-NR, the technologies that can be aggregated regard 5G-NR, legacy LTE and
WiFi, as shown in Figure 4.1. This is the architecture also that we consider for this
chapter.

As the deployments of different technologies in an area become denser, the available
wireless spectrum crucial for their performance becomes more scarce. Especially
when considering heterogeneous technologies in the RAN, efficient coordination is
required in order to achieve spectral efficiency in a given area. In this chapter, we
deal with the proposed CU/DU split of the base station stack, integrated with non-
3GPP technologies, based on our prior contributions in [65]. In such a setup, our
contributions are the following:

e To provide new signaling for collecting usage statistics of the heterogeneous
technologies that are available in the area.

e To introduce and apply algorithms handling the spectral overlap of the dif-
ferent RANS, in order to efficiently place the different cells in the available

frequency space.

o To experimentally evaluate the added functionality, demonstrate and prove its
efficiency.

We use the OpenAirInterface (OAI) platform [83] as our development platform, and
we evaluate our algorithms under real network settings in a testbed setup. Our
results showcase efficient allocation of the under-study networks within a single
congested wireless band. The remaining of the chapter is organized as follows: Sec-
tion 4.2 is providing some former background and motivation for our work. Section
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FIGURE 4.1: Disaggregated Base Station architecture according to the

5G-NR specification for F1AP [6]; multiple heterogeneous and legacy

DUs can be managed through a single CU instance, located at an Edge
data-center.

4.3 provides information on the system setup, relevant signaling used for collect-
ing network statistics and the development of algorithms supporting the coordina-
tion of the disaggregated distributed units. Section 4.4 presents our experimentation
platform and topology used for our experiments. Section 4.5 showcases our experi-
mental findings, whereas in Section 4.6 we conclude our work.

4.2 Related Work

Base station disaggregation has been an extensively investigated topic in relevant
literature, as the realization of Cloud-RANs may potentially yield several benefits for
both network operators and users. Works [109] and [20] indicate possible points of
disaggregation of the base station and analyze the benefits from the operator’s point
of view. However, these works assume a high-throughput low-latency fronthaul
link between the disaggregated base station components. Similar splits have been
in higher layers of the base station stack, which can be efficiently served through
a packetized fronthaul interface, with lower demands for latency and capacity. The
disaggregation of base stations between the PDCP and RLC layers has been included
in the 3GPP standardization of 5G New Radio (NR), through the introduction of the
F1 Application Protocol (F1AP) [6]. The F1AP is the protocol for the packetized
intercommunication between the Central Units (CUs) integrating PDCP and above
layers, and the Distributed Units (DUs) of the network. F1AP has two variations:
F1-U for transferring the user plane traffic over tunnels through the GPRS Tunneling
Protocol (GTP), and F1-C for the control plane traffic, running over SCTP. From the
CU point of view, the connections that can be maintained with the DUs is 1 : n,
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meaning that each CU may control multiple DUs, whereas from the DU point of
view is 1 : 1, meaning that each DU can be controlled by a single CU.

In the proposed architecture for disaggregated Cloud-RANSs, support for heteroge-
neous DUs has been incorporated, as shown in Figure 4.1. The point of disaggre-
gation is very convenient, as one of the PDCP roles in the mobile networking stack
is to manage and rearrange the independent RLC entities. Thus, it may be used
for the subsequent management of DUs corresponding to different technologies, en-
abling higher network capacity and network selection policies even on a per-packet
basis, as shown in [57]. Incorporation of heterogeneous technologies on the mo-
bile networking stack was included in the 4G protocol standards as well. Through
the introduction of the Xw interface, the PDCP instance of an LTE base station is
able to communicate with WLAN based cell deployments, towards expanding the
network capacity and utilizing the unlicensed bands [3]. This process is known as
LTE-WLAN Aggregation (LWA) and uses the LWAAP protocol for the intercommu-
nication and signaling of the different components.

Nevertheless, aggregation of multiple heterogeneous links within a single area may
entail performance degradation in the cases of overlapping spectrum usage. This
is mainly an issue for WiFi-like technologies that use the CSMA /CA mechanism for
accessing the wireless medium, and hence apart from interference they are subject to
contention with other neighboring cells operating in the same spectral area. Hence,
an efficient coordination mechanism for the different technologies used to provide
data services to the users is needed. In [64], the authors argue the applicability of
different coordination mechanisms for including heterogeneous networks in the en-
hanced Intercell Interference Coordination (e-ICIC) mechanism that LTE networks
may implement. Similarly, in [18] authors observe the coexistence between WiFi
and LTE within the same spectrum, paved by the suggestions for enabling LTE to
opportunistically access the unlicensed bands in order to increase the channel ca-
pacity [39]. The authors introduce through eICIC a novel coordination scheme as a
coexistence solution.

In this chapter, we build on top of a real Cloud-RAN setup, in order to introduce co-
ordination functions for heterogeneous technologies. We use the OpenAirInterface
[83] platform for our developments, and make use of the extensions to the platform
[65] that introduce heterogeneous wireless technologies to the RAN, controlled by a
single point located at the CU side of the base station. The implementation makes
use of dedicated signaling between the CU and heterogeneous DUs, introduced as
Fl-over-IP (F1oIP) due to its resemblance with the FIAP protocol. We extend the
scheme to introduce new signaling between the DUs and the CU, in order to re-
trieve the appropriate RAN configuration settings and conclude on the optimal use
of spectrum in an area. The following section details the developed signaling be-
tween the CU and DUs.
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FlolP packet format (CU/DU data plane traffic)

I Version | Packet Type | DU type ID | DU ID | cuID | Scheduling info |
A

Radio
earer|D

l Protocol Context | SRB Flag | MBMS Flag | B | PDU size | PDU |

(A) Packet format for data plane traffic exchanged between CU
and DUs

Network Status Request/Config Change Response

Type defines the message ID

/_H

I Version | Packet Type | DU type ID | DU ID | CUID

(B) Network status request (CU to DU) and config
change response (DU to CU) message format.

Network Status Response/Config Change Request/Network Status Report

Only in the case of status

repoft message

BLER/BER ‘

hanni MIIMO

‘ Version |PacketTvpe| DUtvpeIDl DU ID | cuD |CenterFreq| C confieuration |

el | TX antennas | RX antennas |

(C) Network status response/report (DU to CU) and config change request (CU to
DU) packet format]

FIGURE 4.2: Message format exchanged between the CU and DUs
regarding data plane traffic and spectrum coordination messages.

4.3 System Architecture

In this section, we detail the existing signaling between the disaggregated heteroge-
neous base stations, and the extensions to support the heterogeneous cell coordina-
tion in terms of spectrum. We use as our starting point the F1oIP implementation
for the disaggregation of base stations as CUs and DUs, detailed in [65], and extend
it accordingly in order to enable the spectrum coordination between the heteroge-
neous entities of the network. The implementation is introducing a new signaling
mode between the PDCP and RLC layers, resembling the F1AP standardized inter-
face for the communication between CUs and DUs. Originally, F1AP is handling
data plane packets over GTP tunnels, established for each served UE of the system.
The FloIP implementation is using UDP/TCP interfaces in order to exchange the
traffic between the CUs and DUs, including also some signaling information on the
packet headers that is ordinarily exchanged between the PDCP and RLC layers (e.g.
DRB/SRB allocation, frame/subframe scheduling, protocol context, etc.). The fol-
lowing sections initially describe the new packet format introduced with the FloIP
messaging mechanism and the roles of the CUs and DUs, and later on, we introduce
the new messages for facilitating the coordination.

4.3.1 Disaggregated base station communication

According to 5G-NR specifications, the disaggregated functionality of the 5G base
stations shall address several technologies. To this aim, the proposed standardized
split option by 3GPP resides in the high layer 2 of the OSI stack, between PDCP and
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RLC. As this split option has more slack limitations on the latency and throughput
over the fronthaul [114], different technologies can be used in the wireless part of the

DU. Target network access technologies offered by the DUs are 5G-NR, LTE, WiFi,
and their evolution.

We use as a starting point the implementation of FloIP, which handles the commu-
nication between the CU and heterogeneous DUs of the system. In this implemen-
tation, each packet exchanged over the fronthaul interface is bearing on its header
scheduling information to be used by the lower layers, according to Figure 4.2a.
Based on this information, the packet is assigned to the respective transport chan-
nels of RLC and is then left to the MAC layer for scheduling its transmission over the
air. For the case of non-cellular DUs, the respective information is not handled from
the respective DU software. For example, in the case of a WiFi DU, the F1oIP header
information related to the scheduling of the packet is ignored. For the UL case, the
reverse process takes place before transmitting the packet to the CU. This means that
the DU is assigning new PDCP sequence numbers and creates the respective header
in order for the packet to be handled at the CU side.

4.3.2 Coordination Messages

In order to enable central management of the heterogeneous DUs, we introduce
some new signaling messages used for exchanging the capabilities and network con-
figuration between the CU and DUs of the network. To this aim, we implement a
second communication channel between the CU and DUs, apart from the data chan-
nel, that is exchanging this type of messages. The messages that we introduce are:

e The Network Status Request message, sent by the CU and requesting from a
single DU about its current RAN configuration. The message format is shown in
Figure 4.2b.

e The Network Status Response message, sent by the DU responding to a Net-
work Status Request message. The format of the message is shown in Figure 4.2c
and includes the configuration on the center frequency, channel bandwidth used,
number of antennas used, and MIMO configuration.

e The Configuration Change Request message, sent from the CU after the coordina-
tion algorithm has taken place and has concluded on the new spectrum allocation
of the network. The message format is the same as the Network Status Response

message.

e The Configuration Change Response message, sent from the DUs of the network
as an acknowledgment that the new configuration advertised to the DU has been
applied to the RAN.
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e The Network Status Report message, sent periodically by the DUs to their man-
aging CU as a keep-alive message. The message contains similar fields as the Net-
work Status Response message but contains also information on the error rates
that are perceived over the network from the DU side. Hence, the reception of
such a message where a DU is reporting several losses over the network may trig-
ger the spectrum coordination algorithm at the CU side.

In order to enable the exchange of these messages, a respective agent message has
been written on the DU side in charge of synthesizing and parsing these messages
and issuing the appropriate commands. As we target the coordination of WiFi-based
DUs, complementary to the cellular-based DUs (5G-NR and LTE), we make use of
the Channel Switch Announcement (CSA) feature that WiFi incorporates for im-
minent channel changes. This allows us to reconfigure the cell and the associated
channels, based on the information of dedicated WiFi messages indicating a channel
switch after a number of milliseconds.

4.3.3 Coordination Service and Algorithms

Based on the above messages, the coordination service for the heterogeneous DUs
is summarized in Figure 4.3. The coordination system is based on the client-server
model, with the server-side being located at the DU side of the communication chan-
nels. Upon system startup, the CU that has information of the managing DUs, sets
up this coordination communication channel with all the DUs and starts to periodi-
cally query all the DUs for their current wireless configuration. Upon the reception
of such a message, all the DUs respond with their settings. Once the CU has the
information collected from all the DUs, checks whether there is any overlap in the
frequencies. If so, an algorithm determining the new frequencies is executed, and
configuration_change_request messages are sent to the DUs.

It is worth to mention that the requests may include new configurations for the an-
tenna configuration of the DU, the placement of the secondary channel in the case
of an IEEE 802.11ac/n access point, and even the configuration of the channel band-
width using the methods indicated in [56]. The algorithm that is running on the CU
is distinguishing two different types of coordination: 1) coordination for heteroge-
neous technologies, e.g. in the case of an LTE DU operating in unlicensed spectrum
[39] in the same frequency spectrum as a WiFi DU, and 2) in the case of homoge-
neous technologies, e.g. only LTE/5G-NR or only WiFi. For the former case, we use
the incentives that are provided in [70], where the authors examine the coexistence
of LTE and WiFi cells. Based on their conclusions, in the case of overlapping or par-
tially overlapping configurations, we move all the WiFi traffic by at least 2.5MHz
away from the cellular traffic, in order to mitigate any performance issues. For the
case of homogeneous cells, we use the approach highlighted in [90], which uses a
graph coloring approach to determine the WiFi cells that are operating in an area.
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FIGURE 4.3: Signalling and process developed for coordinating het-

erogeneous DUs managed from a single CU. The coordination func-

tion takes place at the CU side and the new configurations are trans-
mitted to the DUs.

Our algorithm begins with examining the case of heterogeneous technologies over-
lapping spectrum, and then subsequently checks for any homogeneous technologies
overlapping case. These processes are taking place within the red-colored process at
the CU, indicated in Figure 4.3.

4.4 Testbed Setup

As our development platform for the described functionality we have been using
the OpenAirInterface [83] platform, which provides a software based full stack im-
plementation of contemporary cellular networks. We evaluate the framework in the
NITOS testbed, an open and remotely accessible infrastructure located in University
of Thessaly, in Greece [67]. NITOS is offering a wide selection of resources, span-
ning from commercial LTE to open-source WiFi and several Software Defined Radio

Institutional Repository - Library & Information Centre - University of Thessaly
10/05/2024 13:01:39 EEST - 3.15.222.251



4.4. Testbed Setup

45

DU - LTE

(@)
ing

~ (e
ou-win-1 || @2
DR
MAC Flolp - D
PHY Packet 7
Ordering, e JEO
PDCP s /
- Sequence s g /
Central Unit (CU) ata Plane Traffic Numbers s //
Packet /
DU — WiFi - 2 MAC (wireless /

Fop PHY /
(ENCAPSULATION/ Packet () {__ -
DECAPSULATION/ Ordering, ﬂ B ! ’

HANDLING) PDCP / /7 UEM
Sequence /
Numbers ! 7
Packet pu-wiri-N | 7
Spoofing {(( ) .
MAC (wireless Wi D)
driver) ﬂ
PHY Packet
Ordering,
PDCP
Sequence
Numbers
Packet
L__Spoofing | N=M=1-6
MAC (wireless
driver)
PHY

FIGURE 4.4: Experimental setup used for evaluating our scheme

devices, used to set up our experimentation system. Figure 4.4 presents our experi-
mental setup, with the F1oIP framework [65] being setup at all the WiFi and LTE DUs
of the system. Although the OpenAirInterface platform currently supports both LTE
and 5G-NR, the developments in the latter technology only span the physical layer.
Hence, our experiments are solely limited to LTE and WiFi DUs.

For the development of the respective messaging scheme, we used Google’s Proto-
col Buffers Library. The protobuf library allows us to create the messages in different
languages, using the same message definitions. Hence, the implementation of the
WiFi DU agent is a Python-based, with two different parts; one for receiving the
data plane messages from the CU side, and injecting them to the WiFi network or re-
ceiving them and packaging them accordingly to send them to the CU, and a second
part in charge of collecting the statistics and exchanging the coordination related
messages with the DU.

The topology used for our experimentation process is given in Figure 4.4. As the split
for OpenAirInterface regards only the data plane operation of the platform CU and
LTE DU are collocated on the same service. However, we emulate the disaggregated
type of behavior by injecting delay between the network interfaces that are used
for the FloIP communication between the CU and DU, in the range of 0,250ms. The
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delay that we inject is done with the netem application and is equal to the mean delay
that we measure over the interface between the CU and the WiFi DU. The number
of WiFi DUs is ranging from 1 to 20, thus creating a highly dense heterogeneous
network consisting of WiFi and LTE devices. Since none of the nodes is able to bear
more than four heterogeneous technologies for setting it up as the receiving UE,
we employ different nodes for the WiFi-based UEs. By using the extensions built
in [65], we inject traffic from the Core Network side an the CU is broadcasting this
information to all the DUs in our system, thus creating a high contention system.
We use the iperf application to saturate the network with UDP traffic, and measure
the delivered traffic at each node (throughput) over each DU. The following section
presents our experimental findings for ranging the number of different DUs in the
network.

4.5 System Evaluation

In this section, we provide a proof-of-concept evaluation of our scheme. We organize

our experiments in the following manner: 1) initially we conduct experiments using
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the 2.4GHz band and place a contending LTE-U cell within the band and 2) subse-
quently we place up to 6 different WiFi DUs within the same band, that create an
environment high in contention and interference. The depicted results are averaged
from 10 different experiment runs in the testbed.

For the first set of experiments, we use three different WiFi DUs and an LTE DU. We
compare our algorithm with the default process that is running at the WiFi driver of
the DU for auto-selecting the transmission channel. Figure 4.5a shows our results.
For the uncoordinated case (each WiFi driver selects its own channel), all the WiFi
DUs are selecting their transmission channel to be one of the non-overlapping WiFi
channels in the band (channels 1, 6 and 11). For most of the cases that the experiment
was executed, two DUs were automatically switched to operate in the same channel,
thus suffering from contention. Our CU co-ordinated case is assigning channels in
a similar manner, but also takes into account the current allocation of other DUs in
the same area, and thus is assigning different channels to them. This solution suffers
from interference, but in the case of low numbers of DUs in the area, this problem
is mitigated. This is reflected in the measured aggregate throughput, where our
coordinated solution is achieving more than 10% higher overall throughput.

Figures 4.5b shows the case where at channel 6 of the band we set up an LTE DU
to operate. In this case, our solution is able to retrieve the setup of the LTE DU
and coordinate all the WiFi DUs to organize in a manner that they are under no
destructive interference from the LTE cell. For such a case, and for the 3 WiFi DUs
that we used, we see that the aggregate throughput is enhanced by almost 20%.

Figure 4.5¢ depicts our results when using up to 6 different WiFi DUs, located within
the same frequency band in overlapping frequencies. We observe that the autoselect
channel feature results in higher throughput being delivered over some DUs, but
the measured values present high deviations between different experiment runs. It
is indicative that DU1 and DU4 manage to deliver through different experiment runs
constantly lower throughput, however, the deviation in the provided measurements
is very low. The lower throughput is imposed due to the interference created by
all the other DUs operating in overlapping channels. Nevertheless, the coordina-
tion algorithm is able to deliver higher aggregate throughput over the setup and
with lower deviations from the mean values across different experiment runs. The
provided evaluation showcases experiments where the DUs are reorganized only in
terms of spectrum. However, the developed protocol allows the organization based
on the physical characteristics of the DUs (e.g. number of antennas, placing sec-
ondary channels, etc.) and a more sophisticated algorithm may yield better results.
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4.6 Chapter Conclusion

In this chapter, we presented a protocol for the coordination of DUs in ultra-dense
heterogeneous network setups. We detailed the developed signaling over the Ope-
nAirInterface platform for the communication between a single CU and multiple
heterogeneous DUs, and applied an algorithm for the selection of the optimal op-
erating frequencies as a proof-of-concept experiment. Our experiments targeted the
highly congested 2.4 GHz band and employed WiFi operating DUs. The results de-
note that the coordination may be used to efficiently provide higher overall capacity
while showing lower throughput volatility for different experiment rounds.

In the future, we foresee the further development of spectrum coordination algo-
rithms from the CU point of view. As the developed protocol is allowing the col-
lection of physical interface characteristics in the CU side, more sophisticated algo-
rithms can be developed that allow the reconfiguration of the DUs regarding the
number of antennas, transmission powetr, etc. Moreover, we will seek to investigate
how the allocation of clients at each DU may be perceived at the CU side and intro-
duce signaling for the allocation of the clients to DUs that can serve them based on
the overall energy efficiency of the deployed infrastructure.
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5.1 Chapter Introduction

The fifth generation of mobile networking (5G) is fostering several advancements
in the access, edge and core network, promising to offer significantly higher net-
work capacity with lower latency over the network, allowing a variety of applica-
tions and critical services to thrive around this ecosystem. 5G brings advancements
through the wide application of the Multi-access Edge Computing (MEC) concept
[78], formerly annotated as Mobile Edge Computing, realizing the low-latency UE
to service connections needed for the delivery of time-critical data. In the concept of
Multi-access Edge Computing, heterogeneous technologies reside in the user access
network, adding up to the overall capacity of the network through the formation of
Ultra-Dense Networks.
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[38]

The advent of new network architectures, like the disaggregation of base station
units based on the Cloud-RAN concept [68], allows the re-conception of technology
paradigms that have been around since legacy LTE technology, like MEC. 5G-NR
specifications [4] include the disaggregation of the base stations based on the 3GPP
Option-2 split [1], between the Packet Data Convergence Protocol (PDCP) and Ra-
dio Link Control (RLC) layers of the mobile stack. This creates two different entities
for a single base station: the Central Unit (CU), located at the edge cloud, and the
Distributed Unit (DU), providing the actual access network to UEs. DUs can be of
different access technology (5G NR, legacy LTE or even WiFi), served through a sin-
gle operator’s CU and Core Network. Each CU may be associated with multiple
DUs, handling how each UE is served through the network (e.g. through aggrega-
tion of technologies or splitting the traffic over multiple DUs), whereas from the DU
point of view each unit is associated with one CU.

Although MEC has been extensively considered as a low-latency solution since the
initial drafting of 5G, its application is merely mapped to the new network architec-
ture; for instance, for the case of the bump-in-the-wire [38] method in legacy setups
(LTE), S1 messages are intercepted between the eNB and the Core Network. For
the 5G-NR case, MEC servers are just collocated with the cloud-part of the disag-
gregated base stations, providing exactly the same functionality. However, the new
network architecture allows the consideration of placing the MEC service deeper in
the network, closer to the network edge. In this chapter, we propose the placement
of the MEC servers closer to the network edge, collocating them possibly with the
DUs of a disaggregated base station setup, realizing truly the Edge Computing con-
cepts. This is, to the best of our knowledge, one of the first attempts to do so, and
bring computational devices close to the true edge of the network. We extend the
initial prototype presented in [66], and further develop it in order to:
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e Include new signaling for supporting multiple applications concurrently with

multiple users.

e Couple it with a multi-technology base station allowing seamless switch of

wireless technologies serving the end-users.

e Provide a fast switching solution for selecting the technology through which
each end user will be served, in order to minimize UE-to-service and vice-versa

latency:.

¢ Demonstrate the performance gains in terms of latency and Quality of Experi-
ence when placing MEC services close to the DU, contrary to other approaches
suggested in relevant literature.

The rest of the chapter is organized as follows: Section 5.2 provides a brief literature
overview of the application of MEC in 5G. Section 5.3 provides the extensions of
the framework in terms of signaling, and how we are able to select the technology
through which each network UE will be served. Section 5.4 provides our testbed
setup for the evaluation of our solutions, and Section 5.5 shows our experimental
findings. In Section 5.6 we discuss our findings and possible applications, whereas
in Section 5.7 we conclude the chapter and present some future directions.

5.2 Motivation and Related Work

The integration of computing resources, closer to the network edge, has been a key
research issue since the legacy LTE protocol, with interfaces being lately developed
specifically for integrating the MEC functionality in the 5G context [29], [54]. The
different methods for deploying the MEC services and applications have been dis-
cussed in [78] and [38], providing some guidelines for the maximum latency for
the UE to service and vice-versa path for some state-of-the-art 5G applications (e.g.
Industry 4.0, eHealth, AR/VR, etc.). These deployments are summarized in the fol-
lowing (see Figure 5.1):

1. The bump-in-the-wire method, where the MEC service is placed on the back-
haul link of the base station, interconnecting it with the Core Network and
intercepting the data plane traffic of the cellular network and redirecting it to
the MEC applications

2. Collocating the core network and the MEC servers at an Edge datacenter. In
such a case, IP traffic is only intercepted beyond the PDN-GW component and
redirected to the MEC applications.

3. Using a distributed core with a Local Breakout (LBO) mode, with control plane
traffic being redirected to another core network instance than the data plane.
The MEC services are introduced closer to the edge, co-located with the core
network instance handling the data plane traffic.
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The MEC applications/services can also be virtualized, allowing further innovations
to take place, such as their live migration to data centers located closer to the UEs,
based on their trajectory, etc.

Through the introduction of Cloud-RAN based networking, the mobile networking
stack has been redefined and disaggregated at different levels. From the variety of
different splits proposed for the stack [20], the split between the PDCP and RLC
layers has been standardized in the 5G New Radio (NR) specifications [6]. These
specifications define the Central Unit (CU) that integrates the processes of PDCP
and above layers and can be instantiated at an Edge Datacenter in order to manage
one or multiple Distributed Units (DUs), that may be of heterogeneous type, and
integrate the processes of the RLC layers and below. The communication between
the two entities takes place through the F1 Application Protocol (F1AP), over the
Stream Control Transmission Protocol (SCTP) for control plane traffic (F1-C), and
over the GPRS Tunneling Protocol (GTP) over UDP for the data plane traffic (F1-U).
Moreover, the disaggregation of the base stations in the PDCP layer allows multiple
technologies to be integrated in the network cell; after all, the operation of protocols
such as the LTE WiFi Aggregation Adaptation Protocol (LWAAP) [3] considers the
control of WiFi cells from the PDCP instance of the base station. This functionality
is also drafted in the current standardization activities for 5G-NR, providing hooks
for the integration of non-3GPP technologies and legacy technologies to the 5G-NR
disaggregated cell [6].

Despite the disaggregation of base stations, possible MEC deployments do not con-
sider moving the edge services closer to the DU; in the best case, the services are co-
located with the CU at the edge datacenter [38] (case illustrated in Figure 5.1b). The
F1-U interface, that carries the user plane data, is based on GTP encapsulation and
is very similar to the S1 Application Protocol (S1AP) for communicating between
the core network and the CU. Thus, engineering a solution for bringing the services
at the true edge of the network and closer to the DU should not pose a big over-
head for technology providers. In our work, we propose moving the MEC services
closer to the true network edge, based on the prototype built in [65] that introduces
multi-technology base stations and in [66], that introduces services on the fronthaul

interface.

In [65], we provided a prototype for experimenting in disaggregated heterogeneous
5G architectures, integrating non-3GPP technologies (WiFi) on the same CU. This
prototype provided proof-of-concept experiments determining the maximum dis-
tance between the CU and heterogeneous DUs so as no service disruption is expe-
rienced at the UE side. This implementation used TCP/IP channels for the data
plane communication between the PDCP and RLC layers of the stack, providing
dedicated signaling for this purpose. This signaling is referred as F1 over IP (F1oIP),
as it has a similar structure with the standardized F1AP [6]. Since these splits use
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Ethernet-based encapsulation, they can be easily handled by services introduced in
the fronthaul interface.

Leveraging these works, in [66], a prototype implementation was introduced to offer
MEC services closer to the DU side of the network. Some indicative results showed
that even for 10MHz channel bandwidth in LTE implementations of the DU, the UE
to MEC service latency can drop below 10ms, sufficient to serve several 5G appli-
cations in terms of latency [38]. Similar works on the development of similar MEC
functionality in such experimental setups include [43] and [62]; in the former, the au-
thors employ SDN based assisted control of GTP packets inside the Core Network,
and in the latter the authors implement the “bump-in-the-wire” method to intercept
packets on the backhaul interface of an LTE eNodeB. The benefit of the first solu-
tion is that it allows for flexible scaling of the services and core network services
that are hosted. Nevertheless, the MEC services are still collocated with the Core
Network. On the other side, in [62] the authors place the MEC services between
the Core Network and the eNodeB. This allows us to bring the service even further
to the network Edge, however, the solution relies only on application space man-
agement of the GTP tunnels that raises several performance issues, such as limited
UE-to-service throughput performance and higher latency due to the extra overhead
of processing tunnel encapsulated traffic.

All the previous works focus on the system design of MEC systems. Heterogeneity
at the access network when MEC services are present is addressed in [27], where
the authors propose a MEC aware algorithm for user association in heterogeneous
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dense networks. By appropriately selecting the radio technology at the UE side, the
UE-to-service latency (only for the Uplink) is reduced up to 60%. Similar to this
work, authors in [113] propose an algorithm for selecting the radio network used
to offload cellular traffic when MEC services are provided. The authors focus on

minimizing the aggregate energy consumption of the network’s UEs.

In this work, we present a prototype that allows placing MEC functions on the fron-
thaul interface of heterogeneous disaggregated base stations, as shown in Figure 5.2,
and use it to illustrate the performance benefits from placing the MEC applications
close to the DUs of the network. The upper part of the base stations (CU) is executed
at the network Edge, controlling multiple distributed units of different technology.
UEs can access the network using multiple technologies (e.g. LTE and WiFi) and
send their traffic through either the Core Network (CN) on the path DU-CU-CN or
access services located close to the DU on the path DU-MEC-Service. The prototype
is evaluated using different metrics and with dynamic adaptive video streams. In
the next section, we provide an overview of the system architecture and underlying

functionality developed in order to support such operation.

5.3 MEC System Architecture

The system architecture has been designed in a manner to allow the communica-
tion of three different entities: 1) a CU side, able to manage multiple heterogeneous
DUs, 2) a DU, orchestrating the communication with the CU and the MEC services,
supporting different technologies for the wireless access, and 3) a MEC Agent, com-
municating with both the CU for the exchange of control plane information and the
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DU for receiving and transmitting data to the wireless network. For the implemen-
tation, we employ the OpenAirInterface [83] platform that is providing a software-
based implementation of the LTE networking stack.

5.3.1 Disaggregated base station communication

According to the 5G-NR specifications, the disaggregated functionality of the 5G
base stations shall address several different technologies. To this aim, the proposed
standardized split option by 3GPP resides in the high layer 2 of the OSI stack, be-
tween PDCP and RLC layers. As this split option has slack requirements for the
fronthaul link, it is an excellent candidate for accommodating multiple technolo-
gies, even non-3GPP compliant, like WiFi. In fact, the legacy LTE protocol is using
the PDCP layer as the convergence layer for integrating WiFi in the RAN [3]. In the
overall system communication between CUs and DU, the relationship is 1:n, mean-
ing that multiple DUs can be connected to a single CU. From the DU’s perspective,
this relationship is 1:1, so that each DU is associated only with a single CU.

In [65], we developed the F1oIP protocol as a communication mechanism between
the CU and DUs of the system. The software is handling the Service Access Points
(SAP) between the PDCP and RLC layers, by overriding the Service Access Point
(SAP) functions between the layers: these are the pdcp_rlc_data_request for the Down-
link (DL) traffic, and the rlc_pdcp_data_indication for the Uplink (UL) case. Instead
of these, we introduce a communication mechanism based on asynchronous sockets
between the two layers. Such a mechanism allows us to integrate other technologies
by using an IP interface at the PDCP side. Under a monolithic setup, using the SAP
interfaces, scheduling information is exchanged between the two layers intended for
mapping the traffic to the logical, transport and subsequently physical channels of
the network. The FloIP implementation is piggy-backing this information in order
to make such a transmission possible. The payload of these packets is a PDCP en-
capsulated packet, bearing a 2 byte long PDCP header. For the case that the CU is
managing a non-3GPP DU (e.g. a WiFi DU), the same information is transmitted
but stripped off before injecting the traffic to the wireless network. This information
is further used in order to orchestrate the proper operation of the UL, by forming
packets piggy-backing the information expected at the CU side.

For the UL case, the reverse process takes place before transmitting the packet to the
CU. This means that the DU software is assigning new PDCP headers, based on the
information exchanged between the CU/DU, and adds the respective information
on the header in order for the packet to be handled at the CU side. For the WiFi
integration case, the WiFi DU software generates new PDCP numbers, based on
the traffic flow, generates the PDCP header and piggy-backs the information on the
packets sent to the CU.
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5.3.2 DU-MEC communication

As our target is to incorporate the services over the fronthaul interface, we need
the appropriate interface to be developed between the DUs and the MEC server
hosting the provided services. In [66], we developed a similar protocol for the DU to
MEC communication, by introducing a MEC Agent component. This agent is able to
generate and exchange the appropriate messages destined to the DUs of the network
and receive and deliver the respective payload destined for the MEC services. The
message exchange between the MEC agent and the DUs is taking place in a similar
manner as with the CU-DU; when a DU has data that will be transmitted to the MEC
service, it generates and transmits a mec_data_request message. This message is then
handled by the MEC agent and delivered to the service. Similarly, for the service
to UE path, the MEC agent generates and transmits a mec_data_indication message
for the DU that the client is associated with. The DU information is discovered
dynamically, based on the DU address that the agent last received a message from
each UE. Figure 5.3 shows the overall architecture for the communication between
the higher MAC layers of the DUs and the MEC agent service.

An important aspect here to consider is the ciphering process taking place at the
PDCP layer of the network. As user plane data passes through the PDCP entity of
the base station or the UE, it is ciphered according to the EPS Encryption Algorithm
(EEA) chosen. Typically, there are four different variations of algorithms that are
used [95]: 1) EEAQ - Null Ciphering Algorithm, 2) EEA1 - SNOW 3G, 3) EEA2 - AES
and 4) EEA3 - ZUC. Therefore, the data that is exchanged below the PDCP point
are ciphered, and the proper decryption mechanisms need to take place in order
to retrieve the user data. For this purpose, we introduce a control packet that is
broadcasted from the PDCP entity to all the DUs and MEC agents that are operating
in the system, in order to ensure the deciphering process. Similar to the encryption
case, we introduce extra signaling across the different entities of the network (CU,
DUs, MEC Agents) in order to accommodate multiple clients over heterogeneous
DUs. This includes mapping a cellular network UE with its respective non-3GPP
interface and the manner that the different DUs identify it. We further detail how
this is achieved in the following subsection.

5.3.3 Support for Multiple multi-homed UEs

Our target setup is considering multi-homed UEs, being served through more than
one technology at the same time. Nevertheless, cellular base stations are merely seen
as a Layer 2 device from the UE side: the connection established between the UEs
is with the core network in the context of a PDN within the same IP address space.
Therefore, as the base stations are disaggregated at the PDCP layer, and new DUs
and MEC Agents are introduced to the system, functionality has to be developed to
support IP based exchange of data between the UEs and the services on the fron-
thaul. When the cellular UEs are attached to the network, they are addressed by
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FIGURE 5.4: RNTI to IP mapping is realized at the WiFi DUs and
MEC Agents in order to properly address the clients of the network;
through a controller interface we are able to select the technology
through which each user will be served for the downlink channel
from the MEC service

the base stations using a Radio Network Temporary Identifier (RNTI). This RNTI is
used by the base station at different layers of operation in order to forward the user
plane data to the UEs, mapping them to the different logical and transport channels,
etc. Contrary to this, for the WiFi case and the MEC services, the UEs are identified
using IP addresses. This allows them to be addressed and request services from the
MEC agent-based merely on the IP configuration of both sides (service and UE).

In order to cope with this problem, we introduce new signaling to the network as fol-
lows: whenever a new client is registered with the cellular DU, and the RRC process
at the CU allocates a new RNTI to this UE, this information is broadcasted to all the
different DUs and MEC agents in the system, in the form of an rnti_inform message.
This message contains information about the RNTI of the client, an identifier (which
client of the multi-RAT network it is), and through which DUs it can be served. This
information allows us to create a mapping between the RNTI and the IP address that
will be allocated by the Core Network to the UE, and be able to distinguish between
them during the operation of the network. The RNTI information is actually being
piggy-backed by both the DUs and MEC Agents of the network when sending data
to the CU or the cellular DU respectively. This mapping allows us to efficiently map
multiple services to multiple UEs being served through multiple technologies (see
Figure 5.4). Through this functionality, we are able to create a controller process,
running on the MEC Agents of the network, through which we select the DU that
will be used to transfer the downlink traffic for each UE. This means that the MEC
Agent will send the service traffic only to the DU that we select, and this DU will be
used for forwarding the traffic to the end-user. In case that there is no such selection,
by default, the agent sends traffic to the DU through which initially the UE trans-
mitted traffic. This functionality for exchanging the RNTI information and selecting
each DU that will be used makes use of the control channel introduced between the
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different entities of the network, as shown in Figure 5.5.

MEC Agent Heterogeneous DU

Data to/from ‘";‘”":3“"" Client Core to UE Data ‘";"”’[‘3“““ Data
MEC services euotithew) e Plane about new All other Data Destination:
alts clients MEC Function

Control Channel

Ordinary Data Channel

MEC Data Channel

FIGURE 5.5: Intercommunication architecture of all the involved
entities over the fronthaul interface
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FIGURE 5.6: Experimental topology for the evaluation of the MEC
scheme in the NITOS testbed

5.3.4 Support for multiple MEC services

One of the key components in our scheme is the MEC Agent, as it orchestrates the
communication of the services running on it with the DUs of the system. Whenever
the agent receives MEC intended traffic, it decapsulates it and injects it to the MEC
service. We select to run the MEC services as containerized services through Linux
Containers (LXC), as they can be instantiated on the fly, whenever an end-user re-
quests different services from the MEC platform. Employing LXC containers has
multiple benefits; it allows each new service to be addressed with a new container,
with a new network IP address, that can be easily migrated if needed to another
edge host, like for example in the case of a rapidly moving mobile UE (V2X case). As
the LXC service places all the containers with different IP addresses under a bridge
interface on the edge host, the MEC agent has to inject the traffic to the bridge, des-
tined to the MAC address of the container implementing the MEC service. Through
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the mapping described in the previous section, between the RNTIs and the IP ad-
dresses of the services and the UEs of the network, multiple UEs can make use of
the same service, even when they are getting connectivity through different access
technologies.

5.4 Experimental Setup

In this section, we showcase our experimental setup and methodology for exper-
imentation. The described functionality has been developed over the OpenAirIn-
terface platform (OAI) [83], that provides an open-source software implementation
of the cellular base station stack and can be executed over commodity hardware
with the appropriate Software Defined Radio front-ends. We conduct the experi-
ments over the NITOS testbed [67]. NITOS is a heterogeneous testbed located in the
premises of University of Thessaly, in Greece, offering a rich remotely accessible ex-
perimentation environment with resources spanning from commercial LTE, to WiFi
and Software Defined Radio platforms that suit our experimentation needs.

TABLE 5.1: Testbed Equipment parameters for experimenting with

MEC
Network Parameters \ Values
LTE mode FDD Band 7
LTE Frequency 2680 MHz (DL)
Antenna Mode SISO
No RBs 25 & 50 (5/10 MHz)
UE Cat. 4 LTE, Huawei E3272
WiFi Technology 802.11n MIMO 3x3
WiFi Channel BW 40 MHz
WiFi card Atheros 9380
Back-/Front-haul RTT ~ 0,450 ms
Back-/Front-haul capacity | 1Gbps Ethernet
Ethernet MTU size 1400 bytes
Video Client VLC v. 2.1.0 with MPEG-DASH
Video File 1080p AVC1 transcoded
Video Duration 60 secs in samples of 1 sec

We focus on the LTE implementation of OAI, as it provides the functionality for
the high layer splits compared to the recent 5G-NR release. We employ an altered
version of the WiFi DU module developed in [65] in order to set up a separate com-
munication channel between each DU and the MEC Agent, and a control channel
between the CU and all the DUs that transmits the RNTI related information for UE
to service mappings (see Figure 5.5). This channel and the FloIP channels for the
CU/DU communications are selected to be TCP over Ethernet, as our former exper-
iments denote that there is no notable performance degradation compared to UDP
or even the vanilla OAI setup. Google’s Protocol Buffers Library [88] has been used
for the generation and handling of the messages over the involved entities.
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60 Chapter 5. Multi-access Edge Computing in disaggregated 5G base stations

The MEC services are loaded on a node using the LXC framework for providing
containerized MEC services. For every packet that the MEC Agent is receiving, it
is deserialized from the F1oIP protocol and injected to the libvirt [40] bridge for ad-
dressing the containers providing the services. Service differentiation is reflected to
different IP addresses; hence, a video service is running on a container using a dif-
ferent IP address than a simple traffic generator application. Both of these addresses
are within the same address space that the UE is using to communicate with the
Core Network.

TABLE 5.2: RTT Results (in milliseconds) for LTE and WiFi access to
the service when tuning backhaul delay up to 5ms

LTE WiFi | LTE wiF | B Wil
toFH toFH | to EPC to EpC | [0 EPC to EPC

(5ms) (5ms)

Avg. RIT 197 478 | 3232 526 | 3666  9.09
Min. RTT 151  4.39 26 4.59 29 8.6
Max. RTT 247 512 | 434 6.64 48.9 9.73

TABLE 5.3: RTT Results (in milliseconds) for LTE and WiFi access to
the service when tuning backhaul delay up to 20ms

.| LTE WiFi | LTE  WiFi

t(L)TF]iI t‘::’;l;; to EPC  to EPC | to EPC to EPC

(10ms) (10ms) | (20ms) (20ms)

Avg. RTT 197 478 | 4158 1519 | 51.8 2514
Min. RTT 151 439 | 329 145 | 408 244
Max. RTT 247 512 | 619 17 599 257

We employ different services in order to measure the performance of the under-
study scheme. For testing video services, we employ an MPEG-DASH server [102],
able to stream videos of up to 1080p resolution, for video segments of 1 sec. This
means that the client running on the UE side can request a video segment for the
next second that will be played from a selection of different transcodings. The server
is running over an Apache2 web service, in the MEC containers and the Core Net-
work for comparing their performance. Each DASH client initially requests a Media
Presentation Description (MPD) file from the server. According to the descriptions
of the available video segments and the video requesting algorithm running on the
application, the video is downloaded to the client. We use VLC as the end-user ap-
plication, based on the policies that are described in [36]. The policy that we use
for streaming the video is the following: for each video segment, VLC estimates the
channel’s download rate. For the next segment to be downloaded, it will request
the video with coding rate equal to the download rate. In the case that it does not
exist (since the video coding rate might be significantly lower than the actual chan-
nel rate), it will request the next lower representation available. For the cases that
the video buffer is less than 30% occupied, the client will request the lowest video
representation available. Using this policy we want to measure the quality that each
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client of the network is served, based on their own observings of the network. We
expect that when the video is streamed from the MEC service, the client shall be able
to more quickly converge to the best video representation available.

The topology for our experiments is given in Figure 5.6. The current version of
F1olP is only allowing the data plane split between the CU and the LTE DU. There-
fore, we emulate the disaggregated behavior by injecting delay between the network
interfaces that are used for this communication between the CU and DU, equal to
~0,250ms. The delay injection is done with the netem application and is in the range
of the mean delay that we measure over the fronthaul interface between two nodes
of the testbed. Table 5.1 is summarizing all of our experimentation parameters with
respect to the wireless network configuration.

5.5 System Evaluation

In this section, we present our experimental findings from evaluating the proposed
scheme. We focus on two different performance indicators: 1) the latency time for
reaching the MEC service vs a traditional deployment of the service on the Core
Network (or beyond), and 2) the video streaming quality for multiple users when
using either the MEC or the EPC video server. We organize the experiments in the
following way: 1) Initial benchmarking experiments, for measuring the latency for
reaching the Edge or core network service through different technologies, 2) exper-
iments illustrating video performance when reaching the service through different
technologies, and 3) experimentation for the placement of the video service (Edge
vs Core) depending on the access technology. For all our cases, we use two mul-
tihomed UEs connected to two DUs (one LTE and one WiFi) and measure on the
path between the UE and the service. The experiments are limited to two UEs, as
the version for software base stations that we use (OpenAirInterface) behaves in an
unstable manner for more.
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FIGURE 5.7: Service to UE maximum throughput
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FIGURE 5.8: VLC rates for different access technologies

5.5.1 Latency and Throughput measurement

We compare the latency time for both access technologies between the UE and the

service using two different deployments for the service: one being on the fronthaul,

with approx 0.250ms delay between the DU and the MEC agent, and one being on

the core network. As in typical deployments, the core network is not located so close

to the edge, we measure the link for the cases of no latency and for tuning the latency

for accessing the service. Thus we get an emulated behavior that the services are

deployed at distant servers for typical values of latency (e.g. San Francisco to New

York is approx 20m:s).
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FIGURE 5.9: Bulffer Status for different access technologies

Table 5.3 shows indicative RTT times for accessing a service located as a container

on the MEC agent or the Core Network (EPC) when accessing the network through
either the LTE DU or the WiFi DU. Assuming that latency is almost half of the RTT

time, we see that for the cases of MEC access over LTE or WiFi, the latency is con-

sistently less than 10ms, thus allowing several 5G applications to run according to

[54]. As we run the experiments in a completely isolated from external interference

environment, we see that WiFi outperforms the LTE for the cases of latency, even
when tuning the delay on the link between the CU and the EPC.

For the sake of completeness of experiments, and to better understand the results
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from the next subsections, we perform a throughput test for both technologies from
the UE to the MEC and the EPC services. Figure 5.7 shows our results for the down-
link channel, when saturating the link with UDP traffic (Figure 5.7a) or when us-
ing TCP streams (Figure 5.7b). For all the remaining experiments, we use a 5SMHz
LTE channel as it provides us with more stable links. We see that for the EPC to UE
paths, for the UDP case both LTE and WiFi technologies get approx. 16.5 Mbps links,
whereas for the MEC to UE path we get similar performance for the LTE access and
slightly enhanced for the WiFi access (up to 21Mbps). When using TCP, which is
also the case for the experiments illustrated in the next sections, we see that for the
EPC to UE path LTE gets slightly less than 15Mbps, while WiFi access achieves up to
16.5Mbps. For the MEC to UE path, we see that the path involving an LTE link gets
15.5Mbps whereas the WiFi path gets 21Mbps. These results provide us with some
insights on what to expect in the video streaming results: accessing the MEC service
from an LTE connection should perform better than the same service being placed
in the EPC. Similarly for the WiFi case, the same assumption holds.
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FIGURE 5.10: VLC rates for different placement of the service and
different technologies at the UEs
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5.5.2 Video measurement

For the second part of the evaluation, we test the network with two UEs, connected
through either LTE or WiFi and request the video from a server located either at
the EPC (similar to the case of Figure 5.1c) or the MEC server (case of Figure 5.1a).
We plot the requested video rate of the application based on its assumption of the
underlying wireless channel, and the current buffer status for the video depicted at
the end-user. We remind here that if the buffer status is less than 30%, the minimum
representation possible is requested, and thus the reported rates from the application
are very low. The plotted video rate is representing the application’s choice for video

transcoding, based on its perspective on the wireless channel.

Figure 5.8 shows the results on the selected video rate, and Figure 5.9 the results on
the buffer status of each UE. For the cases that both users use the LTE connection, the
selected video coding rates for the application are get barely over 4.5 Mbps. Also,
as both users share the same channel, they struggle to get the best video segments
that are available and hence their buffer status is kept lower than 50% for most of the
experiment time. When requesting the video from the MEC server over LTE (Figure
5.8b), one of the two UEs manages to get video rate coded at 6Mbps, whereas the
second one is bounded at 4.5Mbps, similar to the EPC case.

When we use different technologies (one user to LTE, one to WiFi) to request data
from the EPC server (Figure 5.8c), both clients get video transcodings at 6Mbps, un-
til the LTE UE’s buffer is emptied. Then it gradually starts getting better video seg-
ments up to 4.5 Mbps. On the other side, the WiFi client quickly converges to getting
the best video quality available. When using the same setup to get video from the
MEC service, we see that both clients quickly converge to receiving the best available
video quality (Figure 5.8d), and their buffers are kept full for most of the experiment
time (Figure 5.9d). For the cases that both users use only the WiFi technology to re-
quest the video content from the EPC (Figure 5.8e) or the MEC (Figure 5.8f), we see
that both clients quickly converge to the best available video quality (6 Mbps) for
both cases. Similarly their buffers (Figures 5.9e and 5.9f) are constantly kept above
the threshold of 30% that we have set for requesting the best video available, based
on the UEs perception of the channel quality. This is happening due to the slightly
better throughput that the UEs get when using the WiFi channel (as shown in Fig-
ure 5.7b) and the lower latency times that the clients have. We also observe that for
the scenario of both UEs using the WiFi channel, due to channel contention between
the UEs, the second node is gradually enhancing the requested video quality. From
these results, we conclude that the technology used to request the video plays a key
role in the overall experience of the user, whereas the services that are placed on the
MEC agent and therefore are closer to the UE outperform the cases of remote testbed

placement.
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5.5.3 Different placement of services

As a final set of experiments, we demonstrate results when the placement of the
service is different for the two UEs, i.e. one requesting at the MEC server and the
second one at the EPC, concurrently. This scenario is showing results of how the ap-
plication provider could discriminate between different subscription plans of clients,
allowing certain subscribers to access the same service located at the edge datacen-
ter contrary to the rest. As our prior experiments denoted that the access technology
plays a significant role in the performance that the UE application gets, we experi-
ment with both the available technologies and for all the different placements of the

service.

Figure 5.10 shows the plotted VLC rates for the different placements of the video
server and the different access technologies. Figure 5.11 shows the respective buffer
status for each setup. For the case when both of the clients use the LTE channel
and request video from the MEC and the EPC servers concurrently, we observe that
the UE requesting from the MEC service is able to get better video quality (Figure
5.10a). The node requesting to the MEC service very quickly converges to the highest
rate (6 Mbps) whereas the node requesting at the EPC barely manages to get just
over 3 Mbps. We see that at approx. 15 seconds of experimentation, both UEs drop
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their requested rate to the minimum possible, due to their buffer that is emptied.
However, when they start requesting video samples again, the MEC requesting UE
is getting the highest possible performance.

When we introduce one WiFi UE, we see that regardless of where the service is
deployed (MEC/EPC) the WiFi UE is able to very quickly converge to the highest
video representation available (Figures 5.10b and 5.10c). We see that for the same
cases the LTE UE is able to request the highest representation available. However,
in the scenario that the LTE UE is requesting the data to the MEC service, the rate is
reached very rapidly in the experiment (less than 10 seconds) whereas for the case
that the LTE UE is requesting at the EPC service, it takes just over 30 seconds to
request the highest video representation available. This is happening entirely due to
the location of the service closer to the edge, as we see that both buffers quickly fill
with over 70%. For the experiment when both UEs use only WiFi to access either at
the MEC or the EPC server, we observe that both of them quickly fill their buffer and
request very rapidly the best video representation available. This fact is happening
due to the slightly better capacity of the WiFi medium for our experiments, as shown
earlier in this chapter.

5.6 Discussion

The obtained results denote that the closer that each service is placed to the access
network, the better the performance is related to the Quality of Experience (QoE) of
each user. This is clearly illustrated in the better video quality requested from the
LTE clients when using the MEC server, or for the WiFi clients, as the WiFi network
has slightly better capacity for our experimental settings. The closer the service is
placed to the DU, the lower are the response times for our tested applications, and
thus the better the convergence times for requesting better video quality compared
to a distant server.

The placement of services closer to the DUs, allows the service providers to cre-
ate different subscription models for the served UEs. For example, consider a paid
subscription plan for a service that ensures always the least possible latency times
compared to a standard plan. This creates the opportunities for the operators to ex-
amine the problem in different manners, such as which technology will be used in a
per-packet basis to serve a specific UE, where the service shall be placed subject to
UE mobility, DU load, spectrum utilization, and maximum serviced traffic from the
server based on the available computational resources. Service migration shall also
be considered, with a seamless approach, allowing the UEs to experience no service
breaks while the service is transferred between hosts, and also a new path is estab-
lished to the MEC service. For the latter, methods such as DNS cache poisoning can
be exploited in order to create a localized illusion that the service is still on the same
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host. For the former, virtualization of services and related work provides several
insights on this [55].

Important aspects to consider for the placement of the services are also the condi-
tions of the wireless network. A highly utilized DU, or a WiFi DU operating in
an ultra-dense setup with several other DUs operating within the same band may
create additional delays for service access time. Moreover, using unlicensed bands
poses several performance-related issues, as the medium conditions cannot be accu-
rately predicted. For these cases, and taking into consideration the different traffic
patterns of UEs in an area, a machine-learning approach for determining where the
service shall be placed can play a key role in the overall efficiency of the network
and the provided services. By monitoring the mobility patterns of the UEs, and the
requested content at a central location (e.g. the Core Network of the cellular infras-
tructure), we might efficiently determine where the service can be placed (e.g. close
to the next target DU) or the radio access technology through which each client can
be served, in order to ensure the best possible QoE.

5.7 Chapter Conclusion

In this chapter, we propose and experimentally evaluate moving services closer to
the network edge, when employing a disaggregated heterogeneous base station
setup (Cloud-RAN). Based on our former works, we extend our prototypes and
provide a fully-fledged solution for placing the MEC services on the fronthaul in-
terface of multi-technology base stations, complying with the Cloud-RAN concepts.
The developed functionality is demonstrating the performance gains in terms of la-
tency and overall QoE that mobile multi-homed UEs can gain when the service is
deployed even closer to the network edge. The experiments denote that the selec-
tion of the technology for serving each UE can widely affect the QoE. However, as
our experiments only use a single technology for the entire traffic stream, possibly
better results could be received if traffic is balanced between multiple DUs.

In the future, we foresee extending the scheme in order to include a machine-learning
approach on the manner that we select where the service is placed. Through mon-
itoring the traffic patterns of each UE at the core network, and taking into consid-
eration the wireless conditions at each DU and reported channel qualities from the
clients, we plan to develop an algorithmic scheme in order to define where each
service shall be placed, in order to ensure each UE’s QoE. This service instantiation
can take place in a completely seamless to the UE manner, by exploiting the migra-
tion features of the containers hosting the network servers [100] and using a DNS
spoofing method at each DU in order to redirect the requests of each user to the new
location of the service. A similar approach can be further applied in order to define
the balance between the DUs for transferring the traffic to each UE of the network.
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6.1 Chapter Introduction

Network Functions Virtualization (NFV) aims at adding up to the flexibility, over-

all sustainability and management of the infrastructure that network operators use

to provide services. Through the introduction of fully softwarized network architec-

tures, the deployment of Network Functions (NFs) may take place with a single click

fashion, offering easy remote updates, contrary to installing traditional hardware

equipment with prior planning. The key features of NFV include reduced CAPEX

and OPEX costs, optimized reconfiguration of the provided services, easy integra-

tion of new services and operational efficiency due to the concepts of network slicing
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and multi-tenancy (i.e. multiple operators using the same physical infrastructure).
Due to the above reasons, NFV is considered to be one of the major enablers for the
5G technology [112].

In order for the orchestration process to take place, the underlying compute infras-
tructure needs to be prepared in terms of networking and resource allocation (e.g.
CPU and Memory available from the host machine). Management and Orchestration
(MANO) of the hardware resources is not a trivial task, as the interplay of the het-
erogeneous compute equipment, providing different APIs for the configuration of
different components, needs to be efficiently defined. To this aim, the NFV-MANO
[28] working group was formed by ETSI with the purpose of defining a generic ar-
chitecture for the management and orchestration of virtualized resources. The hard-
ware resources (compute, storage, network) are abstracted through the framework,
whereas focus is placed on the efficient interconnection of the orchestrated compo-
nents.

Nevertheless, NFV-MANO has been developed considering mainly datacenter re-
sources, with the networking being programmed through the SDN concept, and
services being deployed using either virtual machines or light-weight containers.
The advent of fully softwarized architectures for the RAN creates fertile ground
for the re-consideration of services deployed in the network, moving beyond just
application servers towards full stack networking systems. This fact also expands
for wireless networks as well, with the ability to setup fully softwarized 5G base
stations [83] with an appropriate radio front-end device (Software Defined Radio -
SDR). Considering that such applications usually assume distributed compute in-
frastructure, like for the case of deploying a base station along with a Core Network,
the compute infrastructure needs to extend to generic networking devices, includ-
ing heterogeneous equipment for the wireless operation. These technologies are not
currently addressed by any orchestrator or through SDN production grade software.

In this chapter, we present our contributions towards integrating wireless resources
in an NFV-MANO compliant orchestrator. All of our contributions are experimen-
tally driven, applied to an open wireless testbed, and are packed in a fully-fledged
solution easily adaptable by similar testbeds. The main contributions of our work

are the following:

o To combine wireless resources in the NFV-based orchestration of services over real

resources.

o To support the deployment of VNFs which use wireless links, through LTE, WiFi
and mmWave technologies transparently, without altering the information model
for the intercommunication of the different entities in the NFV-MANO architec-
ture.
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e To provide and apply entirely isolated slices of the hardware infrastructure for the
hosted VNFs, by exploiting solutions that can be applied on off-the-shelf equip-

ment.

e To deploy and evaluate a novel use case over the testbed infrastructure, dealing
with the deployment and operation of 5G networks.

As our orchestrator solution we employ the Open Source MANO (OSM) [30] plat-
form, the most widely adopted framework for NFV-MANO. Our goal is to extend
the orchestrator and underlying Virtual Infrastructure Manager (VIM) services in
order to provide services running on top of different wireless networks deployed
in the testbed. Traditionally, tools like OSM do not deal with network connections
other than Ethernet, and make use of network interface virtualization enablers such
as SR-IOV. Moreover, none of the widely available VIMs support configuration for
the wireless network. As similar solutions for the virtualization of the wireless inter-
faces also exist, they can be used in order to provide slices of wireless connectivity
to orchestrated services, even for off-the-shelf equipment. The resulting infrastruc-
ture is a powerful platform allowing the orchestration of experiments using virtual
resources, that off-the-shelf supports portability from any other OSM-compliant site
to the testbed.

The rest of the chapter is organized as follows: Section 6.2 is providing some former
practices on the virtualization and orchestrator support for key wireless technolo-
gies. Section 6.3 is proving a brief description of the testbed’s resources and former
experimentation methodology. Section 6.4 is detailing our architecture for provi-
sioning the testbed with the NFV-MANO paradigm. In section 6.5 we detail our
scheme for enabling the slicing of the wireless platforms and section 6.6 details the
integration of the orchestrator with the existing tools for provisioning the testbed
to experimenters. In section 6.7 we benchmark the developments in our platform
and illustrate a 5G related use case scenario, orchestrated through our contributions.
Finally, in section 6.8 we discuss the experimentation potential of the platform and
conclude.

6.2 Related Work

Related research focuses on either the development of new orchestrators, or the de-
velopment of slicing mechanisms for hosting multi-tenant operations over the dis-
tributed infrastructure. Below we initially list some relevant literature on the orches-
tration of heterogeneous equipment, and subsequently we provide the state-of-the-
art for wireless network virtualization.

Although there is a plethora of different orchestration software (e.g. OSM [30],
ONAP [63], Hurtle [45], SONATA [26], Kubernetes [13] etc.), most of them fail to
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address wireless resources, or when they do so, they only focus on the SDN based
integration of wireless network segments for inter-networking the compute nodes.

Nevertheless, apart from the ONAP case, all of them fail to address wireless re-
sources, or when they do so, they only focus on the SDN based integration of wire-
less network segments for inter-networking the compute nodes. The Open Net-
work Automation Platform (ONAP) on the other hand is a framework created by
the merging of the ECOMP (Enhanced Control, Orchestration, Management & Pol-
icy) and Open-O (Open Orchestrator) projects, in order to bring the capabilities for
designing, creating, orchestrating and handling of the full life-cycle management of
Virtual Network Functions, Software Defined Networks, and the services that all of
these things include. In this context, ONAP goes beyond the current NFV-MANO
architecture, and integrates several functions dealing with the configuration of wire-
less networks as well. As a matter of fact, ONAP has a dedicated working group
for the development of the appropriate functionality for deploying the Radio Access
Network (RAN) of 5G networks as well [85]. Nevertheless, the complexity of ONAP
and the amount of resources needed for running the core framework hinder its ap-
plication beyond operator use cases [111]. The most widely adopted framework
that complies with the NFV-MANO specifications is OSM [30], which we also adopt
in this work. Similar attempts that comply with the NFV-MANO specifications in-
clude [74], which is built around the feature of providing multiple network slices to
different tenants of the infrastructure. Similarly, in [60] the authors present an or-
chestration software that supports multi-tenancy. Authors in [34] and [33] address
the multi-domain management and orchestration, with domains belonging to differ-
ent entities or being geographically distributed. Similarly, the work of the EU 5GEx
project [12] resulted in providing the specifications and prototype implementation
of a multi-domain orchestrator.

However, all these works fail to address the wireless parts of the network, and ser-
vices being deployed in need of wireless connectivity. An attempt to address this is
presented in [106] where the authors use SDN controllers hierarchically organized in
order to manage a converged optical and wireless infrastructure. In [96], the authors
organize through SDN wireless small cells, by using an LTE connection as their con-
trol channel. The Maestro platform [23] provides an NFV orchestrator for wireless
environments, aware of the features of the VNFs that it is going to deploy. Similarly,
in [51] the authors build an orchestrator that can deploy software base stations based
on the OpenAirInterface platform [83] and compatible radio front-ends (SDRs). In
[69] we presented an initial approach for extending the OSM orchestrator in order
to provide services with wireless connectivity. However, the information model for
the communication between OSM and the VIM is altered, and thus it fails to pro-
vide portability of VNFs across different platforms. In this work, we extend the
initial approach in order to introduce our contributions transparently to the existing

orchestration services, and thus enable the portability of services through different
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orchestrators.

Since one of our goals is to provide slices of the wireless infrastructure, we present
some relevant literature on this topic. There exist several methods for slicing the
wireless networks, even with guarantees, depending on the technology being used.
In [94], the authors list all the relevant methods for slicing wireless networks. These
methods may rely on either introducing changes to the internal scheduler of each
technology, or make use of a middleware software in order to control the transmis-
sion of information to each technology. An example of the latter is [46], where the
authors use different traffic classes and allocate them to multiple radio access net-
works in order to prioritize transmissions of different slices over the overall infras-
tructure. Contrary to this, in [49] the authors allocate different resource blocks for
the downlink channel of LTE networks allocated to different slices.

However, most of these works solely focus on simulations and do not apply the
slicing mechanisms over real networks. Authors in [52] and [81] provide a solution
for the OpenAirInterface implementation of the LTE stack, by exposing the MAC
scheduler and allocating resources from the LTE wireless network to different UEs.
Similarly, authors in [58] create a queuing mechanism before the MAC scheduler for
prioritizing different user of the network. The authors use a real WiMAX testbed
in order to evaluate their approach. Works in [15] and [14] use an external service
in order to slice a WiMAX base station for different flows of traffic. Slicing is also
expanding to WiFi networks as well (e.g. [93], [110]) where the medium is accessed
opportunistically and guarantees for different slices are hard to meet. Authors in
[61] and [53] develop a scheme based on the multi-VAP feature of hostapd [72] and
ClickOS [73] in order to guarantee the air times of each slice.

In this work, we slice commercial off-the-shelf (COTS) infrastructure for LTE, WiFi
and mmWave technologies, with the aim to provide guarantees for the deployed
slices in terms of throughput for the LTE and mmWave case and in airtime for WiFi,
allocated to different tenants of the infrastructure. For the case of the testbed, dif-
ferent tenants are different experimenters who need to access the resources in an
entirely isolated manner. The work is integrated in the OpenVIM installation of
the tested, appropriately enhanced in order to provide deployment of VNFs over
wireless technologies without any changes in the information model between the
orchestrator and the VIM infrastructure. All the developments are integrated in the
NITOS wireless testbed [84], which provides access to host machines, mainly target-
ing experimentation and prototyping for wireless networks. In the following section
we briefly present the testbed, and in the subsequent section how the experimental

infrastructure is managed as our compute infrastructure from the VIM side.

Institutional Repository - Library & Information Centre - University of Thessaly
10/05/2024 13:01:39 EEST - 3.15.222.251



74 Chapter 6. Service Orchestration over Wireless Network Slices

6.3 NITOS Testbed Environment

The target facility used for the development and applications of our proposed exten-
sions to the orchestration software is the NITOS testbed (http://nitos.inf.uth.
gr), located in University of Thessaly, Greece. The testbed is providing in a 24/7
fashion remotely accessible resources, targeting at experimentally driven research
in wireless networks. The testbed is providing access to over 100 physical nodes,
equipped with key technologies:

o All the nodes are high-end PCs, equipped with Core-i7 processors and 8 GBs of
RAM each, featuring at least two IEEE 802.11 a/b/g/n/ac cards, compatible with
Open Source drivers (e.g. ath9/10k) used for WiFi related research.

e Two commercial off-the-shelf LTE access points are available for experimentation,
along with the respective Core Network solution. Both femtocells and core net-
work are programmable through the available testbed services [67]. About half
of the nodes are equipped with LTE dongles, that allow the establishment of an
operator-grade LTE network, using testbed specific SIM cards.

e Over 20 different SDR devices exist in the testbed, which are compatible RF front-
ends for open source implementations of base stations (such as OpenAirInterface
[83]).

e Six mmWave devices are installed in the testbed, reachable from all the nodes
of the testbed, and supporting the creation of high-throughput wireless point-to-

point links.

o All the nodes of the testbed are interconnected through different hardware Open-
Flow switches, organized in a tree topology. Users can set their own controller to
manage the flows of the nodes that they are using.

The testbed is organized in three different setups: An indoor RF-isolated, an outdoor
setup prone to uncontrolled external interference and an office setup with mild inter-
ference settings. Resources can be mixed from the different locations in order to cre-
ate a versatile experimentation environment. The nodes can be reserved through a
portal service, for up to four hours per slot. Several tools are available for experimen-
tation, supporting large scale deployments of ultra-dense heterogeneous wireless
networking environments. The most notable of the tools is the cOntrol and Manage-
ment Framework (OMF) [89] which supports receiving an experiment description
written in a high-level language, and subsequently orchestrates the experiment over
the physical machines of the testbed. OMF also manages the control plane part of
the testbed for the experimenters, including the processes of loading new images on
the compute nodes with PXE booting [35], turning them on/off etc. As the tool lies
in the heart of the testbed operations, and allows exposing the testbed to external
remote experimenters, our solution for orchestration takes this into consideration.

We provide more details on this in section 6.6.
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FIGURE 6.1: VNF instantiation on a NITOS node: each VNF
is bridged to the underlying physical wireless network (WiFi/L-
TE/mmWave), configured through the NITOS testbed tools.
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FIGURE 6.2: Existing vs. developed methodology for experimenta-

tion in the testbed; users do not have to learn the testbed’s API for

experiments, but just select the services they want to deploy and they

type of connectivity they want. After the orchestration process, they
get access directly to the VNFs.

2. User accesses directly the VNFs with wireless connectivity

6.4 System Architecture

The fact that traditionally NFV-MANO has been developed for orchestrating ser-
vices and functions over datacenters hinders us from considering VNFs with wire-
less network services being deployment over them. Nevertheless, the structure of a
testbed can be considered as a distributed set of nodes managed by an infrastructure
manager such as Openstack [97] or OpenVIM [76].

The proposed contributions change radically the manner and complexity through
which the testbed resources are provisioned and managed. Through the existing
methodology for testbed access, users connect to the testbed, and using the offered
services get superuser access on the physical machines. From this point on, they
can configure the nodes based on their experimentation needs; they can install new
software, setup wireless networking between them, etc. Through the developed
methodology, the users just access the Ul of the orchestrator software in the testbed.
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They may use existing preconfigured VNFs, or upload their own, and specify at
the VNF descriptor how these VNFs shall be connected for the wireless network as
well. Beyond this point, the developed tools are in charge of configuring the wireless
networks on the compute machines, and preparing them for hosting the VNFs. The
experimenters eventually get direct access to the VNFs which also have wireless
connectivity. Figure 6.2 presents this difference, and in this section, we further detail
this process.

AAs all of the testbed nodes also use Ethernet connections, we use them as the man-
agement plane of the orchestrator. Since orchestrator software such as OSM usually
refers to the configured VIMs as datacenters, we adopt the term for the set of the
testbed nodes that we manage through our extensions. For the differentiation of the
services deployed over the nodes, we organize the testbed in four different "data-
centers"as follows:

¢ SDR datacenter: all the nodes with SDR capabilities are included in this datacen-
ter. VNFs/PNFs related to the execution of services interfacing SDRs are using
this datacenter. Example VINFs scheduled for this datacenter may include Ope-
nAirInterface RAN VNFs, for setting up the eNodeB part of an LTE network.

e LTE datacenter: all the nodes that have LTE dongles are included in this data-
center. All the services using the LTE network to transmit data are using this
datacenter.

o WiFi datacenter: all the nodes with WiFi connections are included in this data-
center. Similar to the previous one, all the VNFs/PNFs deployed can use a WiFi
connection.

o Ethernet/mmWave datacenter: the rest of the nodes that use Ethernet connections.
Through the Ethernet network, the nodes are able to use the mmWave equipment.

Depending on the type of services that will be deployed, we plan the deployment
of the VNFs on top of the physical nodes as shown in Figure 6.1. The VNFs (Virtual
Machines with ready to provision services) are making use of a bridged Ethernet
connection with the physical interface that transmits the data over the air. Depend-
ing on the type of the physical interface used, we employ bridges based on either
bridge utils or Open-vSwitch [87]. The VIMs of the testbed which have been ex-
tended are OpenVIM [76] and Openstack [97]. We select to extend both VIMs as the
former provides a more lightweight approach to infrastructure management, and
can be easily setup even on resource constrained servers. For deployments resem-
bling a more "datacenter” oriented approach, we use Openstack. We make use of
existing services for the configuration of the LTE equipment (bscontrol/LTErf[lterf]),
or the automatic configuration of the hostapd instance for creating WiFi Access Points
in the testbed.
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FIGURE 6.3: Intercommunication of different components for deploy-
ing VNFs over the wireless interfaces of the testbed

Figure 6.3 shows the actions taken for establishing the wireless connections in the
testbed prior to the VNF instantiation. Initially, when OSM receives a Network Ser-
vice Description (NSD) parses the different components, and for each VDU, sends a
request to the VIM instance. For setting up the wireless connections in the testbed,
we have included some extra information on the description field of the VDU. List-
ings 6.1, 6.2, 6.3, 6.4 show the respective configuration for setting up a VDU with
LTE, WiFi or mmWave connectivity. When the VIM receives a request to deploy a
VDU, asks the REST API of the OSM RO component about the description of the
VDU. Upon the reception of this information, the data for the configuration of the
network is parsed and kept at an XML file. This XML file is then sent via an HTTP
POST to our service, the Compute Network Control (CNC) service, which is com-
municating with all the compute nodes. By introducing this service in the overall
architecture, we provide the appropriate extensions for configuring our equipment
in an automated and seamless manner, and preparing the compute nodes to host
the VNFs. The CNC service starts to setup the wireless network on the compute
nodes, and add the network interfaces to the respective bridges for networking the
deployed VNFs. The information that we pass to the instance is through the descrip-
tion field of the VDU, as this information is not parsed by VIMs. This allows us to
easily move VNFs between different VIMs as the information model for the com-
munication between different components is remaining unchanged. The respective
actions for provisioning the VNFs with wireless connectivity per each technology
are described in the subsections below.
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FIGURE 6.4: Deployment of VNFs over the NITOS compute nodes:
physical interfaces are either bridged or routed to the VNFs for relay-
ing all the traffic over the wireless networks

6.4.1 VNFs with LTE connectivity

For the LTE case, provisioning a VNF with such capabilities equals to providing a
VNF with an extra networking interface that is bridged on the compute node with
the physical interface connected to the COTS LTE network of NITOS. This process is
depicted in Figure 6.4a. Prior to deploying the VNEF, the CNC service takes care of
turning the LTE dongle on the node on, and sending the appropriate AT-commands
in order to connect it to the network.

The VNF that is deployed in the testbed, is using two different interfaces: one
bridged to the management Ethernet network, used for accessing/controlling /boot-
strapping the VNF, and a second one relaying the traffic over an LTE link. The bridge
upon which the VNF interfaces are attached is OvS based; the CNC framework takes
care of updating all the flows in the host machines involved in an NSD deployment,
in order to enable their intercommunication. As the VNFs inside an NSD are instan-
tiated in a sequential manner, CNC takes care of all the flow setup parameters for the
existing and about to deploy VNFs. This means that for each subsequent VNF that
is deployed, CNC revisits already deployed VNFs and updates the flows at the OvS
bridge in order to enable the intercommunication among all the VNFs included in
the NSD. Services running inside the VNFs, can take advantage of this link, to com-
municate with other VNFs connected to the LTE network, or run in a completely

isolated manner from other LTE clients.

// Rest of VDU configuration omitted

vdu:
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— cloud—init—file: cloud—config. txt
count: 1’
description: type:LTE, virtual —apn:APN1, dlambr: 50000000,
ulambr:50000000, qci:5,
ip:192.168.4.1 ,external —cp:lte—data
id : LTEUEVM

image:

// Rest of VDU configuration omitted

LISTING 6.1: Sample of VDU configuration for a LTE AP: the client
that will be attached to APN1 will get at max 50 Mbps for DL and UL
traffic

6.4.2 VNFs with WiFi connectivity

For the WiFi case, each node of the testbed is using a highly configurable WiFi card,
can supports all of the modes of the IEEE 802.11 suite of protocols (Access Point,
Station, Mesh, Ad-hoc, Monitor). For deploying the VNFs, only the modes of Access
Point and Station are exposed through the NITOS OpenVIM instance. This means
that experimenters may use the NITOS nodes in order to set them up as WiFi Access
Points (APs), and use the respective nodes configured as clients and associated with
them.

// Rest of VDU configuration omitted

vdu:
— cloud—init—file: cloud—config. txt
count: 1’
description: type:WiFiAP, essid :VWLANI, ip:192.168.10.1,
mode:g,channel:1, external —cp:wifi—data
id : WiFAPVM

image:

// Rest of VDU configuration omitted

LISTING 6.2: Sample of VDU configuration for a WiFi AP: multiple
can be instantiated over the same node with the CNC service taking
care of the low level networking and bridging configuration.

Similarly to the LTE case, the VNF has a second interface which is routed through
the WiFi network that is setup on the compute node. For the case that a VNF is de-
ployed over an AP link, a virtual Access Point (VAP) is created through the hostapd
tool [72] on the compute node. The VAP uses an ESSID (network name) that is
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configured from the experimenter side through the description field in the VDU de-
scription. Similarly, an experimenter may deploy one or more VNFs configured as
WiFi stations (STA) that communicate over the specified ESSID. The deployed VINF
has again two different interfaces, one used for managing the VNF and the traffic

sent over the second one is bridged with Open-vSwitch.

// Rest of VDU configuration omitted

vdu:
— cloud—init—file: cloud—config. txt
count: 1’
description: type:WiFiClient,b essid :VWLANI,ip:192.168.10.2,
external —cp: wifi—data
id: wifiClientVM

image:

// Rest of VDU configuration omitted

LISTING 6.3: Sample of VDU configuration for a WiFi station asso-
ciated with a (virtual) WiFi AP. The VNF deployed through this de-
scription will associate with the VNF deployed through Listing 6.2

The CNC service is in charge of setting up the appropriate rules on each of the nodes
involved in a WiFi experiment, by configuring the flows on each OvS bridge (AP
nodes and Station nodes). The flow rules regard the operations of changing the MAC
addresses for the communication between the nodes for the ARP and data packets,
so as the communication between all wireless stations and the AP is enabled by
using the standard IEEE 802.11 frames. An overview of a pair of nodes using the
WiFi link is shown in Figure 6.4b.

6.4.3 VNFs with mmWave connectivity

For the mmWave case, each NITOS node is able to use one the six mmWave nodes
that are available in the testbed. The mmWave nodes support only point-to-point
communication, and up to three pairs can be configured for simultaneous transmis-
sions. Each of the six nodes is addressed through a VLAN interface; traffic sent over
VLAN 692 is reaching the first node, VLAN 693 the second, etc. For the provision-
ing of VNFs using a mmWave link, a similar process is followed like for the previous
technologies.

// Rest of VDU configuration omitted

vdu:
— cloud—init—file: cloud—config. txt
count: 1’
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description: type:mmWave, physical-node—id:1,
ip: 192.168.5.1, external —cp :mmWave-data
id : mmwaveOneVM

image:

// Rest of VDU configuration omitted

LISTING 6.4: Sample of VDU configuration for a mmWave node: all
the underlying VLAN configuration is handled by the NITOS CNC
tool

A VLAN interface is created on the compute node by CNC, attached to a bridge
communicating with a second network interface of the VNF. Traffic sent over this
interface gets subsequently transmitted over the VLAN, reaching the mmWave node
and then over the air. At the receiving mmWave node, the traffic is encapsulated
in the respective VLAN addressing the mmWave node. Traffic is transmitted over
the VLAN and can be delivered at the VNF that has this VLAN configured at the

compute node.
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FIGURE 6.5: LTE slicing based on PDNs in the NITOS testbed: each
PDN equals to a unique path from the core network (P-GW compo-
nent) to the wireless RAN, through which only clients belonging to
the same PDN can communicate. Each PDN can be set to exchange
a value of a maximum UL/DL aggregate traffic for all the clients be-
longing to it.
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6.5 Wireless Network Slicing

In this section we present our approaches in slicing the wireless networks that we
use to bridge our VNFs to. The approaches to slicing are based on what can be
applied over the COTS equipment that we use in the testbed. The following sub-
sections show the practices applied to the 4G network equipment (LTE), WiFi and

mmWave networks.
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6.5.1 LTE Network Slicing

Although there has been significant work on the RAN based slicing for LTE (e.g.
[59], [50]), yet, no commercial products seem to integrate such functionality. For the
NITOS case, we employ the off-the-shelf LTE infrastructure that is offered. The RAN
is provided by two ip.access small-cells, whereas the Core Network is a network-in-
a-box solution by SIRRAN Communications [99]. Our high level target in slicing the
network with a holistic approach (considering the RAN and Core Network as one
entity) and to provide guarantees for different users on the usage of the network
resources offered by the infrastructure. For this purpose, we exploit the notion of
different Packet Data Networks (PDNs) to achieve this functionality, as follows: each
PDN is realized as a separate tunnel for user plane traffic, running from the PDN-
GW component of the Core Network (Evolved Packet Core - EPC) to each network
UE. For the RAN case, each UE is using an Access Point Name (APN) to connect
to the network. Each APN is the anchor router to each of the PDNs implemented.
For the case of the NITOS testbed and the commercial Evolved Packet Core (EPC)
that we are using [99], the anchor router is collocated within the same service as
the Core Network. When a UE requests to connect to the LTE network, the RRC
messaging exchange is containing the APN details that the UE wishes to connect
to. These messages are exchanged between the UEs and the EPC. If the information
is valid, and such a PDN is configured in the infrastructure, the UE is admitted to
the network. The user plane data (data the UE is sending over the network) are
then transferred from the base station to the EPC and vice-versa over dedicated GTP
tunnels. The GTP tunnels are aggregated to a single interface on the core network
side, per each PDN.

Each PDN is a separate broadcast domain for the network, and the UEs of the net-
work use addresses belonging to this domain. Since all the clients of the LTE network
are from the EPC’s perspective interfaced by single tunnel interfaces per each PDN,
we are able to isolate the flows of each PDN. Although UEs may be associated to the
same base station, and their traffic is traversed through the same EPC, the operate
in an isolated manner if they belong to different PDNs. Using this functionality, we
can throttle the traffic that is exchanged over the network per each PDN from the
EPC side; all the exchanged user traffic is traversing the EPC, even if a UE is trying
to reach a nearby UE. This throttling is based on the maximum Uplink (UL) and
Downlink (DL) traffic that the clients in each PDN exchange over the LTE network.
An illustration of this slicing functionality is depicted in Figure 6.5. In the illustra-
tion, the blue (PDN1) and the red (PDN2) clients can only communicate with clients
belonging to their own PDN. From the Core Network side, the traffic is throttled
between the two different APNs, from the PDN-GW. Figure 6.6a illustrates the or-
chestration of VNFs by defining different APNs in the service descriptions. VNFs
belonging to interfaces associated with different APNs will not be able to communi-
cate with each other. Nevertheless, assigning a new VNF that belongs to the same
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APN (if connected through the LTE technology) or PDN (if using Ethernet as in the
illustration), will enable the intercommunication with the respective VNFs (e.g. the
yellow VNFs at the illustration).
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(A) Orchestration of VNFs belonging to specific slices of the LTE infrastruc-
ture. VNFs are orchestrated through OSM, whereas the LTE physical inter-
connection and bridging with the VNFs is offered through the CNC service.
VNFs are able to communicate only with the clients belonging to their own

PDN.
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(B) VNF instantiation over WiFi links in the testbed: VAP creation and phys-
ical interconnection is provided by the bscontrol service whereas the iptables
rules on the host controlling the VAP instances ensure that VNFs on the

clients can communicate only with VNFs belonging to the specific VAP they
are associated to.

FIGURE 6.6: VNF Orchestration with multiple slices with WiFi and
LTE connections.

6.5.2 WiFi Network Slicing

For the WiFi case, we employ the hostapd service to setup wireless Access Points
(APs). Through its configuration, hostapd can setup over a single physical card mul-
tiple AP instances, known as virtual Access Points (VAPs). Each VAP has separate
settings for the transmitted ESSID parameter, which the end user devices employ to
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associate to the network. Physical network parameters, such as transmission power
and channel configuration are the same across different VAPs. However, by using
the separate data queues for the different types of data (Voice, Video, Best-Effort
and Background) that the WiFi drivers have, prioritization between different VAP
instances can take place, as it has been shown in other works, e.g. [61], [110]. How-
ever, given the Listen-Before-Talk (LBT) protocol of WiFi, all the end-users compete
in order to get access to the medium. Hence, contrary to the LTE case, no guarantees
can be given through these methods on the per-VAP exchanged traffic. Neverthe-
less, these methods regulate the probabilities of each VAP to access the channel in
a percentage of the total available capacity, constrained by the external interference
that is present in the served region. Figure 6.6b depicts an example of deploying
sets of VNFs over nodes configured as WiFi APs or STAs. Only the nodes within
the same wireless network domain can communicate with each other (e.g. the blue
VNFs on the STA node can communicate only with the blue VNF on the AP node).

6.5.3 mmWave Node Slicing

For the case of the mmWave nodes employed in NITOS we use the following ap-
proach. Each of the nodes is terminated to an OpenFlow switch, communicating
over a specific VLAN. Different VLANSs are allocated for each of the nodes. The
termination switch of the mmWave nodes is connected to an other set of OpenFlow
switches that interconnect the rest of the nodes of the testbed. All these switches can
be programmed with individual controllers that each experimenter can setup, by
slicing the switches using the FlowVisor tool [98]. For each user controller, only the
ports that communicate with the reserved testbed nodes in this testbed account are
included in the configurable flow space of the end user. On the mmWave nodes (the
physical nodes which offer the mmWave connections to the testbed nodes), Open-
vSwitch (OvS) is used to bridge the Ethernet VLAN interface with the actual radio
interface of the node. This gives us the advantage that all the nodes of the testbed
can use the mmWave network connections, by setting up the correct VLAN interface
on the node and enabling the respective VLANSs on the OpenFlow switches. These
VLAN:S are configured through the CNC service, that manages all the low level con-
figurations needed on the nodes such as creating the appropriate VLAN interface ad-
dressing each mmWave node, setting MTU settings on this interface, etc. Although
currently no guarantees are provided for each slice airtime, the OvS instance that is
running natively on each mmWave node allows for dynamic scheduling of the flows
by making use of the Hierarchical Token Buffer (HTB) switches [44] of the Linux ker-
nel. Per client identification of flows is planned to be supported through the use of
IEEE 802.1Q-in-Q VLANSs; the outer VLAN tag is used to identify the mmWave node
that will be used for transmitting, whereas the inside VLAN tag is used to identify
each tenant (VNF) that is making use of it. Load balancing or scheduling each of the
flows relies on establishing match actions for the inner VLAN tag on each mmWave
node.
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6.6 Testbed Integration

In this section, we detail how the aforementioned schemes have been integrated in
a testbed environment. Prior to our contributions, experimenters using the testbed
have to go through the process of learning the testbed API, and make extended use
of command line tools in order to setup a simple experiment. Through our contribu-
tions, we are able to provide the users with the orchestrator Ul, and allow them to
deploy their experimental topology as VNFs over the testbed. By adopting the exten-
sions presented in the previous sections, they can specify the wireless links between
the VNFs, and effortlessly deploy even large-scale experiments in a single-click man-
ner. The target testbed where we apply our extensions is NITOS testbed. NITOS is
a wireless oriented experimentation facility, established under the Future Internet
Research and Experimentation (FIRE) initiative [37]. Throughout the years, FIRE es-
tablished a set of tools and methodologies for experimenting with testbed resources.
These include schedulers for moderating the access to physical or virtual resources,
APIs for orchestrating experiments, measurement methodologies and tools for cre-
ating larger facilities through the federation of isolated testbed islands. Since one of
our goals is to provide the testbed resources with the NFV-MANO approach, these
extensions regard the experimental plane of the testbed (i.e. the process of actu-
ally orchestrating the experiment). The integration with the existing tools described
hereunder regards the control plane part of the testbed (i.e. preparing the resources

for experimentation).

The fact that FIRE testbeds target repeatable experimentation over heterogeneous
technologies (even in the wireless domain) has led to the adoption of a scheduler in-
terface [101], where experimenters can select the number of nodes they want to use
within a timeslot. Timeslots for experimenters in NITOS are at maximum four hours
per reservation, with half hour slots. This calendar based reservation is very com-
mon within the FIRE testbeds federation, such as Fed4FIRE [105] and OneLab [31],
especially for wireless resources. The existing mechanisms are based on the Slice-
based Federation Architecture (SFA) protocol [86], which represents the resources of

the testbeds with XML documents, referred to as Resource Specifications (RSpecs).

Since OSM assumes that the underlying compute resources are available for instan-
tiating services at the time of the orchestrator, we developed the following method-
ology and tools for reserving the testbed resources prior to the orchestration. Before
the orchestration takes place, a daemonized service running at the OpenVIM side
is querying the REST API of the OSM Northbounf Interface (NBI) for any new on-
boarded VNFs. This service is running in an entirely isolated manner from the rest
infrastructure, in a container, and processes the JSON responses from OSM. In case
that there are any new VNFs onboarded to OSM, and hence an experiment is about

to be orchestrated, the service starts the reservation process in the NITOS testbed
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by communicating with the NITOS broker [101]. Based on the parsed data, the ex-
act physical resources (compute) that will be used for a specific experiment can be
concluded on the NITOS side, and therefore reserved as follows. In case the VNF
descriptions of the onboarded NSDs contain the extra information that is depicted
in Listings 6.1, 6.2, 6.3 or 6.4, the respective nodes are filtered from the broker re-
sponse and requested for reservation. In case that an SDR node is requested, this is
provisioned by indicating the USB controller as a pass-through device. The commu-
nication with the broker is taking place over the Slice Federation Architecture (SFA)
[86] protocol (Versions 2 and 3 are supported), that is a standardized interface for
FIRE testbeds.

Upon the conclusion on the exact technologies, and therefore compute nodes, that
shall be used for an experiment, the daemon process makes the respective calls to the
NITOS broker for retrieving the available nodes within a specific timeslot for four
hours from the point that the VNFs are onboarded. If the nodes are available, the tool
reserves them and places them under a single slice name per each reservation. This
shall not be confused with the notion of slices in virtualized infrastructure, but refers
to a set of physical resources in the testbed. The selection of the compute nodes relies
on the network interfaces that the nodes have (e.g. LTE, WiFi, SDR devices) and is
accomplished through a catalogue system that the service maintains and filters the
sets of nodes that can be used for each specific experiment. A job is also registered
to take place before the experiment orchestration begins, by preparing the physical
resources and loading the appropriate image on them by querying the REST API of
the NITOS Broker. The nodes are also added to the NITOS VIM in order to allow
the instantiation of VNFs on top of them. This image refers to a binary copy of
the hard disk of a node, including the operating system, and all the kernel modules,
services and applications that will run on it. The image is currently an Ubuntu Server
14.04 installation, with the virsh and Qemu 3.0 services installed, and some scripts for
connecting the LTE dongles to the network or configuring the node as a WiFi AP (e.g.
hostapd configuration with multi-VAP mode, etc.).

When the experiment ends, the VNFs are deleted from the OSM instance of NITOS;
this allows us to re-orchestrate the same VNFs in a subsequent experiment instance.
The developed functionality is generic enough to be applied as it is for any other
NITOS-like testbed that may integrate such an approach for reserving the testbed’s
resources. Moreover, as the description field in the VDUs that we use for passing
the information to the VIM instance is not parsed by OSM, the same VNFs can be
deployed at any other OSM instance that is not using our extensions; in such a case,
the experiment will be orchestrated with Ethernet connectivity by default.
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FIGURE 6.7: Benchmarking results for the orchestration process

6.7 System Evaluation and Bechmarking

For the evaluation part of the proposed integration with the testbed, we evaluate the
framework by means of two different experiments: 1) a benchmarking, measuring
time for deployment of different types of VNFs with wireless connectivity in the
testbed, and 2) a use case experiment, dealing with the deployment of wireless base
stations, where the base stations are instantiated as VNFs using our framework. In
the following subsections, we detail our experimental findings.

6.7.1 Framework Benchmarking

For the benchmarking part of our evaluation, we select different scenarios of deploy-
ment of NSDs in the testbed, for provisioning VINFs with wireless connectivity. We

measure the following parameters:

1. the host network setup time, which is the time that the CNC tool needs from the
time that it is invoked from the testbed VIM to setup the network bridges on the
host machine where the VNFs will be instantiated,

2. the physical network setup time, which is the time that is required for the actual
physical network interfaces to connect to the network. For example, the physical
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setup time for the LTE technology is the time needed for the host machine to
connect its LTE dongle to the LTE network of the testbed.

3. the NSD deployment time for orchestrating VNFs with wireless network interfaces.
This is the time since the orchestration command is issued in the OSM dashboard
until the VNFs are deployed and available in the testbed. For this part of evalu-
ation, we examine the performance of both VIMs that we integrated our changes
into, namely OpenVIM and Openstack, as an effort to directly compare the two
solutions over exactly the same conditions.

Figure 6.7 presents our experimental results for the aforementioned indicators. Fig-
ure 6.7a presents the average times for the host network and physical network setup
for the different types of wireless connectivity. These times are concluded when
deploying a NSD with two VNFs, communicating over the same technology. As
we see, all the host network setup times are almost the same; this is regular, as the
time that we measure regards the period for configuring the network bridges and
attaching the physical interfaces. This process is straightforward and identical for
all the wireless networks. Contrary to this, the physical network setup times re-
gard the time needed for setting up the wireless connectivity on the host machines;
this for the case of WiFi connectivity reflects on bringing up the wireless driver on
the host node, setting up the Access Point configuration, address setup between the
nodes, and setting up the network flows on all the physical nodes involved in the
experiment. As we see, for the case of mmWave connectivity, the times are very low
compared to other technologies. This is due to the fact that for setting up a mmWave
connection in the testbed, we only need to configure a VLAN interface on the host
machine, and configure parameters such as the beam angle on the mmWave node
that will be used.

Figure 6.7b shows the comparison between the overall times for setting up an NSD
with up to 6 VNFs using LTE or WiFi connections, when using the two extended
VIMs (OpenVIM and Openstack). As we see, setting up LTE connectivity for the
VNFs takes significantly more time than WiFi, due to the complexity of setting up
each connection; CNC tool needs to connect to each of the host nodes and issue the
appropriate AT-Commands. However, we note a difference between the two VIMs
for the deployment times subject to the number of VNFs included in the Network
Service Descriptor; for up to 3 VNFs, we observe that OpenVIM is able to deploy the
VNFs in a faster manner. When more VNFs are employed (e.g. 4-6), Openstack is
faster in the total deployment time by a few seconds. It is worth to mention that the
times are measured until each and every VNF in the descriptor starts running, and
not when it reports back to the orchestrator; here we observed another difference
of the tools, as Openstack notifies the orchestrator as soon as the VNFs have been
assigned IP addresses, while OpenVIM spends approx. 40 seconds before reporting
back. This is an issue that we plan to investigate in our future works.
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Figures 6.7c and 6.7d show the physical network setup times for varying number of
VNFs in the submitted NSD, for LTE and WiFi connectivity respectively. As we see,
the time is growing linearly as the number of VNFs in the NSD rises (UEs or WiFi
Stations). This is due to the additional process of the flow configuration on each
node, each time that a new host is added to the wireless network. In such a case,
the CNC tool revisits all the configured nodes and updates the flows on each one of
them Finally, Figure 6.7b shows the overall times for setting up an NSD with up to 6
VNFs for LTE or WiFi connectivity.
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FIGURE 6.8: Deployment architecture for disaggregated heteroge-
neous Cloud-RAN base stations as VINFs in the NITOS testbed: wire-
less interfaces (SDR and WiFi card) are configured as pass-through
devices for the access network, whereas for the backhaul network
we use our extensions to configure a WiFi link. Depicted delays
have been measured over the links interconnecting the nodes of the
testbed. For the delay injection case, we use the netem application.
[41]

6.7.2 Wireless Base Station deployment

For the second part of the evaluation, we employ a software base station and or-
chestrate the operation of a Cloud-RAN, integrating heterogeneous technologies on
the RAN. The work has been described in [65] in detail, and describes the function-
ality added to the OpenAirInterface (OAI) platform [83] in order to define a data
plane split for the LTE stack, and integrate heterogeneous technologies for the cell.
This work considers the split of the base station stack at the high Layer 2 of the OSI
stack, between the Packet Data Convergence Protocol (PDCP) layer and the Radio
Link Control (RLC) layer. The resulting operation of the base station stack splitting
has two outputs, based on the specifications for the 5G stack [f1-arch]: the Central
Unit (CU), incorporating the higher layer functionality and the interface to the Core
Network, and the Distributed Units (DUs) incorporating the lower layers including
the transmission/reception of data over the air. As the OAI platform is purely based
on software, it exemplifies how softwarization can extend even to the RAN, and
how orchestration can include such services as well. In this use case, we orchestrate
the operation of such a network through our extensions. For the orchestration of
this experiment, we focus on OpenVIM, as it provides a more simple solution for
passing through the USB SDR devices. Openstack on the other hand, requires user
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involvement after passing-through the USB controller hosting the SDR from inside
the VNE, as supplementary to a PCI pass-through of the USB controller, requires
USB pass-through for the device as well. As OpenVIM supports both features in a
seamless manner, we select this to host our experiments. We deploy four different

VNFs for the wireless network service as follows:
o A Core Network VNF, running the OpenAirInteface Core Network software.

¢ A RAN VNE running the CU and DU functionality for the LTE part of the
network, including the interface for heterogeneous DUs.

e A WiFi DU VNF, in charge of transmitting/receiving data to/from the WiFi
UEs of the network from/to the CU side.

o A simple VNF that routes the data between the CU and the Core Network.

For the DU sides of the network, we use PCI pass-through for the LTE DU VNF,
in order to attach the entire USB3 controller that hosts the SDR device needed for
transmitting data over the network. We employ a similar approach for the WiFi DU
that runs our software, but handles the modes of the wireless card. Hence, we pass-
through the PCI device that holds the WiFi card of the network. The WiFi DU part of
the network encapsulates data received from the UEs in its own format (details on
the framework are shown in [65]) and transmits them to the CU. The reverse process
is done for downlink traffic. We use the extensions in the orchestrator in order to
support a WiFi based path in the backhaul network (between the routing VNF and
the Core Network). The topology for the deployed VNFs is shown in Figure 6.8.
We depict the VNFs and reported delay for their intercommunication in the testbed.
All the nodes are synchronized using the NTP protocol [77], providing millisecond
based accuracy among the clocks of the testbed’s nodes.

Avg Time for VNF Instantiation s
VNF Setup times

IIL

5
Core Network Routing LTE CU DU WiFi DU

Time (s)

FIGURE 6.9: Average Setup time for the VNFs in the use case experi-
ment for heterogeneous Cloud-RAN base station instantiation.

Figure 6.9 illustrates the respective times for the instantiation of each VNF involved
in the service descriptor. The entire time for deploying the NSD is approx. ~ 96
seconds, averaged from 20 experiment runs. As we see, the two VNFs that are us-
ing our extensions for WiFi connectivity (Core Network and Routing VNFs) take
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when injecting 40Mbps at the Core Network DUs of the system.

FIGURE 6.10: Experimental results for the base station deployment
scenario.

approximately the same time as for the VNFs that we showcased in the previous
subsection. During these times, the setup of the wireless network takes place as
well, by using the Cloud-Init framework in order to launch the network operation
software. The WiFi DU and LTE network VNFs take less time, as they require only
a pass-through connection for each device they are handling. Following this initial
benchmarking, we test the functionality of the VNFs by attaching a multihomed UE
to the network (WiFi and LTE). We inject 40Mbps of traffic from the Core Network
side using the iperf application, with the CU being configured to split the traffic over
both DUs (LTE and WiFi). It is worth here to mention, that we use a SISO config-
uration with 5SMHz of bandwidth for the LTE part of the network, which in all of
our testbed experiments may wield ~ 16.5Mbps of goodput at the UE. Figure 6.10a
shows how the traffic that is received by the UE versus the one injected at the Core
Network, and Figure 6.10b the amount of traffic transferred over each DU of the
network. At approx. 150 seconds of the experiment, we bring down the wireless
interface on the WiFi DU, and see that the UE is getting the traffic transferred over
the LTE DU only, equal to approx. 16.5Mbps.

6.8 Discussion and Chapter Conclusion

The provided functionality is able to accelerate the deployment of new services that
might be running over different networks, towards their experimentally driven val-
idation. The developed approach is a fully-fledged solution for application pro-
totyping over testbeds, allowing with minimal overhead the experimenters to de-
ploy them over a distributed datacenter with wireless technologies. Through the
description of the applications in VNFDs, and the adoption of the extended syntax
for the VNFDs allowing the specification of the network parameters, the presented
approach is a solution fitting several needs. From the testbed administrator side,
the solution is packed as a VIM exclusively for nodes that are interconnected and
communicate with each other, and participate in forming a distributed datacenter
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solution. Thus, it can be easily installed in any other NITOS-like FIRE testbed. More-
over, for the testbed administrator case, this approach is able to provide enhanced
portability of experiments over the testbeds, regardless of their type, as long as they
can process YAML based service descriptions that OSM consumes. Providing such
extensions to the testbed mildens the learning curve of using the infrastructure; the
end-user is only presented with a repository/marketplace of VNFs, which can be
instantiated from a higher layer by organizing and designing the interconnection of
the components through OSM. Also VNFs developed/running at other sites can be
easily instantiated in any testbed featuring such extensions.

In the future, we foresee extending the service orchestration in the testbed by making
use of tools like JuJu, Ansible or Cloud-Init, for the seamless and effortless bootstrap-
ping and on-boarding of services on the VNFs. Currently, we have experimented
with the JuJu functionality in OSM Rel FOUR and FIVE, and allows us to get similar
behaviour over the testbed as with the legacy experiment description and orchestra-
tion tools for physical machines (OMF). Through the development of proxy charms
for JuJu, almost any application used for off-the-shelf experimentation can be con-
trolled through the orchestration software. Processes that are based on software and
usually take up a lot of time for the setup of the experimentation environment in
the testbed, e.g. setting up a software based base station over a USRP device, can be
fully automated, by the selection of the interfaces that will backhaul/fronthaul the
base station from the top level, as shown in the second use case experiment.
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Chapter 7

Conclusions and Future Work

In this thesis, we focused on the disaggregated architecture for base stations, for
supporting future 5G cellular networks. Through the formation of Cloud-RANS,
flexibility is added for the management and commissioning of new base stations,
even on the fly, based on the current demand in an area. All of our contributions
were experimentally driven, implemented in open-source software that runs over
commodity hardware, in order to enable performance evaluation under realistic en-
vironment settings, and enable the direct comparison of our frameworks with exist-
ing solutions and standards.

As traffic and signaling for splits taking place after the baseband processing can be
transported over a packetized fronthaul, we focus on higher layer 2 splits. Initially,
we presented an experimental evaluation of different layer 2 splits and under differ-
ent settings for the wireless RAN. The solution was developed over the OpenAirIn-
terface platform and the overhead for different modulation and coding schemes and
bandwidth settings was measured. This experimental evaluation was one of the first
in literature which experimentally evaluates splits in the higher layer 2.

Subsequently, we explored how heterogeneous technologies can be aggregated in
the cell. We used as a starting point what is considered in the previous technologies
(e.g. through the LTE WLAN Aggregation feature) and integrate non-3GPP tech-
nologies to the network cell. We introduced them in the disaggregated Cloud-RAN
when considering the split between the PDCP and RLC layers, as also considered
in the NR specifications. The non-3GPP technologies are introduced as Distributed
Units in the disaggregated architecture, thus enabling the dynamic selection of the
technology that serves each multihomed UE in a per-packet basis. Our real-world
experiments provided insights on the maximum distance that a DU (either 3GPP or
non-3GPP) can be located from the (edge) datacenter instantiating the CU without
degrading the performance that the end-user gets.

Following this, we focused on the formation of heterogeneous ultra-dense disaggre-
gated networks and deal with the spectrum management for the under considera-
tion DUs. As network densification is expected to play a key role in augmenting
the wireless network capacity in an area, appropriate placement of the operating
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units is needed. In this context, and leveraging the disaggregated architecture, we
designed, implemented and evaluated an algorithm for the efficient coordination of
DUs in an area, depending on the presence of heterogeneous technologies. The algo-
rithm relied on low-level statistics collected from all the DUs controlled through the
same CU, which hosts the coordination process. For all the under-study cases, we
observed that our scheme is more efficient than the existing off-the-shelf solutions,
allowing higher capacity in the provided networks.

Building on the disaggregated heterogeneous base station architecture, we further
studied the possibility of minimizing the service access latency for the end-users.
Existing suggested deployments for Multi-access Edge Computing, which is con-
sidered to be the enabler for low latency communications in 5G, suggest the place-
ment of services beyond the (cloud) base station, either on the backhaul network
or beyond the core network. Using our prototype implementation, we designed,
developed and experimentally evaluated our solution for placing services on the
fronthaul network, closer or collocated with the network’s DUs. Our evaluation
demonstrated low latency for LTE access (below 10 msecs), creating fertile ground
for 5G applications to be executed over legacy equipment.

Finally, we presented our contributions in orchestrating our software heterogeneous
cloud-RAN base stations through the NFV MANO architecture. By exploiting the
Open Source MANO tool, we extended how software services are deployed in a
wireless testbed. Our contributions to the framework allowed the provisioning of
VNFs making use of either WiFi, LTE or mmWave connectivity. Using as VNFs the
disaggregated heterogeneous Cloud-RAN software, we are able to enable the single-
click deployment of the mobile network, and provision a wireless backhaul/fron-
thaul in an effortless manner.

In the future, we foresee extending our schemes towards integrating NR functional-
ity in the physical layer, as well as apply machine learning approaches for the cases
of MEC and spectrum management; in the former, we plan to investigate possible
dynamic placement of services on the fronthaul, based on the demand and some
adoptive pricing policy that each network user might employ. For the latter, we
plan to model the dynamic characteristics of the wireless network based on histori-
cal measurements, and through a machine learning approach to dynamically adapt
the operating channel of the network’s DUs.
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