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Abstract

The field of Artificial Intelligence is rapidly expanding with numerous potential applica-

tions in healthcare. As patient data becomes increasingly accessible, healthcare professionals

and systems rely more on Artificial Intelligence algorithms to extract valuable insights from

biomedical data. However, it is concerning that the applications that use such algorithms

often take several hours to days to generate an accurate result. This slow execution time is

particularly problematic in the medical field, where timely analysis and decision-making are

crucial to patient outcomes. Thus, it is essential to decrease the execution time of such ap-

plications while maintaining their performance. In this Thesis, we examine an application

that does interpretable data classification. The application detects pathologies in biomedical

images while explaining why it produces specific results with the help of fuzzy logic. The

goal of this Thesis is to reduce the application’s execution time. To achieve this, we follow a

systematic, iterative approach to optimize the code of the application while ensuring that we

do not negatively affect the functionality and efficiency of the application.

Keywords:
Interpretability, Biomedical Images, Classification, Interpretable fuzzy rules, Fuzzy similar-

ity phrases, Algorithmic optimization, Parallelization, Compiler οptimization, GPU
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Περίληψη xiii

Διπλωματική Εργασία

Αποδοτική υπολογιστική ανάλυση βιοϊατρικών εικόνων με εφαρμογές

στη διαγνωστική

Αθανασία Δέσποινα Σαπουντζή

Περίληψη

Ο τομέας της Τεχνητής Νοημοσύνης επεκτείνεται ταχύτατα με πολυάριθμες πιθανές εφαρ-

μογές στην υγειονομική περίθαλψη. Καθώς τα δεδομένα των ασθενών γίνονται όλο και πιο

προσβάσιμα, οι επαγγελματίες και τα συστήματα υγειονομικής περίθαλψης βασίζονται όλο

και περισσότερο στους αλγορίθμους Τεχνητής Νοημοσύνης για την εξαγωγή πολύτιμων πλη-

ροφοριών από τα βιοϊατρικά δεδομένα. Ωστόσο, είναι ανησυχητικό το γεγονός ότι οι εφαρ-

μογές που χρησιμοποιούν τέτοιους αλγορίθμους συχνά χρειάζονται αρκετές ώρες έως ημέρες

για να παράγουν ένα ακριβές αποτέλεσμα. Αυτός ο αργός χρόνος εκτέλεσης είναι ιδιαίτερα

προβληματικός στον ιατρικό τομέα, όπου η έγκαιρη ανάλυση και η λήψη αποφάσεων είναι

ζωτικής σημασίας για τα αποτελέσματα των ασθενών. Συνεπώς, είναι απαραίτητο να μειωθεί

ο χρόνος εκτέλεσης τέτοιων εφαρμογών, διατηρώντας παράλληλα την απόδοσή τους. Στην

παρούσα Διπλωματική Εργασία, εξετάζουμε μια εφαρμογή που κάνει ερμηνεύσιμη ταξινό-

μηση δεδομένων. Η εφαρμογή ανιχνεύει παθολογίες σε βιοϊατρικές εικόνες, ενώ εξηγεί γιατί

παράγει συγκεκριμένα αποτελέσματα με τη βοήθεια της ασαφούς λογικής. Στόχος είναι η

μείωση του χρόνου εκτέλεσης της εφαρμογής. Για να το πετύχουμε αυτό, ακολουθούμε μια

συστηματική, επαναληπτική προσέγγιση για τη βελτιστοποίηση του κώδικα της εφαρμογής,

φροντίζοντας παράλληλα να μην επηρεάσουμε αρνητικά τη λειτουργικότητα και την αποδο-

τικότητα της εφαρμογής.

Λέξεις-κλειδιά:
Ερμηνευσιμότητα, Βιοϊατρικές εικόνες, Ταξινόμηση, Ερμηνεύσιμοι ασαφείς κανόνες, Ασα-

φείς φράσεις ομοιότητας, Αλγοριθμική βελτιστοποίηση, Παραλληλοποίηση, Βελτιστοποί-

ηση μεταγλωττιστή, Μονάδα επεξεργασίας γραφικών
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Chapter 1

Introduction

Medical diagnosis refers to the systematic process of identifying a patient’s specific con-

dition and its associated symptoms. Medical diagnosis provides essential information about

the disease or condition, which is necessary for the appropriate treatment. This information

is collected by a comprehensive assessment of the patient’s medical history, physical exam-

ination, and surveys. Biomedical images are considered invaluable assets for medical diag-

nostics [2, 3, 4].

The field of medicine is seeing a progressive transformation due to the integration of arti-

ficial intelligence (AI) technology. The primary goal of AI research in the field of biomedical

imaging is to develop and refine technologies that improve patient outcomes. Typically, AI

tools take the form of imaging decision support systems that offer practical suggestions to

imaging professionals [5, 6, 7].

Machine learning (ML) is a more precise designation to characterize the prevailing ex-

pression of artificial intelligence. In order to construct machine learning systems, numerous

positive and negative examples are fed to an algorithm that modifies itself based on its re-

sponse to these examples [8]. Machine learning techniques may be categorized into two main

classes, based on the training approach: supervised and unsupervised ones. Supervised learn-

ing is an approach to learning that relies on labeled data, which provide the correct answer.

Unsupervised methods refer to a set of techniques used to automatically cluster comparable

data by identifying shared characteristics. In some instances, unsupervised learning is em-

ployed as a principal approach to identify important features that can be subsequently used

in supervised learning.

A significant barrier to the clinical use and potential regulatory endorsement of AI algo-

1
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2 Chapter 1. Introduction

rithms is the lack of knowledge regarding the decision-making process employed by these

algorithms. Deep learning networks that have undergone training have been commonly re-

ferred to as ”black boxes” in the academic literature. Deep-learning models exhibit vulnera-

bility to bias and are sensitive to adversarial attacks. These obstacles are not exclusive to the

field of medical imaging; similar issues have emerged in domains such as finance, military,

and autonomous vehicles. Hence, the objective of interpretability is to explain certain charac-

teristics of an MLmodel in a way that can be understood by a human [9]. Consequently, there

are increasing efforts to develop methodologies for explainable artificial intelligence [10].

1.1 Motivation

An important challenge with models that employ interpretable ML is that there is an

increase in overall execution time compared to ”black box” models [11]. There are several

reasons why this is a problem, especially with medical field applications. First, quick / real-

time detection of possible anomalies enables early interventions and could potentially prevent

serious complications. In other words, whenever a timely and accurate diagnosis is made,

the patient has the greatest chance for a positive health outcome [12, 13].Moreover, lower

image analysis turnaround times improve the capacity of doctors andmedical / computational

equipment.

One additional factor to consider is the impact on research and development. The use

of faster image analysis tools can expedite research in the field of medical imaging. This

enables researchers to process large datasets more efficiently, leading to the identification

of novel patterns and insights [14]. In particular, medical practitioners frequently run the

same program several times until convergence in the context of simulation-based iterative

approaches [15], so any delay in the execution of the application will be amplified.

Therefore, it is necessary to optimize [16] the execution time of applications with inter-

pretable models, while maintaining the accuracy scores.

1.2 Contribution

The aim of the Thesis is to optimize the execution time of an application that employs

an interpretable fuzzy classification framework based on Fuzzy Similarity Phrases (FSPs) to
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1.3 Thesis Structure 3

detect abnormalities in biomedical images [1]. The optimized implementation is 250 times

faster than the initial implementation. We approached this optimization process iteratively,

guided by profiling before and after each optimization step. We first targeted the method at

the algorithmic level, and then focused on refining the implementation, while also enabling

compatibility with Numba, an optimizing python compiler, for additional optimization. We

exploited parallelization, by first implementing multiprocessing at the CPU level, and then

by using a GPU to further improve the execution time of the classification algorithm and of

additional computations which are amenable to GPU acceleration.

1.3 Thesis Structure

The rest of the thesis is structured as follows:

• Chapter 2 provides background information presenting the main tools used in this The-

sis.

• Chapter 3 briefly describes the application which is our optimization target.

• In Chapter 4 we discuss the methodology we used to optimize the code which forms

the topic of this thesis.

• Chapter 5 demonstrates the application of the methodology and all the techniques that

were used for the optimization of the initial implementation.

• In Chapter 6 we illustrate the interpretability of application decisions using examples

from the medical domain.

• Finally, Chapter 7 concludes this Thesis.
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Chapter 2

Background – Profiling

A profile is a collection of statistics that describe the execution of a program. Profiling,

and the understanding of the intrinsic behavior of the program is the first step towards code

optimization. Particularly, identifying bottlenecks in the code enables focusing optimization

efforts on specific, problematic code snippets, expected to yield high performance gains when

optimized.

The code of the target application is implemented in Python. The version that we use is

Python 3.9[17]. In the following sections we briefly outline the characteristics of the profiling

toolset we used.

2.1 cProfiler

cProfile is a profiling module in Python’s standard library. It provides deterministic pro-

filing of Python programs; all function call, function return, and exception events are moni-

tored, and precise durations are recorded for the intervals between these events (during which

the user’s code executes). It is a C extension with “reasonable overhead” [18], that makes it

suitable for profiling long-running programs, such as our target application in this Thesis.

2.2 Vizualization of profiling results: snakeviz

The application produces a complex dynamic call graph with long branches, including

both custom functions and functions provided by Python libraries. Therefore, it is impractical

to read and analyze the textual cProfile output provided by the standard library module. As

5
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6 Chapter 2. Background – Profiling

Figure 2.1: Icicle visualization

an alternative, we use Snakeviz[19]. SnakeViz is a browser-based graphical viewer for the

output of Python’s cProfile module.

SnakeViz supports two visualization styles: icicle (the default) and sunburst. In both, the

fraction of time spent in a function is represented by the extent of a visualization element,

either the width of a rectangle or the angular extent of an arc. More specifically:

• Icicle visualization: The icicle visualization technique is shown in Figure 2.1. Rect-

angles represent style functions within the icicle visualization. A root function is the

uppermost rectangle, followed, in a recursive pattern, by the functions it calls, then

the functions they call, etc. The width of the rectangle represents the total time spent

within a function. A rectangle that spans the majority of the visualization represents a

function that is consuming the majority of its calling function’s time, whereas a slender

rectangle represents a low time-consuming function.

• Sunburst visualization: The sunburst visualization technique, which is displayed in Fig-

ure 2.2, represents functions as arcs. A function at the root of a call tree (or a subtree) is

represented as the center of a layered disk composed, recursively, of a layer of functions

that it calls, followed by a layer of functions that those functions call, etc. The angular

extent of the arc represents the time spent within a function. An arc that spans a large

angle represents a function that consumes the majority of its calling function’s time.

In contrast, a narrow arc represents a function that barely contributes to the execution

time.
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2.2 Vizualization of profiling results: snakeviz 7

Figure 2.2: Sunburst visualization

Apart from visualization, Snakeviz also exports a table with a row corresponding to each

unique function called. The table is illustrated in Figure 2.3. Calls to the same function from

different places are all grouped into the corresponding row. Each column, in turn, corresponds

to a metric collected during profiling. Those metrics are described in Section 4.1.1. The GUI

allows sorting the table in ascending/descending order according to any column of choice.

Figure 2.3: cProfile statistic results
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Chapter 3

Background – Fuzzy similarity phrases

(FSP) for interpretable data classification

3.1 FSP Application Structure

This thesis investigates methods to improve the time efficiency of an application imple-

menting a framework for interpretable data classification. This framework is based on the

concept of Fuzzy Similarity Phrases, recently proposed in [1]. This framework [1] aims to

enhance the tradeoff between interpretability and classification performance.

Figure 3.1: Outline of the FSP data classification framework [1]
Figure 3.1 illustrates the framework [1] the application we optimize is based upon. The

9
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application is described in the section that follows.

Start 

standardScaler_transform()

 df, num_iters, learning_rate,
n_fuzzy_sets 

classes

classes_indexes

separate_classes2()

train_test_split()

train_set, test_set, val_set

my_clustering()

class_centers

similarity_measure_vector1()

train_similarities,
test_similarities, val_similarities

min_max_normalization()

connect_class_with_class_centers()

vectorization_similarities()

train_similarities,
test_similarities, val_similarities

kfold_cross_validation()

feature_selection()

dummy_classification()

keep_unique_rules1()

update_weights_gd()

test_classification()

is f==num_folds?

Yes

print dummy and gd accuracies

n_fuzzy_sets

 class_similarities_class_centers,
n_cluster_thesis

fuzzy_sets_class

fuzzification()

matrix_accuracy_dummy

matrix_accuracy_gd

list_similarities,
list_similarities_test

weights_val, weights_test

No
  assign f=f+1

rule_base

rule_base, error

scaled_df, f=1

End

Figure 3.2: FSP flowchart

The flowchart illustrated in Figure 3.2 provides a visual representation of the initial appli-
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3.1.1 FSP Model Construction 11

cation, before any optimizations. It is a graphical representation of the application’s essential

functions. In addition to illustrating the sequential execution of functions, the flowchart shows

the input and output of each function. An extensive analysis of the application depicted in

the flowchart is provided in the following subsections.

The application consists of 5 modules:

3.1.1 FSP Model Construction
First, the application processes the data appropriately to create the FSPs. It organizes

and partitions the dataset according to the class label of each vector. The algorithm iterates

ten times using a smaller segment of the dataset. Each segment contains distinct data (so

the mean accuracy is computed by averaging over all iterations). The implementation splits

the data into training, validation, and testing sets. The K-means clustering algorithm utilizes

the training set to create cluster centroids for vocabulary construction. Next, the application

computes the similarities 5.1 between each vector (in the training, validation, and testing

set) and centroid in the set created during the previous step. A detailed explanation of how

similarities are calculated is provided in Section 5.5.3. Those similarities are normalized via

the min-max normalization method [20], and their values are limited in the range [0,1].

Next, the application proceeds to construct the fuzzy sets. Once the similarity matrix is

calculated, a clustering algorithm is applied to its elements per column to group the set of

similarities into a total of Lc 1D clusters. A fuzzy set is defined for each cluster of elements

of the similarity matrix of the training set. Particularly, a triangular membership function is

created to represent the fuzzy set A for each cluster l of columnm. The computed centroids

are sorted in ascending order. The centroid of each cluster can be used as the peak of the

triangular function. The base of the function extends from the adjacent smaller centroid to

the left to the adjacent larger centroid to the right. This way, the application creates a matrix

of fuzzy sets for elements of all classes.

3.1.2 Creation of Phrases and Phrases Reduction
AFuzzy Similarity Phrase (FSP) is defined as a set of fuzzy sets explaining the belonging-

ness of a vector to a class with respect to a set of words (centroids from K-Means clustering).

Next, the application initiates the classification of a vector with unknown class belonging-

ness (e.g. vectors from the validation and testing set) into the “normal” or the “abnormal”

class. For each vector similarity to each word, the fuzzy set to which the similarity has the

maximum membership is selected to characterize the respective similarity degree. This pro-
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cess creates two matrices, one for the vectors of the validation set and one for the vectors of

the testing set. Each matrix consists of the similarities, the max membership value for each

similarity, and the index that indicates which fuzzy set is assigned to that membership value.

With the aim of simplifying the classification process, the application employs a method

for phrase reduction of the FSP, where only one of the fuzzy sets is chosen to represent a

particular linguistic value, thereby reducing the number of words used. Following that, a

word is inserted in each similarity that describes the class, as well as the weight value.

3.1.3 Rule Generation
The application then proceeds to generate the Rule Base (RB). Pairs of FSPs that describe

the belongingness of the same input vector to two different classes are combined to create

binary classification rules. The application checks each new rule against all existing ones to

identify duplicates. If the new rule is indeed duplicate, it is not added to the rule base.

3.1.4 Model Validation
The set of all weighted rules constitutes an RB, which is then refined and adapted by

gradient descent to minimize classification error on the validation set. In particular, the ap-

plication modifies each rule in RB so that each validation vector is categorized according to

its class. Gradient Descent (GD)[21] is used to update the weight vectors of each rule in RB

to maximize relative certainty for the correct classification of vectors generating the same

FSP rule.

3.1.5 Classification of testing set
Next, the application proceeds to classify vectors from the test set to the appropriate class.

Given an unlabeled input vector xu, which is the feature vector that is retrieved from an input

image that belongs to the testing set, an FSP model and an adapted RB, the classification

of xu to a class during the testing phase is based on the FSP that will be generated using

the FSP model. This FSP explains why the input vector belongs to the specific class and

with what certainty, based on the weight value. Also, this FSP can be used as a query to find

relevant classification rules in RB. The classification of such a vector is based on the result

of equation 3.1. If yc,c′(xu) > 0, then xu > 0 is assigned to class c.

yc,c
′
(xu) =


yR

c,c′
(xu)+yc,c

′
(xu)

2
, if any rules are retrieved from RB

yc,c
′
(xu), if no rules are retrieved from RB

(3.1)
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3.2 Dataset 13

where:

yc,c
′
(xu) is called the basic rule,

yR
c,c′

(xu) is called relative certainty of the retrieved rule(s)

The application calculates the basic rule as:

yc,c
′
(xu) =

∑
m

scm ∗ µc
m ∗ qcm −

∑
m

sc
′

m ∗ µc′

m ∗ qc′m (3.2)

where:

smis the similarity value between input vector and word m

µmis the membership value

qm is the initial weight value set by the application.

The application calculates the relative certainty of the retrieved rule(s) as:

yR
c,c′

(xu) =
∑
m

scm ∗ µc
m ∗ qcgdm −

∑
m

sc
′

m ∗ µc′

m ∗ qc′gdm (3.3)

where:

smis the similarity value between input vector and word m

µmis the membership value

qgdm is updated weight value calculated by the gradient descent.

The main output of the testing phase is the percentage of vectors from the testing set that

were accurately labeled by calculating, namely the accuracy metric [22]. As we discussed

earlier, the testing phase is repeated on ten partitions of the test data. The accuracy attained

on each iteration is stored in a matrix, Then, the application computes the mean accuracy and

the standard deviation (SD) across those 10 values.

3.2 Dataset

For all experiments in the rest of this Thesis, we use input feature vectors derived from a

modified version of a Video Capsule Endoscopy (VCE) dataset, called Kvasir-Capsule [23].

A VCE is a compact capsule containing a wide-angle camera, illumination sources, batteries,

and additional electronic components. The patient consumes the capsule, which records video
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as it passively travels through the digestive tract. A recorder carried by the patient or included

in the capsule archives the video prior to its examination by a medical professional following

the procedure. The latter contains over 47000 images from inside the gastrointestinal (GI)

tract.

The Kvasir-Capsule comprises 117 videos containing 4,741,504 frames and 14 categories

of findings. The dataset includes both labeled and unlabeled video files. The VCE recordings

were collected using the Olympus Endocapsule 10 System45 from consecutive clinical exam-

inations conducted at the Department of Medicine, Baerum Hospital, Vestre Viken Hospital

Trust in Norway. In addition, they exported around 47000 images with labels from these

recordings, which we used as input for conducting these experiments.

The assortment of images is originally categorized into three crucial anatomical land-

marks and three clinically noteworthy discoveries. Furthermore, the dataset contains two

separate categories of images related to endoscopic polyp removal. The dataset is sorted and

annotated by medical doctors with expertise in endoscopy.

The altered version comprises the images into two classes: one that contains normal im-

ages and one that contains images with pathologies. These images are converted to feature

vectors [24] with the aid of VGG-16 [25], a convolutional neural network (CNN) architec-

ture that is capable of extracting feature vectors from images. The feature vectors are, in turn,

used as the training, testing and validation input to the FSP application.
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Chapter 4

Methodology

In this chapter, we outline the methodology we used for the optimization of the code

which is the target of this Thesis. More specifically, we discuss: (i) the profiling-guided opti-

mization loop, (ii) the validation process after each optimization step, (iii) the characteristics

of the hardware infrastructure, (iv) the characteristics of the software stack, including the

application code, and (v) the inputs used as benchmarks.

4.1 Profile-guided optimization

We employ a systematic, iterative approach, depicted in Figure 4.1 that involves the steps

described in this section.

Optimization of hotspot function

Analysis of profiling results

Profiling the application

Figure 4.1: Iterative profile-guided optimization pipeline
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16 Chapter 4. Methodology

4.1.1 Application profiling
We execute the code using cProfile to collect statistics that quantify the time spent in

each part of the program, the number of calls and to identify the respective call paths. Next,

we visualize the collected statistics with SnakeViz[19], as described in detail in section 2.2.

SnakeViz generates a report with the time spent in each function and its sub-calls, via a

hierarchical view of the dynamic function call graph. The visualization provided by SnakeViz

aids in identifying the functions which contribute the most to the overall execution time and

in locating performance bottlenecks.

After post-processing the profiler offers the following metrics for each function called:

• ncalls: Number of calls. We ought to try to optimize functions that acquire multiple

calls or consume an excessive amount of time per call.

• tottime: Total time consumed within the function, excluding any sub-calls.

• cumtime: Cumulative time, that incorporates sub-calls.

• tottime percall: Total net time of each call.

• cumtime percall: Total cumulative time of each call (including sub-calls).

4.1.2 Analysis of profiling results
According to Amdahl’s Law[26], the maximum potential improvement to the perfor-

mance of a system is limited by the contribution of parts of the system that cannot be im-

proved to the baseline execution time. Thus, we sort the statistics based on the cumulative

time and consider the functions with the highest cumulative time as possible hotspot func-

tions. This way, we maximize the fraction of the execution time of the application that the

hotspot function represents. Another parameter that we take into consideration is how many

times the application calls the specific hotspot function. In the spirit of the discussion earlier,

in cases the hotspot function is called a significant amount of times the function call over-

head (which can not be optimized) may dominate the function’s execution time, outweighing

potential optimizations to the function code. Therefore, such functions are not necessarily

prime targets for optimization and one should move higher in the hierarchy of the dynamic

call graph.
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4.1.3 Optimization of hotspot functions 17

4.1.3 Optimization of hotspot functions
After we have identified a hotspot function as a good potential target for optimization, we

perform a code review in the context of the target function to identify concrete optimization

opportunities. Such opportunitiesmay present in the direction ofmaking algorithmic changes,

using the functionality offered by libraries, refactoring the code, parallelizing parts of the

code, or even changing the data layout.

4.2 Hardware and Software infrastructure

Table 4.1 displays the hardware and software characteristics of the system that runs the

application. In more detail:

• CPU model: The CPU model is Intel(R) Xeon(R) Gold 6330.

• Number of CPUs: The number of CPUs is 2.

• Number of cores per CPUs: For each CPU there are 28 cores and 2-way hyperthreading

support.

• Total number of supported threads: As mentioned above there are 28 cores * 2 threads

per core, which equals 56 logical threads per CPU. The system has 2 CPUs, so the total

number of threads is 112.

• RAM: The system’s RAM capacity is 192 gigabytes. .

• GPU model: The GPU model is NVIDIA A40.

• OS: The operating system is Ubuntu 22.04.2 LTS.

• Programming language: The programming language used is Python 3.9.

• CUDA Version: The version of CUDA is 12.1.
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CPU model Intel(R) Xeon(R) Gold 6330

Number of CPUs 2

Number of cores per CPUs 28, 2-way hyperthreaded

Total number of supported threads 112

RAM 192 GBytes

GPU model NVIDIA A40

OS Ubuntu 22.04.2 LTS

Programming language Python 3.9

CUDA Version 12.1

Table 4.1: Hardware and Software infrastructure

4.3 Baseline application

The baseline implementation of the application we optimize is based on the framework

described in detail in Chapter 3. Firstly, it uses a vocabulary-based feature extraction scheme

that incorporates similarity features and fuzzy sets to create Fuzzy Similarity Phrases (FSPs).

Additionally, it provides a feature selection methodology that works within the FSP classifier

to choose the most representative similarity features for dimensionality reduction. Next, pairs

of FSPs are combined to create the RB. The application refines the weight vectors of each

rule with the aid of GD. Finally, the implementation offers an interpretable classification

mechanism, based on the interpretation of the FSPs.

4.4 Validation

After every modification to the original implementation, we validate that the accuracy of

the application’s predictions remains over 0.75, which is considered as an acceptable accu-

racy threshold [24] Wherever this is practically feasible, we additionally perform a localized

validation step, by directly comparing the function output from the original and the optimized

version of the optimized function.
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Chapter 5

Performance Optimization

In this chapter, we apply the methodology that was presented in Chapter 4. For each of the

profiling-optimization iterations, we discuss the profiling results, the respective optimization

techniquewe employ, the performance improvement attained, and themain take-home points.

5.1 Algorithmic optimization

5.1.1 Profiling results
The profiling results of the original implementation reveal that the execution time of the

application is 172000 seconds, which is equivalent to approximately 2 days.

Figure 5.1 illustrates the contribution of the most time-consuming functions to the total

execution time of the application. We consider these functions as potential hotspots and fur-

ther analyze them. For each candidate function, Table 5.1 summarizes the number of times the

potential hotspot function is called, along with the execution time per call and the cumulative

execution time.

19
Institutional Repository - Library & Information Centre - University of Thessaly
21/02/2025 23:31:15 EET - 18.116.43.121



20 Chapter 5. Performance Optimization

90%

6%
2%2%

execution time of application 

vectorization_similarities() feature_selection() similarity_measure_vector1() other

Figure 5.1: Distribution of execution time

Number of calls Cumulative time Time per call

(sec) (sec)

vectorization_similarities 20 154500 7825

feature_selection 20 10886 544

similarity_measure_vector1 30 2783 93

Table 5.1: Calling statistics of top hotspot functions

5.1.2 Analysis of profiling results
vectorization_similarities() is the function that practicallymonopolizes the

execution time of the application. Further analyzing the profiling results and the

vectorization_similarities() code, we find that trimf() offered by SciKit-

Fuzzy [27]is the primary contributor to this delay, being responsible for 90% of the cumula-

tive execution time of vectorization_similarities().

5.1.3 Optimization of hotspot function
trimf() computes fuzzy membership values using a triangular function. It is given a

set of parameters to define the points of the triangle (fuzzy set), and a vector that defines

the sampling points. Then, the original code employs the interp_membership() function from

SciKit-Fuzzy using the membership values computed by trimf() at the sampling point,
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to estimate – via interpolation – the fuzzy membership degree of a value of interest. The

value does not necessarily coincide with one of the sampling points in the vector originally

provided to trimf(). It may, instead, lie between two sampling points.

trimf() overcomputes, as it calculates the membership value for a large vector (in

the order of 100000 elements) to use, at the end of the day, the values computed for one or

two of those elements. Our optimization approach involves skipping the intermediate step

of creating a triangular function. We, instead, directly calculate the membership degree of

the value of interest. We use equation 5.2 [28] as the function to calculate the membership

degree, given a fuzzy set and a value of interest.

f(x, a, b, c) =


0, x ≤ a or x ≥ c

x−a
b−a

, a ≤ x < b

c−x
c−b

, b ≤ x ≤ c

where a, b, and c are the values of the given fuzzy set

Figure 5.2: Membership value estimation, based on a triangular membership function

The execution time analysis after the optimization indicates that the application now fin-

ishes in 9454 seconds, which is 18.2 times faster than the original implementation.

5.1.4 Validation
Apart from verifying that the mean value of the accuracy is over 0.75, we further evalu-

ate our implementation by comparing the results of membership degrees of the original and

the updated version. The results are equal in all significant digits offered by the float type

representation of Python.

5.1.5 Discussion
Languages for rapid prototyping and libraries offering rich functionality for different do-

mains significantly enhance programming productivity. However, using off-the-self com-

ponents without a deep understanding of the functionality offered and the associated com-

putational overhead may come at the cost of paying additional execution-time, should the

respective components not be a perfect match for the required functionality.
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5.2 Compiler Optimization - feature_selection()

5.2.1 Analysis of profiling results
Figure 5.3 illustrates the primary hotspot functions following the previous optimization

round, while Table 5.2 provides further information regarding the number of calls for each

prospective hotspot function and the corresponding execution time (both total and per call).

As the reader can observe in Figure 5.3, the previous hotspot is now the third slowest func-

tion. Therefore, we focus on feature_selection() as the new hotspot function, since it

has the highest cumulative execution time. feature_selection() function takes about

34% of the overall run-time of the application.

34%

29%

28%

9%

Execution time of application 

feature_selection() similarity_measure_vector1() vectorization_similarities() other

Figure 5.3: Distribution of execution time

Number of calls Cumulative time Time per call

(sec) (sec)

feature_selection 20 3246 162

similarity_measure_vector1 30 2730 90

vectorization_similarities 20 2660 132

Table 5.2: Calling statistics of top hotspot functions
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5.2.2 Optimization of hotspot function
The goal of feature_selection() is to reduce the amount of fuzzy sets of the

FSP. Specifically, before the execution of the hotspot function, several fuzzy sets represent

the same linguistic value. feature_selection() selects the most appropriate fuzzy

set for each linguistic value. The selected fuzzy set maximizes the product similarity ∗

membership. The calculation of similarity is discussed in detail in Section 5.5.3 and the

computation of membership is discussed in Section 5.1.3. We reduce the execution time of

the current hotspot function by using Numba[29, 30], a just-in-time (JIT) compiler for Python

that specializes in optimizing numerical computations. The main limitation of Numba is that

it only supports specific Python libraries and data structures. To enable optimiztions, we

transferred the main computational part of the hotspot function in a separate function, called

max_calculations(). max_calculations() returns a list of indexes of the fuzzy

sets that did not produce the maximum product and consequently will be deleted. Therefore,

the compiler is able to analyze and optimize the – much simpler – max_calculations()

function and, in turn, to reduce the execution time of feature_selection().

We use the @jit decorator offered by Numba on max_calculations() function and

specify the additional compilation option nopython=True. The nopython=True argument,

used with the @jit decorator, enforces strict type inference during compilation, aiming to

compile the function without depending on Python objects or the interpreter. If the compila-

tion process is successful, it generates highly efficient machine code that operates on statically

typed variables, like the NumPy arrays, typically resulting in significant performance gain.

The aforementioned code refactoring, the use of Numba, and the use of specific compi-

lation options resulted in a notable decrease in the application’s run-time to 6300 seconds.

This means that the optimized implementation is 1.5 times faster than our previous optimized

version of the application and 27.3 times faster than the original application.

5.2.3 Validation
The newly implemented system has been confirmed to be accurate since the mean accu-

racy value exceeds 0.75. Another validation step involved comparing the returned indexes of

the optimized and non-optimized implementations. The indexes were found to be identical.
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5.2.4 Discussion
As it is the case with many optimizing compilers, the code must conform to several re-

quirements / limitations, otherwise Numba is not capable of assessing the safety of several

optimizations, and thus it does not apply them. Therefore, refactoring the code (or providing

hints to the compiler) is often a necessary step to assist code analysis and enable optimiza-

tions.

5.3 Optimization of Data Representation

5.3.1 Profiling results

45%

44%

7%
4%

execution time of application 

similarity_measure_vector1() vectorization_similarities() my_clustering() other

Figure 5.4: Distribution of execution time

Number of calls Cumulative time Time per call

(sec) (sec)

similarity_measure_vector1 30 2730 90

vectorization_similarities 20 2660 132

my_clustering 10 430 43

Table 5.3: Calling statistics of top hotspot functions
As discussed earlier, the execution time of the application after the optimization step
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described in Section 5.1 is 6300 seconds. Figure 5.4 displays the new top contributors to the

execution time of the application, as determined by a new profiling step. As we can observe,

the previous hotspot function remains a hotspot with a considerable contribution. Table 5.3

summarizes profiling results in terms of the number of calls of the top hotspot functions, the

execution time per call, and the cumulative execution time.

5.3.2 Analysis of profiling results
According to the profiling results in Table 5.3, functionsvectorization_similarities()

and similarity_measure_vector1() account for a similar fraction of the applica-

tion’s execution time at around 45%. However, this execution time is amortized to more

calls for similarity_measure_vector1(). In terms of the cumulative time per call,

vectorization_similarities() takes 132 seconds compared to the other func-

tion similarity_measure_vector1(), which takes 90 seconds. Therefore function

vectorization_similarities() appears as a more promising optimization target.

5.3.3 Optimization of hotspot function
Following a careful code review, we observed that the original implementation creates a

variety of different intermediate data structures in order to calculate an array, which serves

as the return value of the function. More specifically, it sequentially creates a dictionary,

a Pandas Dataframe based on that dictionary, and a list of the numerical values from the

data frame. Finally, it produces a final list with the flattened (serialized) elements of those

intermediate lists, using list comprehension. Converting data structures from one type to an-

other can introduce significant performance penalties, particularly when dealing with large

datasets. It should be noted that conversion between types is pure overhead, as it is related to

development and execution logistics and does not directly contribute towards the solution of

the problem at hand.

We mitigate this problem by using NumPy arrays as the main data structures, as we ob-

serve that only numerical values contribute to the return output of the function. As a result,

there is no need to create dictionaries. To implement this solution we replace Python func-

tion list.index() provided only for list data structures with a custom function that identifies

and returns the max membership value in an array, as well as the corresponding index in the

array. Then we directly collect the desired results in Numpy arrays. Finally, we concatenate

the transposed version of those arrays. This way, we produce the function output without

utilizing any of the previously mentioned diverse data types and structures.
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After these modifications, the execution time of the application decreases to 4110 sec-

onds, which is 1.5 faster than our previous optimized implementation and 41.85 times faster

than the original implementation.

5.3.4 Validation
We employ a validation process similar to the one we used in the previous optimization

step to test the accuracy of the numerical values computed by the function. It should be noted

that both implementations yield identical results to the extent of precision supported by the

native float type.

5.3.5 Discussion
This optimization highlights that in an effort to achieve optimal performance, it is crucial

to carefully consider and choose the most suitable data structures that align with the specific

requirements of the code. Also, conversions between different data structures and data types

should be minimized, as they may introduce overhead – significant for programs manipulat-

ing large datasets.

5.4 Compiler optimization - vectorization_similarities()

5.4.1 Profiling results and analysis
Figure 5.5 depicts the top hotspot functions after the previous optimization step, whereas

Table 5.4 provides more details on the number of calls of each candidate hotspot and the

execution time (total and per call).

The results indicate similarity_measure_vector1() as the top hotspot. How-

ever, an earlier optimization step, namely turning to NumPy arrays as the main data structure,

paves the way to further optimization opportunities. Therefore, we opt to further optimize

function vectorization_similarities() using Numba.The function

vectorization_similarities() uses NumPy arrays, which are well supported by

Numba, and is adequately numerically intensive.
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68%
11%

11%

10%

Execution time of application 

similarity_measure_vector1() vectorization_similarities() my_clustering() other

Figure 5.5: Distribution of execution time

Number of calls Cumulative Time time per call

similarity_measure_vector1 30 2783s 90s

vectorization_similarities 20 465s 23s

my_clustering 10 408s 45s

Table 5.4: Calling statistics of top hotspot functions

5.4.2 Optimization of hotspot function
Wedirectly use the@jit decorator on the functionvectorization_similarities()

and we again specify the nopython=True compilation option.

The jit decoration with the additional compilation option nopython=True reduced the

application time to 3770 seconds, which is 1.1 times faster than the previous implementation

and 45.6 times faster than the original implementation.

5.4.3 Validation
Themean value of accuracy of the altered implementation remains higher than 0.75. Thus,

the new implementation validates as correct. Moreover, we compare the similarity values of

the sequential and parallelized versions of the hotspot function. The outcomes are identical

to the extent of the precision of the Python float type.
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5.4.4 Discussion
We should point out that Python is an interpreted language, which is not designed for high

performance. Using just-in-time compilers – such as Numba – for selected parts of supported

code is a straightforward way to achieve measurable performance gains.

5.5 Computation reuse

5.5.1 Profiling results

74%

12%

6%
8%

Execution time of application 

similarity_measure_vector1() my_clustering() update_weights_gd() other

Figure 5.6: Distribution of execution time

Number of calls Cumulative Time time per call

similarity_measure_vector1 30 2783s 90s

my_clustering 10 450s 45s

update_weights_gd 10 230s 23s

Table 5.5: Calling statistics of top hotspot functions
As mentioned earlier, the application’s execution time after the previous optimization

steps has been reduced to 3770 seconds. After a new profiling round, Figure 5.6 shows the

top contributors to the application’s execution time. As we can observe, the previous hotspot

function vectorization_similarities() no longer appears among the top contrib-
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utors to execution time. The profiling results are summarized in Table 5.5, which includes

details such as the number of calls, execution time per call, and cumulative execution time

for each of the top hotspot functions.

5.5.2 Analysis of profiling results
The similarity_measure_vector1() function practically monopolizes the ex-

ecution time of the application. Further analyzing the profiling results and the code of the

function, we find that the linalg.norm()[31] function offered by NumPy[32] is the

primary contributor to this delay, responsible for 68% of the cumulative execution time of

similarity_measure_vector1(). The number of times linalg.norm() is being

called is high, at around 284,000,000 times, and each call takes around just 5.6 μsec.

5.5.3 Optimization of hotspot function
According to [1] the formula that computes the similarity of a feature vector xc

n, to a word

wc′
m,m = 1, . . . ,M , c′ = 1, . . . , C is:

sc,c′n,m = 1− ∥xc
n −wc′

m∥∑C
j=1

∑Mj

i=1 ∥xc
n −wj

i∥
(5.1)

where sc,c′n,m ∈ [0, 1] where:

n is the index of feature vector, n = 1, . . . , N c

xc
n is the n

th feature vector

wj
i is the i

th word from j class

The hotspot function similarity_measure_vector1() computes similarities ac-

cording to Equation 5.1. The initial implementation involved a loop that repeatedly called the

norm function to calculate the total distance, then another loop that recalculated and normal-

ized each distance. This caused the linalg.norm() function to be invoked redundantly.

In the new implementation, we calculate the distance between each feature vector and word in

each class, and store the results in a NumPy array. To compute the total distance, we perform

a sum reduction across all values in the array.

The optimized application now takes 2402 seconds, which is 1.6 times faster than the

previous optimized implementation and 71.6 times faster than the original one.
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The optimized similarity_measure_vector1() function’s cumulative execu-

tion time is 1429s, which is 1.9 times faster than its original implementation.

5.5.4 Validation
In addition to checking that the mean value of accuracy remains higher than 0.75, we

evaluate our implementation by comparing the similarity values of the results. Using Python’s

float type representation, the outcomes are identical to all significant digits.

5.5.5 Discussion
This optimization highlights the trade off between memory space and execution time:

quite often it is preferable to store intermediate computations in order to reuse them, at the

expense of an increased memory footprint of the application.

5.6 Parallelization

5.6.1 Profiling results and analysis
Figure 5.7 reveals that similarity_measure_vector1() function still accounts

for 60% of the execution time. After drilling down into the profile, we find that 50% of the

hotspot function’s execution time is still spent in linalg.norm(). linalg.norm() is

called around 142,000,000 times after the previous optimization step, which corresponds to

half the number of calls in the original implementation.

Institutional Repository - Library & Information Centre - University of Thessaly
21/02/2025 23:31:15 EET - 18.116.43.121



5.6.1 Profiling results and analysis 31

59%

19%

10%

12%

Execution time of application 

similarity_measure_vector1() my_clustering() update_weights_gd() other

Figure 5.7: Distribution of execution time

Number of calls Cumulative Time time per call

similarity_measure_vector1 30 1429s 48s

my_clustering 10 450s 45s

update_weights_gd 10 230s 23s

Table 5.6: Calling statistics of top hotspot functions

Algorithm 1 Algorithm of hotspot function similarity_measure_vector1()
1: for c = 1, 2, . . . , C do

2: for n = 1, 2, . . . , N do

3: for j = 1, 2, . . . , C do

4: for i = 1, 2, . . . ,M j do

5: Calculate norms ∥xc
n − wj

i ∥

6: end for

7: end for

8: Calculate similarities between feature vector xc
n and every word w

9: 1− ∥xc
n−w∥∑C

j=1

∑Mj

i=1 ∥xc
n−wj

i ∥

10: end for

11: end for
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5.6.2 Optimization of hotspot function
FromEquation 5.1, we can observe that there is no dependency between the calculation of

similarities for different pairs of words / feature vectors. The aforementioned computation is

embarrassingly parallel, therefore the respective loops insimilarity_measure_vector1()

can be parallelized. We opted to parallelize the second level of the loop nest as demonstrated

in Algorithm 5.6.1. The reason is that the outermost loop iterates across classes and typically

has a low iteration count (2 in the case of binary classification). We tried different alternatives

for the parallelization of the loop. The technique that worked best was to create one pool of

processes, provided by the multiprocessing.pool library[33]. Figure 5.8 illustrates this tech-

nique and Figure 5.8α′ illustrates the life-cycle of the pool. We discuss alternative approaches

we experimented with in Section 5.6.5.

We create the pool of processes at the beginning of the application, and we submit tasks

to those processes whenever we want to achieve multiprocessing throughout the execution

of the application. We terminate the process pool when the application finishes performing

its multiprocessing tasks.

Figure 5.8 illustrates this technique in more detail. The key is maintaining these processes

throughout the execution and activating/reusing them each time the hotspot function is called.

More specifically, there are the main and pool processes, which are idle while executing serial

code. The main process becomes inactive as soon as tasks are submitted to the pool, enabling

the pool processes to carry out the tasks. When the pool processes have completed all duties,

the main process collects their results, and the pool processes revert to an idle state.

We replace the loop that calculates similarities with the parallel version of pool.map(), a

Python construct that allows the parallel runtime to assign the work corresponding to different

items in the iterable to different – potentially multiple – executors. Each item in the iterable

is added to the process pool as a distinct task. Similar to the built-in map[34] function, the

returned vector of similarity values is ordered according to the supplied iterable. This means

that the runtime supporting work distribution guarantees the ordering of the output to be

equivalent to that of the sequential implementation.

One of the parameters when experimenting with parallelism is the number of execution

vehicles (processor cores, virtually represented by processes) to use. We performed a perfor-

mance analysis with different numbers of processes. Figure 5.9 illustrates the experimental

results. We find that, for the particular dataset, the optimal number is 6 processes.
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Figure 5.8: Multiprocessing Pool/map illustration
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Figure 5.9: Execution time achieved vs. number of processes

The slowdownwhen usingmore than six processes may be because optimal multiprocess-

ing performance requires maximizing the workload designated to each worker while mini-

mizing interprocess communication. Notably, the multiprocessing package utilizes queues

to facilitate interprocess communication. However, this procedure can be time-consuming

when dealing with large arguments, as pickling and interprocess communication require time.

This can decrease the positive aspects of multiprocessing. Moreover, increasing the number

of processes reduces the workload for each process, and the overhead of interprocess com-
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munication becomes disproportionately high compared to the speedup gained from utilizing

multiple processes. Thus, we observe from the figure that for a more significant number of

processes than 6 the execution time of the application increases.

The optimized implementation has an execution time of 1410 seconds, which is 1.7 times

faster than the previous optimization and 122 times faster than the original implementation.

The targeted function’s cumulative execution time is 418 seconds, which is 6.7 times faster

than the original version of the function and 3.4 times faster than the previous optimized

version of the hotspot function.

5.6.3 Validation
Apart from validating that the mean value of accuracy is greater than 0.75, we again eval-

uate our implementation by comparing the similarity values of the sequential and parallelized

versions of the hotspot function. The results are identical, to the extent of the accuracy of the

float type provided by Python.

5.6.4 Discussion
The exploitation of parallelism is a prerequisite for achieving high performance in mod-

ern computing systems, which scale to multiple cores. The exploitation of parallelism may

be implicit (through libraries). For instance, KMeans [35] from the ScikitLearn [36] li-

brary benefits from OpenMP parallelism through Cython[37]. Alternatively, parallelism ex-

ploitation may require explicit changes to the code or even the algorithm. In any case, the

exploitation of parallelism is typically associated with some overhead which increases with

the number of processes and the granularity of the tasks (the finer the granularity, the higher

the overhead). Figure 5.9 clearly illustrates this phenomenon, as, with more than 6 processes

the execution time increases, despite the target loop offering ample parallelism. The overhead

for the exploitation of parallelism depends on the implementation of the runtime system sup-

porting parallel execution, in our case offered by Python.

5.6.5 Unsuccessful optimization efforts

Multithreading

In an effort to reduce the execution time of the application, we tried thread-based par-

allelism via the Python threading library [38]. A thread is a sequence of instructions exe-

cuted within the context of a process. Multiple threads can be spawned from a single process

but share the same memory. Typically, when using multi-threaded code on a machine with
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multiple cores, the available cores are expected to be utilized, resulting in improved overall

performance. However, the execution time of the multi-threaded implementation was higher

than the one of the sequential version.

After further investigation, we found that the Global Interpreter Lock (GIL) [39] is the

reason why this optimization was not successful. More specifically, Python GIL is a mutex

that allows a single thread to have control of the Python interpreter at a time. This ensures

that only one thread is running at any given time, which prevents races. Therefore, GIL intro-

duces a bottleneck by preventing threads to be executed concurrently within the same process

context, making it challenging to exploit CPU parallelism through threading. The execution

time of the application with just 2 threads was 2798, which is 1.17 times slower than the

previous implementation of the application.

Process pool creation strategy

Due to the GIL bottleneck, we experimented with multiprocessing (using multiple pro-

cesses rather than threads). In the initial attempt of multiprocessing, we create the pool as

a context manager using the with clause in place of the for loop that we aim to optimize.

This means that the manager automatically creates the pool of processes, executes the code

inside the block, and destroys the pool at block exit, by terminating the worker processes.

Therefore, for each iteration of the outer loop, a pool was created and destroyed, resulting

in unnecessary overhead. The execution time of the application was 2002 seconds, which is

faster but not as fast as the implementation discussed in Section 5.6.2.

Using the pool as a context manager proved impractical. Instead, we create a pool of

workers only once, in main, execute the code of the application with the same pool of work-

ers, and manually close the pool. When the code is not in a multiprocessing phase, the pool

remains idle.

Creation of individual processes

We also experimented with creating and using individual processes, instead of pool of

workers. To assign work to these processes, we developed a custom implementation that

works similarly to pool/map. Although the execution time was higher the sequential version

of the hotspot function, it led to the idea of manually creating/destroying the pool of workers

outside the loop and consequently outside the hotspot function. The application’s run-time

was 6966 seconds, which is 2.9 times slower than the previous implementation.
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Map chunksize

To further optimize the application, we experimentedwith the chunk size. Specifically, we

set chunk size=1 and implemented the 2nd for loop inside the calculate_distances()

function, which is the function that the workers execute. This loop iterates as many times as

the value of the previous chunk size, namely is loop_iteration_count
number_of_pool_workers

. The rationale was that

the calculate_distances() function would be called fewer times and would create

less contention among pool workers. The execution time of the application decreased to 1798

seconds. However, with the implementation mentioned in Section 5.6.2 the application run-

time dropped to 1410 seconds.

5.7 Classification algorithm GPU acceleration

5.7.1 Profiling results
Wehave successfully reduced the application’s runtime to 1410 seconds viamulti-processing,

using 6 processes. Figure ?? displays the sections of the application that were the most time-

consuming in the next profiling round. Notably, the hotspot function that previously caused

the most delay now ranks as the second most time-consuming. Table ?? summarizes the pro-

filing results, including crucial metrics such as the number of calls, execution time per call,

and cumulative execution time for each of the top hotspot functions.

5.7.2 Analysis of profiling results
Figure ?? reveals that my_clustering() function now accounts for 30% of the appli-

cation time. After analyzing the profiling results, we identify the execution of the clustering

algorithm as the main time-consuming computation of the hotspot function. The clustering

algorithm is K-means from the Scikit-Learn [35] library, an unsupervised learning algorithm

that partitions a data set into K distinct, non-overlapping clusters, and is based on Lloyd’s

implementation [40].

The k-means algorithm takes, as input, a set of data points and the number of clusters,

k. K-means selects a group of cluster centers, referred to as centroids, minimizing a crite-

rion known as the inertia or within-cluster sum-of-squares. The inertia quantifies the sum of

the squared distances of the points to their closest centroid in each cluster, as described by

formula 5.2. n∑
i=1

min
µj∈C

(||xi − µj||2) (5.2)
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where:

n is the total number of data points in the dataset,

C is the set of clusters,

µj is the centroid (mean) of cluster j,

xi is the i-th data point in the dataset, and

∥ · ∥2 represents the squared Euclidean distance.

5.7.3 Optimization of hotspot function
As previously stated in Section 5.6.4, KMeans from Scikit-Learn[41] library leverages

OpenMP-based parallelism when possible [42]. In an effort to further accelerate Kmeans,

we aim to execute it using a GPU, whenever such an accelerator is available. Generally,

GPUs are well-suited for parallel processing duties and can greatly accelerate specific pat-

terns of computation in comparison to CPUs. Utilizing the enormous power of GPUs can

substantially enhance performance in numerical computations. The effectiveness of using a

GPU to execute k-means is dependent on the size of the dataset and the efficiency of the

GPU implementation. Rapids [43] is a collection of GPU-accelerated open-source Python

libraries. These libraries aim to improve data science and analytics pipelines. The libraries

offer a familiar Python interface but leverage NVIDIA CUDA primitives to exploit GPUs as

accelerators [44].

Rapids includes a machine learning library called cuML. cuML supports machine learn-

ing tasks without the need to write code that is specifically developed and optimized for a

GPU. In other words, it offers aGPU implementation of Scikit-learn’sKmeans functionality[45].

Therefore, we replaced the functions from Scikit-learn with functions from cuML.

After these modifications, the execution time of the application decreases to 943 seconds,

which is 1.5 times faster than our previous optimized implementation and 182 times faster

than the original implementation. In addition, the hotspot function’s execution time is now

122 seconds, so the hotspot function has been accelerated by a factor of 3.

5.7.4 Validation
Themean value of the updated implementation’s accuracy is greater than 0.75. Therefore,

this optimization does not affect the precision of the application.
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5.7.5 Clustering acceleration - fuzification()

Analysis of profiling results

44%
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Figure 5.10: Distribution of execution time

Number of calls Cumulative Time time per call

similarity_measure_vector1 30 418s 14s

fuzzification 10 123s 12s

my_clustering 10 122s 12s

Table 5.7: Statistics of possible hotspot functions
The application’s execution time has been reduced to 943 seconds following the previous

optimization steps. Figure 5.10 displays the main contributors to the application’s execu-

tion time following a new profiling round. The previous hotspot function now ranks third.

Table 5.7 summarizes the profiling results. The functions that are considered as potential

hotspot functions are similarity_measure_vector1()which has already been opti-

mized using multiprocessing as described in Section 5.6.2, and fuzzification()which

accounts for 13% of the application’s execution time.

Optimization of the hotspot function

LetXc
= {xc

1,x
c
2, . . . ,x

c
Nc} be a set ofNc training feature vectorsxc

n =
(
xc
n,1, x

c
n,1, . . . , x

c
n,D

)
,

n = 1, . . . , N c belonging to class c = 1, . . . , C . The fuzzification() function’s pur-

pose is to create fuzzy sets. Initially, the hotspot function executes the K-means clustering
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algorithm to group the feature vectors of each set Xc intoMc < Nc clusters.

The clustering algorithm is the main time-consuming task of the hotspot function. The

code uses the K-means implementation from Scikit-Learn [35]. We replace the Scikit-Learn

K-Means implementation with the CuML K-Means implementation offered by RAPIDS,

similarly to the approach described in Section 5.7.3

The application now runs in 864 seconds, which is 1.1 times faster than the optimized

version and 199 times faster than the original implementation. Particularly, the cumulative

time of the hotspot function is 122 sec, which is 10 times faster than the previous version of

the function fuzzification().

Validation

After this optimization step, we validated that mean accuracy remains over 0.75. There-

fore, this optimization preserves the quality of application results.

5.7.6 Discussion
The K-means algorithm is sensitive to the initial selection of cluster centroids[46]. Our

experiments showed that the cuML K-Means implementation with the initialization flag

’scalable-k-means++’ or ’k-means||’ (using scalable K-Means++ or parallel K-Means reslec-

tively for centroid initialization), had much lower mean accuracy at 0.68 < 0.75 compared

with the implementation using Scikit-Learn K-Means, despite being faster. On the other hand,

when using the ’random’ flag to initialize the centroids with the same additional parameters,

the application achieved a mean classification accuracy of 0.81, which exceeds the valida-

tion criterion of “accuracy >= 0.75”. It should be noted that different initialization methods

may be more / less appropriate for different datasets. As a consequence, evaluating different

centroid initialization methods may be necessary.

5.7.7 Unsuccessful attempts

FAISS

Apart from RAPIDS, we experimented with FAISS [47] library. We developed an imple-

mentation that performs K-Means clustering with functions provided by Faiss on the CPU.

The execution time of fuzification() was higher. The execution time of the applica-

tion with the FAISS implementation is 1737.7 seconds which is 1.23 times slower than the

previous implementation of the application. Particularly, the hotspot function is 1.7 times

slower than the initial SciKit-Learn implementation.

Institutional Repository - Library & Information Centre - University of Thessaly
21/02/2025 23:31:15 EET - 18.116.43.121



40 Chapter 5. Performance Optimization

Mini-Batch K-Means

Another optimization direction was to replace K-Means from SciKit-Learn with Mini-

Batch K-Means [48]. Mini-Batch K-Means, provided by SciKit-Learn, is a variant of the

K-Means algorithm that uses mini-batches to reduce computation time. In each training it-

eration, mini-batches are used, which are randomly sampled subsets of the input data. The

execution time of the hotspot function was reduced, however Mini-Batch had inferior per-

formance compared with the cuML implementation. More specifically, using Mini-Batch K-

Means reduced the cumulative run-time to 17.4s for each call of the hotspot function, which is

2.47 times faster than the initial K-Means by SciKit-Learn. However, with cuML K-Means,

run-time per call was reduced to 12s, which is 3.6 times faster than the initial implementation.

5.8 GPU acceleration

5.8.1 Profiling results
Figure 5.11 highlights the most notable hotspot functions following the previous opti-

mization rounds. Further information on each candidate hotspot, including the number of

calls and their respective execution times, is provided in Table 5.8.
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49%

14%

13%

24%

Execution time of application 

similarity_measure_vector1() my_clustering() update_weights_gd other

Figure 5.11: Distribution of execution time

Number of calls Cumulative Time time per call

similarity_measure_vector1 30 418s 14s

my_clustering 10 122s 12s

update_weights_gd 10 115s 11.5s

Table 5.8: Statistics of possible hotspot functions

5.8.2 Analysis of profiling results
After optimizing the K-Means algorithm, the application execution time decreases to 864

seconds. fuzification(), the previous hotspot function, is no longer among the slowest

ones and does not appear in Table 5.8. Although we have optimized

similarity_measure_vector1() usingmultiprocessing, as described in Section 5.6.2,

it still accounts for 49% of the application’s runtime. Therefore, taking into account Amdahl’s

Law, we focus again on similarity_measure_vector1() as a target hotspot func-

tion.

5.8.3 Optimization of hotspot function
Wepreviously optimized the hotspot function using Python’s multiprocessing capabilities

to exploit multiple CPU cores. We will now focus on leveraging the computational power

provided by the GPU.
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42 Chapter 5. Performance Optimization

NumPy has been the standard library for array manipulation and numerical operations in

Python for many years, but it lacks native GPU acceleration.

cuPy [49, 50] is a GPU-Accelerated NumPy Replacement. cuPy is a high-performance

library that provides GPU acceleration while conforming to the NumPy API. It facilitates

transparently transferring existing code using NumPy to the GPU, thereby achieving sig-

nificant performance improvements for computationally intensive tasks. Using the parallel

processing capabilities of NVIDIA GPUs, cuPy enables massively parallel array operations

and mathematical computations.

CuPy supports all NumPy functions that were utilized in the original implementation,

such as linalg.norm. The challenging task is transferring as few and as small arrays as possible

to the GPU and back to the CPU [51]. The reason is that GPUs tyically have limited memory

space (compared to the amount of RAM available on a modern compute node). Moreover,

data transfers between the GPU and CPU are particularly time consuming.

The new implementation demonstrated a significant performance improvement, reduc-

ing the execution time to 685 seconds. This is 1.3 times faster than the optimized version

produced in the previous round and an impressive 251 times faster than the original imple-

mentation. Notably, the cumulative time of the hotspot function is 257 seconds, which is

1.6 times faster than the previous optimized version that uses multiprocessing, and 5.6 times

faster than the sequential implementation of the hotspot function. The performance of the

different implementations of the hotspot are summarized in Table 5.9 and Figure 5.12.

5.8.4 Validation
In addition to ensuring that themean value of the accuracy is higher than 0.75, we evaluate

our implementation by comparing the sequential and GPU accelerated versions’ similarity

results. Similarity values are identical in all significant digits.
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Implementation Cumulative Time of hotspot function

Serial version 1429s

Multiprocessing 418s

GPU 257s

Table 5.9: Cumulative Time of hotspot function for different implementations
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Figure 5.12: Comparison of different implementations of hotspot function

5.8.5 Discussion
The CPU and GPU are distinct components with separate memory. A NumPy-created

array is physically located in the host’s main memory (RAM) and is accessible to the CPU

but not the GPU. Before executing any operations on it, the data must be copied to the GPU

memory. Additionally, the computed results need to be transfered back to the host (CPU).

This procedure is time-consuming, both due to latency and bandwidth limitations. Optimal

exploitation of the CPU-GPU interconnect is achieved with few transfers of large, consecu-

tive data chinks. Therefore, we copy the whole array of each class once, instead of copying

the segment used for each iteration.

An important consideration is the limited memory space of our GPU. If transferring the

full array is not possible, the implementation may fall-back to copying the array in multiple

chunks (with each chunk being as close as possible to the capacity of the GPU memory).
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5.9 Post-optimization profiling

We were able to significantly improve the overall execution time of the application by

performing the sequence of optimizations discussed earlier in this chapter. Figure 5.13 illus-

trates the heaviest functions and Table 5.10 provides more details about the cumulative and

per-call time of these functions after all optimizations. The function that previously was the

main bottleneck is now the third slowest.

38%

16%
16%

30%

Execution time of application 

similarity_measure_vector1() my_clustering() update_weights_gd() other

Figure 5.13: Distribution of execution time

Number of calls Cumulative Time time per call

similarity_measure_vector1 30 257s 8.6s

my_clustering 10 112s 11.2s

update_weights_gd 10 110s 11s

Table 5.10: Statistics of possible hotspot functions
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Chapter 6

Interpretable classification case study

In this chapter, we demonstrate how the optimized application detects possible patholo-

gies in biomedical images and how the application explains the methodology that led to a

particular decision outcome. As we previously mentioned in the Thesis, we use the kvasir

dataset that comprises two classes: one consists of images with some type of abnormality,

and one contains normal images.For each image the application extracts a feature vector with

the aid of CNN model VGG-16. The vector of the unlabeled image from the testing set is de-

fined as xu.

As mentioned in Section 3.1.5, the application uses the value computed using Equa-

tion 3.1 to classify the input feature vector xu to the appropriate class.

In the following we present 2 successful classification cases. The first one classifies an

unlabeled vector to the class that does not contain pathologies and the second case classifies

another unlabeled vector to the class with pathologies.

6.1 Classification of image without abnormality

Figure 6.1α′ is the input image from which the sample vector xu is produced. Figure 6.1β′

consists of the images whose vectors are closest to the centroids that are selected after the

phrase reduction. Specifically the top row consists of images from the first class with patholo-

gies, and the second row consists of images from the second class without any abnormality.

For input vector xu, the application acquired 2 relevant rules from RB. Table 6.1 provides

comprehensive details in IF-THEN format for each rule. The application calculates yc,c′(xu)

for each rule using formula 3.1. Since we have more than 1 rule, the total yc,c′ (the result in

45
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46 Chapter 6. Interpretable classification case study

the third column of Table 6.1) is calculated as:

total_yc,c′(xu) =

∑
∀Rule

yc,c
′
(xu)

number of relevant Rules
(6.1)

(α′) Input

Class 1

Class 2

Image 1 Image 2 Image 3 Image 4 Image 5

Image 1 Image 2 Image 3 Image 4 Image 5

(β′) Vocabulary

Figure 6.1: Classification of Image without abnormality

RULE IF THEN RESULT

1 If the similarity of the sample xu withw1
5 is Very Low and withw1

1 is Low and withw1
4 is Medium and

withw1
3 is High and withw1

2 is Very High and withw2
4 is Very Low and withw2

2 is Low and withw2
1

is Medium and withw2
5 is High and withw2

4 is Very High

Then Class 1
total_yc,c′ (xu) = 0.88

2 If the similarity of the sample xu withw1
2 is Very Low and withw1

1 is Low and withw1
3 is Medium and

withw1
4 is High and withw1

5 is Very High and withw2
3 is Very Low and withw2

2 is Low and withw2
1

is Medium and withw2
4 is High and withw2

5 is Very High

Then Class 2

Table 6.1: FSP Classification Rules – normal image

The classification results in Table 6.1 show that the input vector is classified in class 2.

Particularly, the result>0 means that the score for class 2 is higher than the score of class 1,

which is correct since the image does not illustrate any abnormality.

6.2 Classification of a normal endoscopic image

Figure 6.2α′ is the input image from which the sample vector xu is obtained. Figure 6.2β′

consists of the images whose vectors are closest to the centroids that are selected after the

phrase reduction. Specifically, the top row consists of images from the first class with abnor-

malities, and the second row consists of images from the second class without any abnormal-

ity. The application obtained input vector xu from image 6.2α′ and acquired 2 relevant rules
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6.2 Classification of a normal endoscopic image 47

from the RB. Table 6.2 provides the details of each rule in IF-THEN format. The application

calculates yc,c′(xu) for each rule using formula 3.1. The result in the third column in Table 6.2

is again computed using equation 6.1.

(α′) Input

Class 1

Class 2

Image 1 Image 2 Image 3 Image 4 Image 5

Image 1 Image 2 Image 3 Image 4 Image 5

(β′) Images closest to centroids

Figure 6.2: Classification of Image with abnormality

RULE IF THEN RESULT

1 If the similarity of the sample xu withw1
5 is Very Low and withw1

2 is Low and withw1
4 is Medium and

withw1
1 is High and withw1

3 is Very High and withw2
4 is Very Low and withw2

5 is Low and withw2
1

is Medium and withw2
2 is High and withw1

1 is Very High

Then Class 1
total_yc,c′ (xu) = −3.1

2 If the similarity of the sample xu withw1
3 is Very Low and withw1

4 is Low and withw1
5 is Medium and

withw1
2 is High and withw1

1 is Very High and withw2
3 is Very Low and withw2

1 is Low and withw2
5

is Medium and withw2
3 is High and withw2

2 is Very High

Then Class 2

Table 6.2: FSP Classification Rules – abnormal image

The classification results in Table 6.2 show that the input vector is classified in class 1.

Particularly, result<0 means that the score for class 1 is larger than the score of class 2, which

is correct since the image displays an abnormality.
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Chapter 7

Conclusions

7.1 Conclusions and future work

We successfully optimized the execution time of an application that is responsible for clas-

sifying biomedical images in an effort to detect possible abnormalities. More specifically, we

improved the application from an algorithmic approach without affecting the accurate results

that the application produced in its original form. We have also adjusted parts of the code to

be recognizable by the Numba compiler for further optimization. We achieved parallelization

with the aid of multiple processes. We accelerated the classification algorithm with the use

of GPU. Finally, we achieved optimization by executing operations on the GPU. For each

experiment, we profiled the application to detect which part of the code is highly prioritized

for optimization. The optimized FSP application has a 251000% speedup.

There are several important lessons we learned from this Thesis. Firstly, many stan-

dard Python libraries provide functions that are mostly constructed with a focus on user-

friendliness and adaptability, rather than performance. Third-party libraries may provide

functions that sacrifice optimality for generality and execute redundant computations. Sec-

ondly, Python is an interpreted language, which means that code is executed line by line by

the Python interpreter. The interpreter adds additional performance overhead that compiled

code would not have. Furthermore, there is Python’s Global Interpreter Lock (GIL) that al-

lows only one thread to execute in the interpreter at any time. Thus, multithreading is not a

realistic option to improve in Python.

Regarding future work, it is possible to further optimize the parts of the code where

Numba JIT is used, by employing CUDA JIT, a low-level entry point to the CUDA fea-

49
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50 Chapter 7. Conclusions

tures in Numba. Another direction is to identify appropriate libraries and/or develop code

that can exploit multiple GPUs, a common configuration of modern heterogeneous systems.
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