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«Me arouikn pou eubuvn kai yvwpidovrag 1ic kupwaoeis O, mou mpoBAémovral amd Tng
oiardaéeic tng map. 6 rou dpbpou 22 rou N. 15699/1986, dnAwvw Oori:

1. Aev mapabétw kouudria BiBAiwv n Gpbpwv N gpyaciwv GAAwv autoAeéei xwpic va
Ta TEPIKALIW OE EI0AYWYIKA KAl XWPIS va avagépw 10 ouyypaéda, Tn xpovoAoyia, 1n
oelida. H autoAeéei mapdBeon xwpic eiloaywyKad xwpic avapopd otnv mnyn, givai Aoyo-
kAommn. Mépav tn¢ autoAeéei mapGBeang, AoyokAomn Bswpeital kai n mapdepacn e6agiwv
amo épya GAwyv, auumepidaufavouévwy Kai Epywv GUUQOITNTWY Uou, KaBwg Kal n ma-
pd6son aroixeiwv mou GAAor auvéAeéav n emeéepydobnkav, xwpic avapopd atnv mnyn.
Avagépw mavrore e mAnpornta tnv mnyn katw amo rov mivaka 1 oxédio, OTTwS oTa TTa-
pabéuara.

2. Aéxouar 611 n auroAeei mapdaBeon xwpic gi0aywyikd, akOua Ki av ouvodeUsTal
arré ava@opd arnv Ny o KAmoio AAAo anpeio Tou KelEvou 1 aTo TEAOS Tou, givar avri-
ypaen. H avagopd ornv mnyn oto 1éAog .. piag mapaypdeou 1 pias oeAidag, oev oi-
KaioAoyei ouppaen edagiwv Epyou dAAoU ouyypaéa, E0TwW Kal TTapa@PACUEVWY, Kal
mapouciaon rous wg OIKNA Uou Epyaaia.

3.  Aéxopal 611 UTTAPXEI ETTIONS TTEPIOPICUOS OTO UEYEBOS KAl OTN OUXVOTHTA TWV TTapa-
BeudTwV TTOU UTTOPW va eviaéw OTNV Epyaaia ou eViog ioaywyikwy. Kabe ueydio ma-
pabBsua (.x. o€ mivaka 1 mAaicio, KATT), mpoUmobértel €10IkES pubuioelg, kai dtav dnuoal-
eveTal TPOUTTOBETEI TNV ABEId TOU ouyypagéa 1 Tou eKOOTN. To idIo Kal ol TTiVaKES Kal Ta
oxéoIa

4. Aéxoual 6AES TIC OUVETTEIES OE TTEPITTITWAON AOYOKAOTTHS 1 avTiypa@ng.

Huepopnvia: ... 1912022

O —H AnA.

(1) «Orroiog ev yvwoel Tou dnAwvel weudn yeyovora 1 apveirai fj armokpUrel Ta aAnbivd e éy-
ypaen urmrevbuvn dnAwaon

Tou dpBpou 8 map. 4 N. 1599/1986 riuwpeirai pe QUAGkIon TouAdyxioTov Tpiwv unvwv. Edv o umai-
TIOC QUTWV TWV TTPAéEwV

OKOTTEUE va TTPOCTIOPIOEl OTOV £QUTOV TOU 1] 0 AAAov TTepiouaiakd opeAog BAGrrovrag Tpitov i
OKOTTEUE va BAGwel dAAov, Tiuwpeital ue KaBeipén uéxpr 10 eTWV.»






ITEPIAHWH

H un-OpBoywvia MoAAanAn MpocBaocn (NOMA) Bewpeital wg pia mMOAAA u-
nmooxopuevn vnoPndla texvoloyia yia ta diktva KivntA¢ thAsdwviag mEUntng ye-
viag (5G), kaBwg pnopei va BeAtiwoel tnv pacpatikn anmdodoon Kal to pubud SiLek-
mMeEPOiwWONG TOU CUCTAUATOC O cUyKkplon Ue thv opBoywvia moAlamAn mpdofaan
(OMA). EmunAéov, n avapetadoon SLeupUlVEL TN XWPNTLKOTNTA KoL TN TEPLOXN Ka-
Audng, BeAtwwvovtag €tol TNV enidoon tou SLKTUOU. EMoOUévwg, elval AoyLlko va ta
OCUYXWVEVUCOUUE Yyl VO MAPpATNPACOOUME Ta OKPLRR oPEAN mMou mapEXEL 0 cuvdua-
oub6¢ toug. E€ayovtal ekdppacelg kKAewothg popdng yia tn mbavotnta opaApatocg
Kol SLeAYETAL QAOUMUMTWTLKA avaAluon. O péco¢ puBuog e€etaletal emiong aou-
UTITWTLKA AVw Kal KATw opla. Emiong, 60Aa ta aplBuntikd amoteAéopata €xouv
npoocopolwBel pe Monte Carlo oe meptpallov MATLAB, mpoKELPEVOU va apATN-

PAOOUWE TNV EML600N TOU CUCTHUATOG.



ABSTRACT

Non-Orthogonal Multiple Access (NOMA) is considered as a promising candi-
date technology for the fifth-generation (5G) mobile telecommunications net-
works, as it can improve the spectral efficiency and throughput of the system
compared to Orthogonal Multiple Access (OMA). In addition, relaying transmission
enlarges the capacity and broadens the coverage area, thus it improves the per-
formance of the network. Therefore, it is logical to amalgamate them in order to
observe the exact benefits that their combination provides. Outage probability
closed form expressions are derived and asymptotic analysis is conducted. Aver-
age sum rate analysis is also examined asymptotically, providing lower and upper
bounds. MATLAB numerical results using Monte Carlo simulations is also provided

in order to observe the systems performance.
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1. INTRODUCTION

Non-Orthogonal Multiple Access

Over the last decade, wireless telecommunication systems have been evolving in an expedi-
tious manner, as a consequence of the collective network of connective devices (loT) and mobile
internet rapid development. This is challenging us to revolutionize the entire network infrastructure.

Fifth generation (5G) networks should be able to support three main technologies:

1. Enhanced Mobile Broadband (eMBB)
a) 100 Mbps user perceived data rate.
b) >3 times spectrum efficiency improvement over the former LTE releases to provide ser-

vices including high-definition video experience, virtual reality, and augmented reality.

2. massive Machine Type Communication (mMTC)
a) large number of 10T devices will have access to the network => connection density of 1
million devices per square kilometer.

NOMA can increase number of users by a scale factor of 5.

3.UltraReliable and Low-Latency Communication (URLLC)
a) 0.5 ms end-to-end latency.
b) reliability above 99.999%.

NOMA can increase number of users by a scale factor of 9. [1]

A multiple access technique that is considerably attractive for satisfying the aforementioned
metrics, is the Non-Orthogonal Multiple access (NOMA). To begin with, we cannot overemphasize
the superiority of NOMA over the traditional orthogonal multiple access schemes of the 1G, 2G, 3G
and 4G wireless telecommunication systems such as FDMA, TDMA, CDMA, OFDMA respectively. In
orthogonal multiple access (OMA), the system is transmitting the users’ signals in an orthogonal
way, thus, each user has its own resource block. In order to support more users than the number of
available orthogonal resources, non-orthogonal multiple access is proposed. NOMA, can be divided
into 2 categories, based on the method each one is implementing to perform the user’s signal sepa-

ration, namely, power-domain and code-domain NOMA. [1], [2]



Power

Code-domain NOMA is realized to a certain degree as the basic CDMA, sharing the available time
and frequency resources; however, code-domain NOMA is different compared to CDMA due to the
utilization of the user-determined sparse spreading sequences or non-orthogonal cross-correlation
spreading sequences of low correlation index. It can be further classified into low-density spreading
(LDS) CDMA [3], [4], low-density spreading OFDMA [5], [6] and sparse code multiple access (SCMA)
[7], [8]. In SCMA, the incoming bits are directly mapped to low density multidimensional complex
codewords selected from carefully designed sparse codebooks, where each codeword represents a
single spread transmission layer. In contrast with the complex maximum a-posteriori probability de-
coding, iterative message passing algorithm (MPA) produced efficient MPA decoding with notably
reduced complexity [9]. In LDS, each user is spreading his information among a set of subcarriers, in
a way that every one of the latter has a small number of users compared to the total number of us-
ers. Hence, the inter-user interference is small, therefore, reliable signal detection is feasible be-
cause of the high signal to noise and interference ratio. Moreover, strong interference is circum-
vented since at each subcarrier different users interfere with each other, achieving interference di-

versity [10].

NO SIC NEEDED

) (B subtract user 1
Dy __,, Detection of user to Me1's
N 1to M-1
» signals
Orthogonal
Resource

Fig.1.1 PD-NOMA network for M users + Power Domain

Power-domain NOMA users utilize the same orthogonal resources (time, frequency and code),
with the multiplexing of the users realized in a non-orthogonal resource, such as the power. This
type of multiplexing is performed by superposition coding (SC) and the demultiplexing by successive

interference cancellation (SIC). By allocating the same resource block for many users we could solve



the massive connectivity problem at the cost of a slightly more complex receiver. The receiver’s ad-
ditional function would be the successive interference cancelation [1]. Thus, the basic techniques

used by NOMA are as follows:

o Superposition Coding - SC

At the transmitting end of the downlink system, the symbols are transmitted in dif-
ferent power levels according to the NOMA fairness and QoS policy; that is, assigning more
power to the user with the worse channel gain to compensate for the larger channel loss
(power control), if the minimum rate of the user is satisfied. The signals are then superim-
posed reciprocally to form a linear combination of all the users’ information. A paradigm of
SC is provided, showing 2 different power-constrained QPSK constellations, with the first

constellation being superimposed onto the second, creating a 16-QAM.

Fig 1.2 Superposition coding to transform 2 QPSK into a 16-QAM

o Successive Interference Cancelation-SIC

At the receiving ends of the downlink system, the superimposed signal is obtained
by the users. The SIC mechanism will then take place and alleviate the detrimental effect of
Interuser Interference. The SIC decoding order is purely contingent to the order of the per-
ceived signal-to-noise ratio at the receivers, namely, the squared magnitude of the channel
[11]. Therefore, at the ith user, the jth user's message, where j < i, will be detected, de-
coded and subtracted from the residual signal in a successive manner. The interference can-

celation will be performed in descending order, starting from the users with the worst chan-



nel conditions, transmitted with the most power, treating the messages of the users with
better channel conditions as noise. We should note that, even though the weak user doesn’t
perform SIC, the inter-user interference can still impact the efficiency of the receiver [12]. As
a continuation of the SC paradigm, the weak user will decode symbol x (Fig 1.1), treating the
interference of the x, symbol as noise, while strong user will decode symbol x;, subtracting

it from his observation and then decode x,.

Fig 1.3 Successive Interference Cancelation by subtracting x;from original obser-
vation x, in order to recover the residual information symbol, x,.

In a N user PD-NOMA system, the ith user is detecting jth user’'s message, where j <1,

with

hi|a;
SINR;,; = ZYINll / :
VIR]? Xhemjir @i +1

(1.1)

For the ith user, SIC will iterate i — 1 times in order to get a signal free of weaker user inter-

ference that can be decoded with

ylhi1?a;

SINR; =
oyl a1

(1.2)

treating the residual symbol interference of stronger users as noise.



The strongest user will decode and subtract all the N — 1 weaker users’ interference out of

his observation. Consequently, the remaining signal can be decoded with

SNRy = ylhy|*ay.

(1.3)
The achievable data rate of the downlink PD-NOMA can be expressed using the SINR’s of

the users as:

N N-1
Vlhilzai 5
Rouw = ), og2(1+SINR) = ) loga 1+ o +log, (1 +ylhyl?ay).
i=1 i=1 ylhll Zk=i+1 (29% +1

(1.4)

A technique to further enhance the performance of a NOMA transmission, is cooperative
NOMA. A cooperative transmission scheme for NOMA is realized by utilizing protocols such as de-
code and forward (DF) or amplifying and forward (AF). Relaying networks are using dedicated relays
or users acting as relays or a combination, to achieve an increased capacity and broaden the cover-
age area while decreasing the deteriorating effects of multi-path fading. A NOMA cooperative

scheme of a multiple dedicated relays and a user acting as a relay, is shown below in fig.1.4

User

_ Dedicated
relays

Fig.1.4 NOMA cooperative network



Conventional NOMA relying on SIC can be further enhanced by combining it with advanced
MIMO techniques, improving spectral efficiency in order to get sufficient enough for the 5G re-
quirements [13]. Users are superimposed to each other inside a space region created by base station
transmitters using the aforementioned conventional NOMA technique. These regions are called
beams, and this modulation is called intra-beam. More, interference exists between each beam (in-
ter-beam interference), which is removed with spatial filtering, and intra-beam interference with
SIC. The authors of [2] were suggesting that the design of beamforming vectors and spatial filtering
vectors will have to be very precise, as they have decisive impact on interference cancellation (intra-

beam and inter-beam).

vez |
o I
~ bgaﬂ‘ U
(=
\e 2 .[_

Fig.1.5 NOMAin MIMO

In [2], power domain NOMA was shown to be present in a physical-layer non-orthogonal
multiplexing technology named layer-division-multiplexing (LDM), where in a 2-layered LDM
scheme, bad channel enviroment (Upper Layer) mobile users were allocating higher transmission
power, in addition to powerful channel coding and modulation, in order to make low-SNR detection
realizable. The Lower Layer users, are providing a higher rate service, such as UHDTV and are
assumed to be stationery and equipped with high antennas, compensating for the lower power
allocation. These users’ threshold SNR -requiring 20-30 dB- is proportional to the system

performance compared to other multiplexing technologies (TDM/FDM).

NOMA can also be useful in a multi-cell scenario (NOMA in CoMP -Coordinated Multi Point-),
if the negative effects of inter-cell interference is mitigated. In order to accomplish this task in the
downlink, joint transmit-precoding of all users could be used. A complexity-reduced approach was

proposed in [14], with authors assuming that 5G will be a cloud radio access network (C-RAN), mean-



ing that central processing of various channel state information is bearable. A 2-cell, of 2 users-per-
cell NOMA network is proposed, with the precoding method applied only to the cell-edge users,
where the severe inter-cell interference is present. As a result, NOMA can be considered a candidate

solution for Coordinated Systems as the cell edge user will experience an improvement in data rate.

BS 2

Fig.1.6 NOMA in a3 cell COMP scenario

Moreover, the authors of [15] are proposing a constellation domain NOMA scheme, where mul-
tiplexing is performed by rotating the constellation and transmitting only one dimension of every
symbol. The constellation is rotated in such a way that every symbol has different coordinates,
therefore, every symbol can be uniquely determined only from one coordinate at the receiving end.
This method also utilizes Signal-Space Diversity (SSD), and thus, is a very promising NOMA tech-

nique.



2. SYSTEM MODEL

A downlink system consists of one base station S, two users D; and D,, as well as an inter-
mediate node between S and the users, working as an amplify and forward (AF) relay R. Each node
has a single antenna and operates in a half-duplex mode. It is assumed that S cannot transmit direct-
ly to the user nodes in a single time slot since the distance separating them exceeds a threshold val-
ue or the direct links experience destructive interference leading to deep fading. The wireless chan-
nels are assumed to follow Rayleigh distribution in additive white Gaussian noise (AWGN). Channels

between S to R and R to users D; and D, are denoted hgg and hgp, , hgp, and distributed as

CN(0,0?) respectively.|hgg |, hgp, hRDzldenote the channel coefficients for the S - R,R —

’

D, and R — D, links, respectively, and the average power for the first and second slots are

E{|hss |?} = 2, and ]E{|hRD1 |2} = ]E{|hRD2 |2} = 0,, where E{-} denotes expectation.

((( ))) . @ <an 7

S R

Power

Orthogonal
Resource

D2

Fig.2.1 The proposed NOMA downlink system model

In PD NOMA the unit power superposition symbol xg = mxl + \/a, Bx, is transmitted
from S to R, where a; and a, are the percentages of power, that information symbols x; and x, are
allocating respectively and Ps is the transmission power of xs. Without loss of generality we can as-
sume that the second user has better channel characteristics than the first, |hRD1 |2 < |hRD2 |2. In

other words, the channel gains are ordered. We also assume that a; > a, and a; + a, =1.

In the first timeslot, the superimposed information symbol will suffer the fading and noise
induced by the channel, which can be represented as yp = hgp - X5 + ngp, Where ngp denotes the

zero mean AWGN of S — R having a ¢? variance. In the second slot, the AF relay R will amplify the



received signal by a factor of § and transmit it to the users. The received signals at user D; and D,

can be expressed as

Yrp, = \/ITRﬁhRDthR(\/%PsM + \/azpsxz ) + JFRBhRDlnSR + Ngp,
(2.1)
and

YrD, = \/P—Rﬁhm)z hsp (\/alPsxl +ayPx, )+ \/P—R,BhRDZ Nsg + Ngp,
(2.2)

respectively, where 8 = W, Ngp~CN(0,0%) the AWGN at R — D and Py the transmis-

sion power at the relay node.

The two signals will be mutually interfered causing inter-user interference. In order for the users to
attain the transmitted information symbols, they need to take advantage of the PD-NOMA scheme
specifications on power allocation. SIC is decoding in the order specified by the users’ channel mag-
nitudes. Consequently, since D, is the strong user, SIC will be performed first there by decoding D;’s
message and subtracting it from the received superposed signal. Then, D, will be able to decode its
own message. On the contrary D, can immediately decode its own message treating D,’s interfer-
ence as noise. For simplicity reasons we assume P = Ps = P and ngg =ngzp, = Ngp, ~CN(0,02).

def

-, . . L . P .
In addition, the average signal-to-noise ratio will be mentioned as y = —. Signal-to-interference-
g

and-noise ratio (SINR) is evaluated for the strong user (D,) to decode the weak users’ (D;) message,

Yrp,_,, @and for both users to decode their own message Ygp,and ygp, -

2
Power B P2ﬁ2|hRDZ| |hsg]?ay

= o 2 2
Interference + Noise p2ﬁ2|hRD2| |hgp2a, +PR52|hRDZ| 2 + g2

YRD;,,

dividing by B?c*
_

)’2|hRD2 |2|hSR|2a1

= 2 2
V2|hRD2| |hsg|?a;, + V|hRD2| + (Ps|hsg | + 02) /02

VzlhRD2|2|h5R|2a1

- )/2|h1!w2 |2|hSR|2a2 + Y|hRD2 |2 +ylhsgl? + 1




VzlhRDZ|2|h5R|2‘11

2 2 :
V2|hRD2| lhsgl?a; + V(lhzwzl + |hsgl?) +1

YRrD,, =

(2.3)

log(1+
The rate at which the second user is decoding the first users’ message is R{_,, = g(—z}wﬁz} , not-

ing that this rate must be greater or equal to R; = m‘g@%d’ where R, and Yen, represents the
minimum rate for user 2 to decode the first users’ signal and the minimum threshold SINR that D,’s
signal can be detected, respectively. When, D, ’s message is removed from D,’s observation the sec-
ond user can finally decode its own signal and obtain the message if R, = log(l%z—) > R,, where

Yrp, is equal to

VzlhRD2|2|h5R|2a2

V(|hRD2 |2 + |hgg|?) + 1

YrD, =

(2.4)
Accordingly, the SINR for the user D, to decode its own signal will be expressed as
2 2 2
Y |hRD1| |hsg|?a,
YrD, = 5 2 3 .
V2|hR01| |hgr|2a, +V(|hRD1| + [hsgl?) +1
(2.5)

. . ) log, (1+y i log, (1+y,
The rate at which D, can decode its message is R; = LZRDL)and for D, isR, = logz (1+7p,) - RD,)

constrained on R;_,,,R; = R; and R, > R,, respectively. So, if the aforementioned inequalities

- ~ ~ b
hold, the sum rate will just be the sum of the target rates R; + R, ﬁ.

10



3. OUTAGE PROBABILITY

In this section, the Outage Probability of the proposed NOMA AF relaying system is investigated
over Rayleigh fading channels. The network’s performance is analyzed in terms of outage probabil-
ity, since this metric is considered ideal for measuring the systems capability of meeting the users’
Quality-of-Service (QoS) requirements. Both closed-form and asymptotic expressions is derived, ob-

taining the systems’ diversity order from the latter.

A. Exact Outage Behavior

Every user has a predetermined target data rate R;, R, which is conditioned on the Quality-of-

Service requirements of each. When the SINR is lower than the minimum threshold at which the sig-
nals can be decoded, the system will experience an outage event that can take one of two mathe-
matical forms depending on the case. In the first case, user 2 cannot decode the first users’ signal, so

we obtain the first definition,

Aoy ={Ry, < Ry}= {YRDH2 < Ytn, }-
(3.1)

The second case of an outage event will occur when a user cannot decode its own message, i.e.,

Ay = {Yrp, <Vin, }
(3.2)

and

Ay = {Yro, < Yin, J-
(3.3)

We can also define the complementary events as AS_,,, A and AS of which the semantics in-
dicates that the specified event of SIC procedure was successfully completed since the SINR values

were greater than the target, vy,

The outage probability for the first and second user can be expressed as

PLi=1—Pr( A)=1-Pr({yrp, > vin, })

(3.4)
and

11



P2 =1-Pr( A5,n 45) =1-Pr({ YRDy_, > Veny 3 D {VRDZ > Ytn, })

(3.5)

respectively.

We can procced by elaborating upon the outage events expressions deducting a corollary for the
hRDzlzand |hsg |? as
( , )
/5 :J Y| hgp, | |hSR|2azl Sy, = 22F g L
Ly2|hRD1|2|h5R|2a2 + ¥(hgp,|” + Thsgl?) + 1 ' J

channel gains,

2 2 2
= 1v%|hgp, | 1hsgl?ay > ven, ¥?|hrp,| IhSR|2a2+Vth1V(|hRD1| +|h5R|2)+Vth1}

2 2
V2|hRD1| |hSR|2(a1 —Vin, az) - th1V|h5R|2 > Vth1V|hRL>1| +Ven, }

{
{
{[VZ|hRD1|2(a1 — Yen, A2) — Vthly] |Asg|? > ¥en, (VlhRD1|2 + 1)}

2
Ythy (V|hRD1| +1)}

2
= [yzlhRD1| (a1 = ven, @2) = Vthﬁ’] > e

Vth1(7|hR01|2+1) }

2
y? |hRD1 | (a1~Ytn, a2)=ven v

= {lthl2 >
(3.6)

2
The denominator 2 |hRD1| (a1 — ythlaz) ~ Ven, ¥ Must be greater than zero, so we can

2 4
now determine that |hRD1| >t
y(al_ythlaz)
(3.7)
2 Yth
|hRD | 20
1= _ 1
(3.6),(3.7) e v(a1 Vthlaz)z
re Vthl(y|hRD1| +1)
|hsgl? >
SR 5 2
14 |hRD1| (a1=Vtn, @2)=Ven, ¥
(3.8)
From (3.7) we can conclude that a; > Yen, a,,
(3.9)

If the first user’s signal was decoded successfully by the second user, we can assume that (5) is satis-
fied. If it isn’t satisfied, no matter how high the SNR of the system is, the outage probability will al-

ways deteriorate to 1.

12



The outage probability of user 1 can be written as:

2 Yin
h > . 20
heo, 2 e a2
1 _q_ 2
Four =1 =Pr o2 > Yen, (V|hR01| + 1) '
SR 2 /
\ l V2|hRD1| (‘11 _ythlaZ)_ythly

(3.10)

In the case of the second user, D, we have to elaborate on the event A;_,, in order for the interfer-

ence signal of user 1 to be removed, and on the event A,. The complementary event of A;_, can be

rewritten as:

2 h 2 h 2
£, = A Y | RD2| |hsrl 5121 2 > Yen l
l)/2|hRD2| |hSR|2a2 + y(|hRD2| + |hSR| ) +1 J
( hep, | = Yeh, 20 ) hep, |” = Ve 20
! | RDZl B y(a1 ~ Yth, az) ! l | RDZl V(al — Yth, az) !
— 2 _ 2
5 Yen, (ylhRD2| + 1) , b (VlhRD2| + 1)
lthRl > ) 2 J lhggl® > 5
Y |hRD2| (al_yth1a2)_ythly V(|hRD2| _91)
(3.12)
And lastly complementary event of A, can be expressed as:
|hRD2|2 >ty 0,
2 2 2 yaz
c _ Y |hRD2| lhsg|“a, v _ p ( |h |2+1)
2 = 2 thy [ =
Y(lhao, |+ lhsa 1+ 17 7 [ gz > 2R
)4 (|hRD2 | - 92)
(3.12)
Moreover, the outage probability of user 2 is equivalent to
(h 2> Ytn, ég\ h 2>Vth2A9
/ o, | ~y(as — yen,a2) 1$ |k, “ya, ¢ \|
2
1=Pr | 0, (VlhRDZ |2 + 1) n 0, (VlhRDzl + 1)

|
|hsgl? |hsp|? >
\L sl = V('hRD2|2_91) J " V(|hRDZ|2—92) /

or
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( |hip, |” = max{(6,,6,} = 9)
Plue =1—Pr (V'hRDZ /

|hggl|? > |+
\ y (heos*—0)

(3.13)

Since the channel magnitude between S and the Relay follows Rayleigh distribution, we can con-

sider an exponential distribution for the channel gain |hgg | with probability density function (PDF):

_L
2;
fingg2(¥) = 91
(3.14)
2
For the unordered Random Variable , the PDF is given by
Y
I7)
2 = —.
flhRD| o) 0,
(3.15)
The analogous cumulative density functions (CDF) are given by
Y
Flpgpz(@) =1—e %
(3.16)
and
Y
F_ 2(y)=1—-e %
|Rrpl
(3.17)
In order to derive aclosed-form expression for the outage probability we can elaborate as fol-
lows
2
( o, |~ = 6 w
2
P, =1-Pr , 0 (v|hap, | +1)
|hsg|© > 5
14 (lhRDml - 9)
(3.18.a)
o0 _ O(yy+1)
=1 _f fi, 2 (e Y0=9%dy
o " PO
(3.18.b)

Proof: Appendix A
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The probability density functions (PDF’s) for the ordered channel gains flhm) & and f|hRD ? can
1 2

be obtained by analyzing order statistics [16].

2
f|hR131|2 ) = 2f|ERD1|2 2 [1 Bl F|5R131|2(y)] - Q_Ze "

Y 2
e —e N

The corresponding cumulative density functions (CDF’s) can be easily extracted by (3.19) and
(3.20) as follows

(3.19)

2
flhRD2|2 o) = 2f|ﬁRD2|2 (y)F|’7RDZ|2 o) = 0,

(3.20)

2y
F = 2F,_ - F% =1l-e ™
|hRD1|2 ) |hRD1|2 ) |hRD1|2 ) ¢

(3.21)

2 - -z

F =F°_ =1—2e 2 0

|hRD2|2(y) |hRD2|2(y) ere ™
(3.22)

For the first user the outage probability is:
o0 _0y+1)
== [ f, e e T TRay
6 |hRD1|

(3.23.a)

9 o 2y _ 6(y+1)
=1- —j e e Yy-0igy
12; Jg

Now by substituting y — 0 =

= Z we get
2 20 ® 2z 0kz+yf+1)
=1——e 2 e Le vz01  dz
2 0
And after some algebraic manipulations
20 8 (® 2z 6(y6+1)
=1——e 2 1 e 2 vz dz

2 0

Using [17], Eq. (3.471.9), we can obtain
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4_2__91+9!2 26(1 + y0
Pl 1t eay P YO)D () 26011 YE)
2, 2y, y2:42,

(3.23.b)
where, K, () is the first order modified Bessel function of second kind.
For the second user, the outage probability is:
o _ Oyy+1)
Pre=1-[ f, @e 70 0mdy
6 |hRD2|
(3.24.a)

2 o ¥y 2y\ _ 0 (yy+1)
=1—-— <e_.92 —e_.QZ)e V[Y—ijhdy
2;Jg

2 2y 0 (yy+1) v 0 (yy+1)
= 1+_J. e e y(y—9501dy __f e e y(y—95ﬂ1dy

© y _6Gy+1)
0)] Zj- e e y(y—9)01dy
0

Now by substituting y — 68 =z we get
6 ™z _9(yz+]/0+1)
=e N e Me vz1  dz
0

And after some algebraic manipulations
IR I cte))
=e Qe M e Me v dz
0

Using [17], Eq. (3.471.9), we can obtain

_0_8 (1 +y0)Q 0(1+v6
_2e ey |20 2K, | 2 60 +76)
1200 Y24,

So, we can conclude that

-0(0,+0,) 0
pp o1t ) oy, |1 e [ o)) () 60+ y0)
out 1 1
2 i V2 v, yi,0,
(3.24.b)

Note that NOMA outperforms OMA when the metric is the outage performance, presuming that

users’ rates are above the target rates, decided based upon the users’ QoS needs, and power allo-
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cation coefficients are wisely chosen in order for the users to be able to detect and decode the inter-

ferences.

B. Asymptotic Outage Behavior

Even though the closed-form expression for the outage probability describes exactly how the

system behaves, it’s difficult to extract any valuable insights, in view of the fact that the expression is

very complex. So, it seems essential to investigate the systems’ outage probability as an approxima-

tion in a high SNR environment in order to derive the asymptotic form for the outage probability.

The outage probability expression,

0(ylhgp!® + 1)>

P..=1-Pr| |hepl|?>
( Sk y(lhgp % — 6)

is reformulated as:

hep|?|hpp|?
P —1—Pr |hsr|*|hgpl > 6

(lhsgl? + |hgpl?) + v

Under high SNR conditions, y — oo, the % term is considered negligible.

hegl?|hgp|?
Poutzl—Pr< | SR2| |hgpl : 9)
(lhsgl® + hgpl?)
(3.25)
Simple lower and upper bounds can be now attained after employing the inequality
1 . ab .
(E) min{a, b} < 3= min{a, b} [18].
. 2
{Polut,LB 1 —Pr( min (|h5R|2'|hRD1| )> 91)
1 = 2
Pout,up 1—Pr( min (IhSRIZ,lhRD1| )> 291)
(3.26)
F|hRDl|2(01) + FthRlz (91) - FlhRDllz (Ql)FthRlz (61)
~|F 20,) + F 20,) — F 20,)F 26
|hRD1|2( 1) |hSR|2( 1) |th)1|2( 1) |h5R|2( 1)
_61(20,+0,)
_J)1+4+e 010,
- 26,20, +0y)
1+e 010,
(3.27)
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Similarly, for the second user:

{Pozut,LB _ 1- pr( min (|h5R|2' |hRD2|2) > maX{91,92})
Pozut,UB 1- PI‘( min (lthlz, hRD2|2) > 2 max{@l, 92})

F 2(max{6,,6,}) + F|hSR|z(max{91,92 HD—F 2(max{6,, 6, })F|hSR|z(max{91, 6,})

_ |hRDz| |hRDz|
F|h |2 (2max{6,,6,}) + FthR i2(2max{6,,6,}) — Flh |z (2max{6,, 6, })FthR 12(2max{6;, 6,})
RD, RD,
maX{Gl,Gz }('Ql +.Q2) maX{Gl,GZ }(2.(21 +.Q2)
_ ) 1-2e 210, +e 292,
- 2 maX{91,92 }('Ql +.Q2) 2 max{91,92 }(2.(21 +.Q2)
1—2e 2,0, +e 210

(3.28)
The asymptotic expressions for F|hSR|2 (61), F|hRD |2 (6,) and F|hRD |2 (6) can be obtained by
1 2

making use of the 2 first terms of the Taylor expansion and the fact that wheny —» 0,6 - 0.

61
F|hSR|2(91) = E
(3.29)
61
F =2—
|hRD1|2 6. 0,
(3.30)
max{6,, 6, } 2
N 1,02
F o, (02) = (7122 )
(3.31)

These three approximations will let us decrease the computational complexity and perceive the

system behavior.

6, 6,
Poueip = 2 o to
2 1

601 6,

Pout up = a, + ZQ—1
(3.32)

( 2 . max{0;, 0,} max{6,,0,} ?
J Pout,LB = 0 + 0
1 2

2
max{6,,6 max{6,, 6
lpozutUBEZ {6, 2}+4< {6, 2}>
' 2, 2,

18



(3.33)

As a result, the diversity order achieved by Rayleigh fading NOMA is P,,; — %, meaning G; =

1, which is the same diversity order as the conventional Orthogonal multiple access scheme.
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4. ERGODIC SUM RATE

In this section, we suppose the targeted rates R; and R, are opportunistically allocated based
upon the users’ channel conditions, i.e. R; = R; and R, = R,. As a consequence, we can conclude
- 2 2
that R;_,, = R, = R, always holds since |hRD1| < |hRD2| ,meaning that the first users’ signal can
always be detected, decoded and removed from the second users’ observation. For this reason, the

sum rate should be Rg,,, = R; + R,, therefore, the ergodic sum rate can be expressed by

Réim = E{Rsum}

user Dy

: \
)/2|hRD1| lhsgl?ay |

1
=E Elog2| 1+ . 5
¥?|hgp,| |hggl2ay + Y (hro, | + 1hsg?) +1

/1 V2|hRDZ|2|hSR|2a2 \
+ 2
V(lhRD2| + |hsg1?) + 1/

+E 1l
2082

user Dy (1)
4.1

In the high-SNR regime, R; can be approximated by the expression %logz (1 + (;—1), therefore
2
REVE = 1log (1 + a—l)
! 2 2 a
(4.2)

ai

is a constant rate dependent on the ratio of the power allocation coefficients .
2

Additionally, it’s simple to conclude that the ergodic rate of the second user must be equal

to:

Ra”ez—f f 1 <1+ —) dydsx.
2 2 ), 082 aZVX_I_y flhRD2|2(y)f|hSR|2(x) yax

1 fwfm Xy ( Y _x _2_y_1>
= lo (1 +a ) e 2 2 —e 2 29 )dydx
0.0, ), ), g2 2yx+y 2 1 2 1 )dy

(4.3a)
Rave zlfoofoolog (1 +a ]/ﬂ)f 2N f,  2(x)dydx
1 2 Jy Jo 2 2 X+y |hRD1| Ihsrl :
1 © e a,yx 2y _ox
= f f log, (1 +— Ly )e 2, 01 dydx
2.0, Jy Jo yoxya; +y(x+y) +1
(4.3b)
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Based on the inequality ( )mln{a b} < T < min{a, b} [18] we can bound R$"¢ as follows

1 2Y

RgfieB = E{Zlnz In (1 +7W)} < Rgve <E {%ln(l + az]/W)} RngeB

(4.9)
. ) 2 .
Were, W 2 min (|h5R| , | ) and the expression can be further analyzed as
sz (1+ﬂw)f (W)dw < R&" <—— fzn(1+a yw) fir (W) dw
2In2 2 w 2In2 z w
0 0

(4.5)

2Y

We can observe that g(0) = 0 for g(w) = In (1 + aTW), so we can transform the inequality into:

co w co w
i) |1y izl |
d dw < R§¥® < d d
wnz) | To@y, Ehvwdw 2nz2) ) T¥ ayyx Fhwwldw
00 2 0 0
(4.6)
After changing the order of the integrals, we obtain the foIIowmg expressmn
ay f ay f
dwdx < R§"® < dwd
4ln2 aéy fw (w)dw dx 2in2) 1+ azyx fiw (wdw dx
0
(4.7)
And after some algebraic manipulations the result will be
a 1—-Fy(x a 1—-Fy(x
2V aW( ) v < R < 2V w(x) ”
4In2) 1 + %Vx T 2n2) 1+ axyx
0
(4.8)

To procced forward, we need to evaluate the CDF Fy,, (W), which can be calculated as

Fy (W) =Pr(W <w) =Pr (min (IhSRIZ, |hRD2|2) < W)
= 1— Pr (min (|hg?, |hRD2|2) >w)=1-Pr(|hgl> = w) Pr(|hRD2|2 >w)
=1—[1 - Pr(|lhe|? < w)] [1 — Pr(|hRD2|2 < W)]

w(Q,+0;) w(20,+0,)
=1—2e 2% +e U2

(4.9)
Substituting back to (4.8), we attain:

o x(021+0,) o x20,+0,)

ay (e 010, ay (e 02,0,
x —
In2 1+ayx 2In2 1+ a,yx
0 0

ave __

RZ,UB - dx
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B El(ll + Az)e(l1+lz) E1(2/11 + 12)9(211+12)
- In2 2In2

B 2E1(/11 +12)€(11+12) — E1(2/11 + /12)9(2/11+/12)
2In2

(4.10)

N 1 1
Where E; (-) denotes the exponential integral and A, & and A, & ——,
Ny azy Lyay

o _x(0Q1+09;) w _x201+0;)
ay (e ik ay (e N

dx —
2m2) @YX Tz ) T @rE
0 2 0 2

ave __
RZ,LB -

dx

_ E,(2(4, + AZ))e(Z(Al‘le)) E, (42, + 2/12)6(4/11 +22;)
- in2 21n2

_ 2E;(2(A4 + /12))3(2(/11”2)) — E (42, + 2/12)8(4/11+2/12)
- 2In2

(4.11)

Resultantly, we can derive the high-SNR approximation of the ergodic sum rate bounds,

combining R{"¢ and the inequality of R$°.

251
lOgZ (1 + a_z) 2E1 (2(11 + /12))8(2(/11+12)) _ E1 (4/11 + 212)8(4/11+2/12)
Sum,LB = +
' 2 4In2

(4.12)

a
we 082 (1+ a_z) 2B, (A + A;)e%it22) — B (21, + Ay)e@hitha)
sum,UB = 2 + Zln2

(4.13)
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5. POWER ALLOCATION OPTIMIZATION

In this chapter, an optimization analysis of the power allocation coefficients selection will be
introduced in order to maximize the Sum Rate of the system. By proving that the objective func-
tionis concave (Appendix B), and since the restrictions are linear, thus, can be considered either
convex or concave, the problem can be classified as convex. Consequently, in order to define the
optimal a;and a, Karush-Kuhn-Tucker conditions can be used. The problem can be formulated

as follows

max Ry,
o

(5.1)
s.t.
a1 + a2 S 1
2
2 Yeh, (V|hRDm| + 1)
Y|hRDm| (a1 = ven, az) > > + Yen, m=1.2
¥ lhgrl
a,a, =20

(5.2)

The constraints can be represented as

2
Yen, (Y|hRDm| + 1) 2
1= > - V|hRDm| (a1 — Yen, az) + Yen,
ylhsgl
(5.11)
Cz == (11 + az - 1

(5.12)

Thus, the Lagrange function of the problem is

L(ay,az,11,#2) = Reum — 11C1 — 112G,

(5.13)

Optimality conditions (first derivatives tests)

ORsyum ac, a9, 0
da, “1aa1 Mzaal B

(5.14)
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ORum _ 0C, G, _

da, B M@ B “Zaaz
(5.15)
Slackness conditions are formulated as
2
Yen, (V|hRD "+ 1) 2
Hi mz _VlhRDml (al_yth1a2)+yth1 =0
VALCT
(5.16)
ﬂz{a1+a2_1}=0
(5.17)

In order to prove that the Lagrange multipliers are non-negative we can elaborate on (5.14) and

(5.15) as follows

OR 2
Uy = asum + #1V|hRDm|
a
(5.18)
oR 2
asum —H1V|hRDm| Yeh, —H2 =10
a;
(5.19)
By substituting (5.18) in (5.19) we can derive
aRsum aRsum 2
- = h +1
da, da, M1V| RDml (ythl )

(5.20)

aRsum _ aRsum
da, daq
ORgy,

tive. y, is also positive since
ay

2
T4 H1V|hRDm| is positive and thus, the Lagrange multipliers are

2
can be proven positive and as a result, p is positive since y|hRDm| (ythl + 1) is posi-

both positive. We can calculate the closed form optimal expressions forthe power allocation coeffi-

cients from the slackness conditions

Ven, V2|hRD1|2|hSR|2 +V(|hRD1|2 + |hSR|2) +1

alopt — .
Ven, + 1 V2|hRD1| |hsr |2
(5.21)
2 2 2 2 2
opt 4 |hRD1| |hsg | ~Ven, (V(lhRD1| + |hsg] )+ 1)
az = 2
Y2|hRD1| |hsg | (Vthl + 1)
(5.22)
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6. NUMERICAL RESULTS

In this chapter, the previous performance analysis results are presented in terms of the system’s

transmit SNR and the distance between S and R, denoted as dgi. The normalized distance between

the base station and the mobile users is set to 1, hence the distance from the relay to each user is

1 — dgg. Thus, we can conclude that 2; = dgz © and 2; = (1 — dsg)~® ,where a symbolizes the

path loss exponent and is fixed to 3. We also set a; = 1 —a, and a; > a, abiding to the NOMA

principle for power allocation. Outage Probability is investigated and in order to validate the derived

closed-form expressions for the networks ergodic sum rate, numerical integration is performed.

Monte Carlo simulations are also conducted in order to verify the closed form expressions for the

outage probability and ergodic sum rates.

109
c

10

Outage Probability

107 |

107"

1
N

| }K I | | T
* —— Userl ]
L —— User2 1
N +  Lowerbound | 1
N < %  Upperbound |
\+\ O  Simulation
~ N
N
K
N
D
AN \*
\ —
N i
SR
| | | | | )
5 10 15 20 25 30
SNR(dB)
Fig 6.1. Outage probability vs. transmit SNR with a; = § a, = %

ZYien1 = 0.9(dB), Vin21.5(dB) and dsg = 0.5
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In Fig 6.1, the outage probability for each user is plotted versus the transmit SNR of
the system in dB, as y increases, the tighter the lower bound becomes to each user. In addi-
tion, we can observe that there is a significant performance gap between upper bound and
exact outage probability, demonstrating how poor the performance can be. Monte Carlo
simulations are matching with the exact analytical results. Moreover, the Rayleigh channels

are achieving a diversity order of 1, which can be interpreted as the worst-case scenario.

107" ¢ : . : . .
Py
E
[qy)
S
x 102 ]
(O]
(@)
8
S
O ——Userl
—— User2
O  Simulations
10-3 L I | | I | | | | i

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fig 6.2. Outage probability vs. distance S — R link with a, = g a, = % Yirp = 0.9(dB), Vg =
1.5(dB) and y = 20(dB)

The Outage Probability for transmit SNR = 20(dB) is illustrated in Fig 6.2 with re-
spect to the normalized distance from the base station to the dedicated relay. The weak us-
er (D,), has the optimal relay location closer to the user side, whereas, the strong user (D),
has its optimal relay location almost at the same place as the base station. The most power
is allocated by the user with the worst channel conditions (D) and since SIC is not required

after the signal reception, the location of the relay should be closer to the user side. Accord-
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ingly, since the strong user (D,) has better channel conditions, from R to D,, shows that D,
should use this channel more by restricting the channel between S and R, in order to
achieve better SNR at the relay. Consequently, the distance dgi should be small enough to
help the strong user to achieve the lowest possible outage probability. Additionally, even if
OMA can outperform NOMA in terms of OP, the latter would achieve better spectral effi-

ciency and provide user fairness.

100 ¢

107 ¢

1
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Outage Probability
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dsr
Fig 6.3. Outage probability vs.distance S — R link for various power allocation parameters with

21
{ay,a,} = {0.6,0.4},{§ ,g},{o.B,o.z} Yens = 0.9(dB), i, = 1.5(dB) and y = 20(dB).

In Fig 6.3. we can observe the effect of different power allocation assignments among the 2
users. When the power coefficient a, is increased (a, is decreased), both users experience an in-
crease in outage probability, whereas, when a, is decreased (a, is increased) users experience a de-
crease in outage probability. This can be explained as follows: Both users have to decode the symbol
of the weaker user. However, we can observe from equations (3.8) and (3.11) that it is more proba-
ble to be in outage when the a; — ¥:;1 @, term increases as it can enlarge the denominator and

thus, make it more probable for the outage conditions to be satisfied. Additionally, when a, is de-
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creased (a, is increased) the optimal relay location for the stronger user is shifted towards the base

station and for the weaker user is shifted towards the user side. The distance dgy is correlated with

_ 2
the average channel powers ( E{|hgg|?} = dsz " and E {|hRDZ| } = (1 — dgg) ™), therefore for a

certain value of dgg outage probability is taking its minimum value, since the average channel gain is

affecting the system performance.
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Fig 6.4. Rate vs transmit SNRwith a, = % a,= % Y1 = 0.9(dB), Ve = 1.5(dB) and dgz = 0.5

In Fig. 6.4, we can observe the analytical expressions of the ergodic rates of the users in ac-

cordance to the system SNR. Firstly, we can notice that the first user has a very poor rate perfor-

mance compared to the second, hence, last users’ rate must be maximized, under the condition that

first achieves a minimum threshold, in order to maximize the systems throughput. Additionally, we

can observe that the analytic expression for the weak user is tightly bounded by the high SNR ap-
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proximation in the corresponding region. The dotted plots are the exact expressions and are derived
via numerical integration. Moreover, simulations are shown to be very well matched with the exact

expressions.
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Fig 6.5. Rate vs. distance S — R link with a, = g,az = %, Yen1 = 0.9(dB), Ve = 1.5(dB) andy = 30(dB)

In this figure, we can see that the Rate of User 1 maintained the fixed value nature but the sec-
ond User seems to have a maximum value when dsi = 0.45. In the region of maximum Sum Rate
the exact expression tends to get near to the lower bound, but when the relay is located near the
user or the base station, the exact expression is shown to be tight with the upper bound, high-SNR

approximation. As a consequence, for each dsp different bounds would describe the system tightly.
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Fig 6.6. Rate vs.distance S — R link for various power allocation parameters with {a,,a,} =

{0.6,0.4}, {g ,g},{o.8,0.2}, Yens = 0.9(dB), Vunp = 1.5(dB) andy = 30(dB)

The ergodic sum rate is degraded when user 1 is allocating an increased power coefficient, since
the second users’ rate is more important forthe performance in terms of sum rate. As we can ob-
serve in Fig.6.3 and Fig.6.6, there is a trade-off in sum rate and both users’ outage probability when
the power is distributed to the users. Particularly, as the power allocated from the strong user in-
creases the sum rate increases, whereas, outage probability of weak and strong user is increased as

well.
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7. CONCLUSION

The main goal was to study the power domain NOMA transmission and investigate the per-
formance of this cooperative network under Rayleigh fading channels. Firstly, in chapter 1 we dis-
cussed about why NOMA is considered as a candidate 5G technique and how it works in much detail.
In chapter 2, the model of the system is formulated, taking into account all the constraints and deriv-
ing the SINR’s that we’ll use in chapter 3, in order to obtain the exact outage probability of USER;
and USER,. In the same chapter, in an effort to reduce the computational complexity, high-SNR re-
gime bounds are derived. Moreover, in chapter 4, the ergodic sum rate of the system is also exam-
ined asymptotically. Numerical analysis was conducted as a means to verify the analytical results,

giving us some insights about the behavior of the system.
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Appendix A
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After changing the order of the integrals, we obtain
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Appendix B

In order to prove the concaveness of the original function Ry,,,, we prove that the 2 X 2 Jaco-

bian matrix of the gradient of the original function is definite negative. Consequently, we need to
prove that the hessian matrix of R, is a definite negative matrix
2 2
a Rsum a Rsum

aaz aal aaz
H = J(VR a;,a,)) = 1
Reum ]( sum ( 1 2)) 62Rsum astum

da,da, aa%
(B.1)
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First order partial derivatives can be represented as follows

2
aRsum _ y2|hRD1| |h-SR|2
- 2
aal 2In2 <y2|hRD1|2|h5R|2(a1 + az) + y(|hRD1| + |hSR|2) + 1)

(B.2)
2
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o0, 2| hpp. | 1 hsrl? (Ihwp,|” + 1hgel?) + 1
2[n2 (y?|hpp,| 1hsgl2az + ¥ \IrD, SR
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1
2
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Second order partial derivatives can be represented as follows

2 2
aZRsum _ astum _ 0 Rsum _ - (yzlhRD1| |hSR|2)
da?>  da,0a, 0dayda;

5 2
2In2 (y2|hRD1|2|hSR|2(a1 +a,)+7 (|hRD1| + |hSR|2) + 1)

(B.4)

2 2
Z(yz |hRD1|2|hSR |2) a1<(y2 |hRD1 |2|hSR|2) (a1 +2a2)+2]/2 |hRD1|2 |hSR|2(Y(|hRD1 |2+|hSR |2)+1)>

[ 5 —

2
l (]/2 |hRD1|2 IhSRIZ(a1+a2)+y(|hRD1 |2 +|h5R|2)+1) (yz |hRD1|2 |h5R|2a2+y(|hRD1 |2+|h5R |2)+1)

(y2|hRD2|2|hSR|2)2 |

2
(yz|hRDz|2|h5R'2“2+V(|hRDz|2+|hSR|2)+1> |

(B.5)
The Hessian matrix of Ry, after gaussian elimination takes the following form
2 2

a Rsum a Rsum

H _ aa% aal aaz

Reum — 2 2

O a Rsum _ a Rsum
da3 da?

(B.6)

And can easily be proven negative definite with Sylvester’s criterion.
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62 Rsum

2
day

det(Hp, ) >0= o

And thus, R, ., is shown to be concave.

2
sum

2
0 Rsum

2
da;

2
daj

(B.7)

(B.8)
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MATLAB CODE

1.0utage probability VS SNR

g=0:0.01:30;

gammaldb=0.9;
gammal=10*(gammaldb/10);
gamma2db=1.5;
gamma2=10"(gamma2db/10);
al=2/3;

a2=1/3;

snr=10.~(g/10);
thetal=gammal./(snr.*(al-gammal*a2));
theta2=gamma2./(snr*a2);
dsr=0.5;

a=3;

omegal=(dsr).”(-a);
omega2= (1-dsr).”(-a);

Prob10ut=1-(4/omega2)*exp(-2* thetal./omega2).*exp(-thetal./omegal).*
sqrt(thetal.*(1+snr.*thetal).*omega2./(2*snr.¥*omegal)).* besselk(1,2*sqrt(2*thetal.*(1+snr.*thetal)./(snr.*omegal.*
omega2)));

semilogy(g,Prob10ut)
hold on

Prob20ut=1+(4/omega2)*exp(-max(thetal,theta2).*(omegal+omega2)./(omega2*omega2)).*
sqgrt(max(thetal,theta2).*(1+snr.* max(thetal,theta2)).*omega2./(snr.*omegal)).*((1/sqrt(2)) *exp(-
max(thetal,theta2)./omega2).*besselk(1,2*sqrt(2* max(thetal,theta2).*(1+snr.* max(thetal,theta2))./(snr.*omegal.*
omega2)))-besselk(1,2*sqrt(max(thetal,theta2).* (1+snr.* max(thetal,theta2))./(snr.*omegal.* omega2))));

semilogy(g,Prob20ut)
hold on

axis([030 0 1])

xlabel ('SNR(dB)");
ylabel('Outage Probability')
grid on

ploutLB=2*thetal./omega2+thetal./omegal;
ploutUB=4*thetal./omega2+2*thetal./omegal;
ploutlB_line=semilogy(g, ploutLB,'--');

hold on

ploutUB_line=semilogy(g, ploutUB,'--');

hold on

ploutlB_line.Color= "#0072BD";
ploutUB_line.Color= "#0072BD";

p2outlLB=theta2./omegal+(theta2./omega2).n2;
p2outUB=2*theta2./omegal+4*(theta2/omega2).A2;
p2outLB_line=semilogy(g, p2outLB,'--');



hold on

p2outUB_line=semilogy(g, p2outUB,'--');
hold on

p2outlB_line.Color= "#D95319";
p2outUB_line.Color= "#D95319";

% Plotting asymptotic bounds + and *

g=linspace(3,29,10);

snr=10.~(g/10);
thetal=gammal./(snr.*(al-gammal*a2));
theta2=gamma?2./(snr*a2);
ploutlB=2*thetal./omega2+thetal./omegal;
ploutlB_line=semilogy(g, ploutLB,'+k');

hold on
p2outlLB=theta2./omegal+(theta2./omega2)."2;
p2outUB=2*theta2./omegal+4*(theta2/omega2).A2;
p20outLB_line=semilogy(g, p2outlLB,'+k');

hold on

p2outUB_line=semilogy(g, p2outUB,'*k');

hold on

g=linspace(6,29,10);

snr=10.~(g/10);
thetal=gammal./(snr.*(al-gammal*a2));
theta2=gamma2./(snr*a2);
ploutUB=4*thetal./omega2+2*thetal./omegal;
ploutUB_line=semilogy(g, ploutUB,'*k');

hold on

% Monte Carlo outage probability simulations for each user

% Number of channel realizations
N=10000000;
g =0:1:30;
snr=10.(g/10);
thetal=gammal./(snr.*(al-gammal*a2));
theta2=gamma?2./(snr*a2);
outagell=zeros (1, length(g));
outage2l=zeros (1, length(g));
no_outagel=zeros(1, length(g));
no_outage2=zeros(1, length(g));

% Creating exponential distribution objects
pd1= makedist (‘Gamma','a',1,'b',omegal);
pd2= makedist ('Gamma','a',1,'b',omega2);

% Inserting randomness according to exponential distribution objects
h_SR =random ( pd1,1,N);
h2a =random ( pd2, 1,N);
h2b =random ( pd2, 1,N);
fori=1:length(g)
theta(i)=max(thetal(i),theta2(i));
forj=1:N

% Ordering the channels
h_RD_1=min(h2a(j),h2b(j));
h_RD_2=max(h2a(j),h2b(j));

% User 1
if h_RD_1 >thetal(i)
if h_SR(j) > thetal(i)*(1+snr(i)*h_RD_1)/(snr(i)*(h_RD_1-thetal(i)))
no_outagel(i)=no_outagel(i)+1;
elseif h_SR(j) < thetal(i)*(1+snr(i)*h_RD_1)/(snr(i)*(h_RD_1-thetal(i)))



outagell(i)=outagel11(i)+1;
end
elseif h_RD_1 < thetal(i)
outagell (i)=outagell (i)+1;
end
% User 2
if h_RD_2 > theta(i)
if h_SR(j) > theta(i)*(1+snr(i)*h_RD_2)/(snr(i)*(h_RD_2-theta(i)))
no_outage?2 (i)= no_outage?2 (i)+1;
elseif h_SR(j) < theta(i)*(1+snr(i)*h_RD_2)/(snr(i)*(h_RD_2-theta(i)))
outage2l (i )=outage2l (i)+1;
end
elseif h_RD_2 < theta(i)
outage2l(i)=outage21(i)+1;
end
end
end
Poutl=outagell /N;
Pout2=outage21 /N;
x=0:length(g)-1;
semilogy(x,Poutl,'ok’)
hold on
semilogy(x,Pout2,'ok')
legend('SUser 1$','SUser 2S', 'SLower bound$','SUpper bound$', 'SSimulations$','Interpreter’,'latex’,'Location’,'Best');

2.0utage probability VS distance(S->R)

gammaldb=0.9;
gammal=10*(gammaldb/10);
gamma2db=1.5;
gamma2=10"(gamma2db/10);
al=2/3;

a2=1/3;

a=3;

d=0:0.01:1;

8=20;

snr=10.7(g/10);
thetal=gammal./(snr.*(al-gammal*a2));
theta2=gamma2./(snr*a2);
omegald=d.*(-a);

omega2d= (1-d).A(-a);

% Plotting exact outage probability for each user

dProb10ut=1-(4./omega2d).*exp(-2* thetal./omega2d).*exp(-thetal./omegald).*
sqrt(thetal.*(1+snr.*thetal).*omega2d./(2*snr.*omegald)).*
besselk(1,2*sqrt(2*thetal.*(1+snr.*thetal)./(snr.*omegald.*omega2d)));

semilogy(d, dProb10ut)
hold on

dProb20ut=1+(4./omega2d).*exp(-thetal.*(omegald+omega2d)./(omegald.*omega2d)).*
sqrt(thetal.*(1+snr.*thetal).*omega2d./(snr.*omegald)).*( (1/sqrt(2)) *exp(-
thetal./omega2d).*besselk(1,2*sqrt(2*thetal.*(1+snr.*thetal)./(snr.*omegald.* omega2d)))-
besselk(1,2*sqrt(thetal.*(1+snr.*thetal)./(snr.*omegald.* omega2d))));

semilogy(d, dProb20ut)

hold on

xlabel ('Sd_{SR}S','Interpreter’,'latex');

ylabel('Outage Probability')

grid on

N=1000000;



d=0:0.1:1;
omegald=d.A(-a);
omega2d= (1-d).A(-a);
outagell=zeros (1, length(d));
outage2l=zeros (1, length(d));
no_outagel=zeros(1, length(d));
no_outage2=zeros (1, length(d));
fori=1:length(d)-2
pd1(i)=makedist ('Gamma','a’,1,'b',omegald(i+1));
pd2(i)=makedist ('Gamma','a’,1,'b’,omega2d(i+1));
h_SR=random ( pdi(i),1, N);
h2a=random ( pd2(i), 1, N);
h2b=random ( pd2(i), 1, N);
forj=1:N
h_RD_1=min(h2a(j),h2b(j));
h_RD_2=max(h2a(j),h2b(j));
if h_RD_1> thetal
if h_SR(j) >thetal*(1+snr*h_RD_1)/(snr*(h_RD_1-thetal))
no_outagel(i)=no_outagel(i)+1;
elseif h_SR(j) <thetal*(1+snr*h_RD_1)/(snr*(h_RD_1-thetal))
outagell(i)=outagel11(i)+1;
end
elseif h_RD_1< thetal
outagell (i)=outagell (i)+1;
end
if h_RD_2 > thetal
if h_SR(j) > thetal*(1+snr*h_RD_2)/(snr*(h_RD_2-thetal))
no_outage?2 (i)= no_outage?2 (i)+1;
elseifh_SR(j) < thetal*(1+snr*h_RD_2)/(snr*(h_RD_2-thetal))
outage2l (i)=outage21(i)+1;
end
elseif h_RD_2< thetal
outage21(i)=outage21(i)+1;
end
end
end
Poutl=outagell /N;
Pout2=outage21 /N;
Pouti(end)=[];
Poutl(end)=[];
Pout2(end)=[];
Pout2(end)=[];
x=1:length(d)-2;
semilogy(x/10,Pout1,'ok’)
hold on
semilogy(x/10,Pout2,'ok')
legend('SUser 15','SUser 2$','SSimulations$','Interpreter’, 'latex’,'Location’,'Best');

3. Rate VS SNR

2
lim 1Zlog 1+ Y2|hR01| |h5R|2a1
- , :
N \ Y2|hR01|2|h5R|2a2+Y(lhR01| +|h5R|2)+1/

1y / V|, | Ihse |2 \
+ lim NZ]OgZ 1+ Rgz SR 2
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N=1000000;

g =0:0.01:30;

gammaldb=0.9;
gammal=10"(gammaldb/10);
gamma2db=1.5;
gamma2=10"(gamma2db/10);
al=2/3;

a2=1/3;

snr=10.7(g/10);
thetal=gammal./(snr.*(al-gammal*a2));
theta2=gamma?2./(snr*a2);
dsr=0.5;

a=3;

omegal=(dsr).A(-a);

omega2= (1-dsr).”(-a);
lamdal=1./(omegal.*a2.*snr);
lamda2=1./(omega2.*a2.*snr);

rate2LB=expint(2*(lamdal+lamda2)).*exp(2*(lamdal+lamda2))/(log(2))-
expint(4*lamdal+2*lamda2).*exp(4*lamdal+2*lamda2)/(2*log(2));
rate2UB=expint(lamdal+lamda2).*exp(lamdal+lamda2)/(log(2))-
expint(2*lamdal+lamda2).*exp(2*lamdal+lamda2)/(2*log(2));
SumratelB=(1/2)*log2(3)+expint(2*(lamdal+lamda2)).*exp(2*(lamdal+lamda2))/(log(2))-
expint(4*lamdal+2*lamda2).*exp(4*lamdal+2*lamda2)/(2*log(2));
SumrateUB=(1/2)*log2(3)+expint(lamdal+lamda2).*exp(lamdal+lamda2)/(log(2))-
expint(2*lamdal+lamda2).*exp(2*lamdal+lamda2)/(2*log(2));

plot(g,rate2LB,'--r')

hold on

plot(g,rate2UB,"'--r')

hold on

plot(g, SumratelB,'--b')

hold on

plot(g, SumrateUB,'--b')

hold on
xlabel('SNR(dB)','Interpreter','latex');
ylabel('Rate’)

userl_numerical =
@(x,y,8)(1/(omegal.*omega2))*log2(1+(al.*((10.A(g/10)).A2).*(x.*y))./(((10.~(g/10)).72). *x.*y.*a2+(10.7(g/10). * (x+y) )+ 1)).
*(exp(-2.*y./Jomega2-x./omegal));

user2_numerical = @(x,y,k)(1./(omegal.*omega2)).*log2(1+((10.7(k/10)).*a2).*(x.*y./(x+y))). *( exp(-y./omega2-
x./omegal)-exp(-2.*y./omega2-x./omegal));

fori=0:0.3:30
hl = @(x,y) userl_numerical (x,y,i);
h2 = @(x,y) user2_numerical (x,y,i);
num_res_1=integral2(h1,0,Inf,0,Inf);
num_res_2=integral2(h2,0,Inf,0,Inf);
plot(i, num_res_1,".k");
hold on
plot(i, num_res_2,".k");
hold on
plot(i, num_res_1+num_res_2,".k');
hold on
end
ratel_ub = (1/2)*log2(1+al/a2);
yline(ratel_ub,'--g')
hold on

sim_rate_1=zeros (1, 11);



sim_rate_2=zeros (1, 11);
sim_sum_rate=zeros (1, 11);
pd1= makedist ('Gamma','a',1,'b',omegal);
pd2= makedist ('Gamma','a',1,'b',omega2);
h_SR=random ( pd1,1,N);
h2a =random ( pd2, 1,N);
h2b =random ( pd2, 1,N);
fori=0:3:30
forj=1:N
h_RD_1=min(h2a(j),h2b(j));
h_RD_2=max(h2a(j),h2b(j));
sim_rate_1(i/3+1)=sim_rate_1(i/3+1) + log2( 1 + (10.7(i/10)).~2*h_RD_1* h_SR(j)*a1/((10.~(i/10)).A2*
h_RD_1*h_SR(j)*a2+10.7(i/10).*(h_RD_1+h_SR(j))+1));
sim_rate_2(i/3+1)=sim_rate_2(i/3+1) + log2( 1 + (10.7(i/10)).~2*h_RD_2*
h_SR(j)*a2/(10.(i/10).*(h_RD_2+h_SR(j)}+1));
end
end
sim_rate_1=sim_rate_1/(2*N);
sim_rate_2=sim_rate_2/(2*N);
sim_sum_rate=sim_rate_1+sim_rate_2;
x=0:3:30;
plot(x,sim_rate_1,'ok')
hold on
plot(x,sim_rate_2,'ok’)
hold on
plot(x,sim_sum_rate,'ok’)
hold on

g =0:3:30;

snr=10."(g/10);

thetal=gammal./(snr.*(al-gammal*a2));

theta2=gamma2./(snr*a2);

lamdal=1./(omegal.*a2.*snr);

lamda2=1./(omega2.*a2.*snr);

rate2LB=expint(2*(lamdal+lamda2)).*exp(2*(lamdal+lamda2))/(log(2))-
expint(4*lamdal+2*lamda2).*exp(4*lamdal+2*lamda2)/(2*log(2));

rate2UB=expint(lamdal+lamda2).*exp(lamdal+lamda2)/(log(2))-
expint(2*lamdal+lamda2).*exp(2*lamdal+lamda2)/(2*log(2));

SumratelB=(1/2)*log2(3)+expint(2*(lamdal+lamda2)).*exp(2*(lamdal+lamda2))/(log(2))-
expint(4*lamdal+2*lamda2).*exp(4*lamdal+2*lamda2)/(2*log(2));

SumrateUB=(1/2)*log2(3)+expint(lamdal+lamda2).*exp(lamdal+lamda2)/(log(2))-
expint(2*lamdal+lamda2).*exp(2*lamdal+lamda2)/(2*log(2));

plot(g,rate2LB,'+k')

hold on

plot(g,rate2UB, *k)

hold on

plot(g, SumratelB,'+k)

hold on

plot(g, SumrateUB,'*k')

hold on

plot(g,ratel_ub,'*k')

plot(2,5.5,'+k")
hold on
plot(2,5.2,'*k")
hold on
plot(2,4.9,'0k’)



4 .Rate VS Distance

gammaldb=0.9;
gammal=10"(gammaldb/10);
gamma2db=1.5;
gamma2=10"(gamma2db/10);
al=2/3;

a2=1/3;

a=3;

d=0:0.01:1;

g=30;

snr=10.7(g/10);
thetal=gammal./(snr.*(al-gammal*a2));
theta2=gamma2./(snr*a2);
omegald=d."(-a);

omega2d= (1-d).”(-a);
lamdald=1./(omega2d.*a2.*snr);
lamda2d=1./(omegald.*a2.*snr);

rate2LB=expint(2*(lamdald+lamda2d)).*exp(2*(lamdald+lamda2d))/(log(2))-
expint(4*lamdald+2*lamda2d).*exp(4*lamdald+2*lamda2d)/(2*log(2));
rate2UB=expint(lamdald+lamda2d).*exp(lamdald+lamda2d)/(log(2))-
expint(2*lamdald+lamda2d).*exp(2*lamdald+lamda2d)/(2*log(2));
plot(d,rate2LB,'--r')

hold on

plot(d,rate2UB,"'--r")

hold on

drate_2=@(x,y,k)(1./((k.~(-a)) .*((1-k).~(-a))).*log2(1+((10.7(g/10)).*a2.*x.*y)./(x+y)).*( exp(-y./ ((1-k).”(-a))-x./
(k.A(-a)) )-exp(-2.*y ./ ((1-k).~(-a))-x./ (k."(-2)) )));

drate_1= (1/2)*log2(1+al/a2);

yline(drate_1,"--g")

hold on

for j=0:0.01:1
h = @(x,y) drate_2(x,y,));
numeric_res=integral2(h,0,Inf,0,Inf);
plot(j,numeric_res,'k");
hold on
plot(j, numeric_res+drate_1,".k');
hold on

end

srrate2LB=(1/2)*log2(3)+expint(2*(lamdald+lamda2d)).*exp(2* (lamdald+lamda2d))/(log(2))-
expint(4*lamdald+2*lamda2d).*exp(4*lamdald+2*lamda2d)/(2*log(2));

srrate2UB=(1/2)*log2(3)+expint(lamdald+lamda2d).*exp(lamdald+lamda2d)/(log(2))-
expint(2*lamdald+lamda2d).*exp(2*lamdald+lamda2d)/(2*log(2));

plot(d, srrate2LB,'-.b")

hold on

plot(d, srrate2UB,'-.b')

hold on

ylabel('Rate')
xlabel('$d_{SR}$','Interpreter','latex");

d=linspace(0,1,11);
omegald=d.”(-a);



omega2d= (1-d).A(-a);
lamdald=1./(omega2d.*a2.*snr);
lamda2d=1./(omegald.*a2.*snr);

rate2LB=expint(2*(lamdald+lamda2d)).*exp(2*(lamdald+lamda2d))/(log(2))-
expint(4*lamdald+2*lamda2d).*exp(4*lamdald+2*lamda2d)/(2*log(2));
plot(d,rate2LB,'+k')

hold on

rate2UB=expint(lamdald+lamda2d).*exp(lamdald+lamda2d)/(log(2))-
expint(2*lamdald+lamda2d).*exp(2*lamdald+lamda2d)/(2*log(2));
plot(d,rate2UB,'*k')

hold on

srrate2LB=(1/2)*log2(3)+expint(2*(lamdald+lamda2d)).*exp(2*(lamdald+lamda2d))/(log(2))-
expint(4*lamdald+2*lamda2d).*exp(4*lamdald+2*lamda2d)/(2*log(2));

plot(d, srrate2LB,'+k')

hold on

srrate2UB=(1/2)*log2(3)+expint(lamdald+lamda2d).*exp(lamdald+lamda2d)/(log(2))-
expint(2*lamdald+lamda2d).*exp(2*lamdald+lamda2d)/(2*log(2));

plot(d, srrate2UB,'*k')

hold on

plot(d, drate_1,"'*k")
hold on

N=1000000;
d=0:0.1:1;
omegald=d.A(-a);
omega2d= (1-d).A(-a);
sim_rate_1=zeros (1, length(d)-2);
sim_rate_2=zeros (1, length(d)-2);
sim_sum_rate=zeros (1, length(d)-2);
fori=1:length(d)-2
pd1(i)=makedist ('Gamma','a’,1,'b’,omegald(i+1));
pd2(i)=makedist ('Gamma','a’,1,'b',omega2d(i+1));
h_SR=random ( pdi(i),1, N);
h2a=random ( pd2(i), 1, N);
h2b=random ( pd2(i), 1, N);
forj=1:N
h_RD_1=min(h2a(j),h2b(j));
h_RD_2=max(h2a(j),h2b(j));
sim_rate_1(i)=sim_rate_1(i) + log2( 1 + (10.7(g/10)).~2*h_RD_1* h_SR(j)*a1/((10.*(g/10))."2*
h_RD_1*h_SR(j)*a2+10.7(g/10).*(h_RD_1+h_SR(j))+1));
sim_rate_2(i)=sim_rate_2(i) + log2( 1 + (10.~(g/10)).A2*h_RD_2* h_SR(j)*a2/(10.(g/10).* (h_RD_2+h_SR(j))+1));
end
end
sim_rate_1=sim_rate_1/(2*N);
sim_rate_2=sim_rate_2/(2*N);
sim_sum_rate=sim_rate_1+sim_rate_2;
x=0.1:0.1:(length(d)-2)/10;
plot(x,sim_rate_1,'ok')
hold on
plot(x,sim_rate_2,'ok’)
hold on
plot(x,sim_sum_rate,'ok’)
hold on



plot(0.7,3,'+k’)
hold on
plot(0.7,2.5,'*k')
hold on
plot(0.7,2,'0k")



