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1

ITepiindn

Oloéva xou TeplocdTERa TEOBAAUNTA GTOV YR NS TEYVOoAoYiag (xau byt Lévo) emAbovto
ue teyvixéc Mnyavixng Mdadnorng. O topéac autde, Tou elvar To To SLIoTUO UTOGUVORO
¢ Teyvnmic Nonuoolvng, amoteheiton amd o TAELEOA OLPORETIXGY oAYopduwY Xou

TEY VXY, TIOU CLUVEYWS oLEAVOVTaL GE opLIuo.

Avuthv 1 epyacia mpoomadel va Tpocpépel Evay TAREN 00MY6 YEYONG AUTOY TWYV TEYVIXMY, UE
eneynomn TV Sldéouwy ETAOYMY, UE OGXOTO Vo Yenoulomoinlel and Toug EpElVNTES XoL
TPOYPAUUMOTIOTEG GTOV TOUEN TWV BIXTOWY TOL ETHUROVLY VoL EVOWUATMOCOUY GTo CUCTAULMTA

Toug €val GUCTNUA aviyVeEuoT amethovy ou Bacileton o€ TEYVIXES PnyavixhAc Udinone.

To ueyahiTepo U€pog TN UETATTUY XS QUTHS BLATEBNC €EL TUPOUGLAGTEL XL OE GUVEDELO

xan anéonace 1o PBeafeio tng xahiTepng padnTinrc epyactag [1].
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Abstract

Machine learning offers solutions to a great number of technological (and not only)
problems; a number that constantly increases. Machine learning, the most famous Al

subset, consists of a growing number of different algorithms and techniques.

This work aims to offer a complete guide of all these techniques, along with insights on
the different design choices. Our goal is to provide with guidance the network researchers
and programmers who want to incorporate a machine learning based intrusion detection

system, in their platforms.

The biggest part of this work has already been submitted to a conference and received

the best student paper award [1].

Institutional Repository - Library & Information Centre - University of Thessaly
02/06/2024 00:24:19 EEST - 18.191.198.107



v

Acknowledgments

Firstly, I would like to thank my thesis supervisor associate professor George Stamoulis
for his guidance throughout my journey of thesis writing. With his help I managed to
present a complete review of a constantly growing field, and receive a precious award for

our effort.

Moreover, I should thank all these people who believed in me and helped me (even without
realizing) and became a part of me. I am particularly thankful to my parents for their

unconditional love and support. Thank you for bearing with me.

Institutional Repository - Library & Information Centre - University of Thessaly
02/06/2024 00:24:19 EEST - 18.191.198.107



Contents

1 Introduction
1.1 Thesis Structure . . . . . . . .

2 Machine Learning Algorithms

2.1 Overview . . . . . ..
2.2 Common algorithms . . . . . .. ... .. oo
2.2.1 Logistic Regression . . . . . . . .. ... ... ... ..
2.2.2  Support Vector Machine . . . . . . .. ... ...
2.2.3 Decision Tree . . . . . . . . . L
2.2.4 Neural Networks . . . . . . .. ... .. ... ... ... ...
2.3 Ensemble methods . . . . . .. ... ... .

3 Machine Learning in practice

3.1 Binary Classification . . . . . ... .. .. ... ...
3.1.1 Vanilla Binary classification . . . . . .. ... ... ... ... ..
3.1.2  Weighted Binary classification . . . . . . ... ... .. ... ...
3.1.3  Threshold tuning . . . . . .. .. ... oL
3.2 One-Class Classification . . . . ... ... ... .. .. ... .......
3.2.1 AutoEncoders . . . . .. ... ...
4 The CIC-IDS2017 dataset
4.1 Overview . . . . . . ..
4.2 Labels . . . . . .
4.3 Features . . . . . . ..
5 Results
5.1 Baseline - Null model . . . . . . . . ... ... ... ... ... ... ...
5.2 Ewvaluation . . . . . . ...
5.3 Binary classification. . . . . .. ..o
5.3.1 Neural Networks . . . . . . . ... ... ... ... ... ...,
5.4 Weighted binary classification . . . . . . . .. ... ... ... ... ...
5.5 Feature importance . . . . . . . . ...

6 Conclusion
References . . . . . .

A%

Institutional Repository - Library & Information Centre - University of Thessaly
02/06/2024 00:24:19 EEST - 18.191.198.107

QO =

(O BEN BEN e NG SN G2 SNGLENTN

15
15
15
15

17
17
17
17
18
18
20

22



List of Figures

2.1 Al Machine Learning, and Deep Learning . . . . . ... ... ... ... 4
2.2 Separation of the two classes using Logistic Regression (Figure from [2]) . 6
2.3 Logistic Regression vs Support Vector Machine. Logistic Regression may

end up to any of the separating lines depicted in the left side, while SVM

will try to find the one line that maximizes the space in between. (Figure

from [3]) . . . . 6
2.4 Decision Tree. Its structure and the corresponding decision space (Figure

from [4]) . . . . 7
2.5 A typical feedforward neural network. Neurons are organized in layers.

(Figure from [5]) . . . . . . ..o 8
2.6 A high-level overview of the ensemble learning process. (Figure from [6]) 9
3.1 The effect of the weighted binary classification to the decision boundary

of the unweighted bimary classification. The arrows represent the move of

the boundary in favor of the red class. The bigger the red class’ weight,

the bigger the arrows. . . . . . . . . ..o L oL 11
3.2 Threshold tuning pipeline . . . . . . ... .. ... L. 12
3.3 The typical autoencoder’s architecture. Both dimensionality reduction

(latent space) and reconstruction (reconstructed data) are obvious. . . . . 14

4.1 Labels distribution on CIC-IDS2017. Clearly, the dataset is highly unbalanced. 16

5.1 The change on Neural Network’s accuracy (right y-axis) as we increase the
network’s hidden layers (x-axis). On the left y-axis we depict the training
time in seconds. . . . . . ..o 19
5.2 The change on FN and FP (y-axis) based on the weight (x-axis) we apply
to the malignant class (benign has always weight=1). We can see that
too big values lead to worse results for both classes. We used Weighted
Decision Trees for the graph. . . . . . . . .. ... .. ... ... ... 20
5.3 From top to bottom. (1) Top-5 absolute coefficients of the Logistic
Regression method. (2) Top-5 Weighted Decision Tree importances. (3)
Top-5 Weighted Random Forest importances. . . . . .. ... ... ... 21

6.1 The whole training pipeline. After preprocessing our data, we train the
algorithms, and use feature importance to improve the results by altering
the dataset . . . . . .. . 23

vi

Institutional Repository - Library & Information Centre - University of Thessaly
02/06/2024 00:24:19 EEST - 18.191.198.107



List of Tables

5.1 Accuracy and F-score results for the most well-known binary classification
algorithms. (neural network’s capacity against performance is depicted in
more detail, in Subsection 5.3.1). . . . .. ...

5.2 False positives & false negatives. False positives measure refers to benign
cases that were wrongly classified as malignant and false negatives to
incorrectly classified true malignant cases. . . . . . . .. ... ... ...

5.3 False positives and false negatives for the weighted cases. Inside the
parenthesis we present the results of the previous section i.e. same weights.
The decrease of the false negatives is obvious as well as the increase of the
false positives. . . . . . . . L

vil

Institutional Repository - Library & Information Centre - University of Thessaly
02/06/2024 00:24:19 EEST - 18.191.198.107



Chapter 1

Introduction

In recent years cyber attacks, especially those targeting Critical National Infrastructures
that provide essential information or services are becoming more sophisticated and difficult
to detect. The protection of their network and information systems becomes a significant
issue [7]. The attacks on such systems vary from reconnaissance attacks, to attempts of
penetrating to the internal network and installation and execution of malicious code that
can be used in order to steal sensitive data or even change the behavior of specific physical
equipment with devastating consequences. A category of attacks, entitles Advanced
Persistent Threats (APTs) are stealthy attacks, with the ability to stay undetected,
concealing themselves within targets network, and interacting just enough to achieve
the defined objectives. For example, APT actors may use zero-day exploits to avoid

signature-based detection, and encryption to obfuscate network traffic.

In order to tackle this growing trend academia and industry are joining forces in an
attempt to develop novel systems and mechanisms that can defend their systems. Along
with other preventive and reactive security tools and solutions that are proposed, such as
movel access control and authentication mechanisms, intrusion detection systems (IDS) are
deployed as a second line of defense. IDSs can distinguish between normal and malicious

actions [8| using either specific rules or patterns of normal behavior of the system.

An Intrusion Detection System (IDS) is a device or software application that monitors
a network or system for malicious activity or policy violations. Intrusion detection and

prevention systems are primarily focused on identifying possible incidents in systems and

1
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networks, logging information, reporting attempts, and learning. IDS have become a
necessary addition to the security infrastructure of nearly every organization [9]. Based on
the current practical situations, machine learning (ML) technologies have been employed
to improve the efficiency of intrusion detection systems, which is one of the most commonly

used security infrastructures to protect networks from attacks.

Recently many novel algorithms have been proposed. In [10] authors proposed a
hierarchical intrusion detection system based on the combination of three different
classifiers, the REP Tree, the JRip algorithm and Forest PA, that can be used for
[oT. In another work, authors in [11] proposed a novel IDS that incorporates physical
characteristics in order to detect spoofing attacks in a networks of connected vehicles. In
a recent survey work [8] the importance of deep learning techniques in detecting novel

attacks was revealed.

In this work, we focus on network-level threats and we present the most prominent machine
learning ideas that can solve that problem. We use the CICIDS2017 dataset, a huge

dataset with more than 2.8 million rows of benign and malignant cases.
Usually IDS are based on [12; 13]:

1. Signature-based detection (Compare against saved signatures. Does not generalize

to new threats.)

2. Anomaly-based detection (Detect any deviations from normal behaviours based on

data. Does generalize.)

3. Stateful protocol analysis detection (Compare against pre-determined behaviours

and patterns. Also does not generalize to new threats.)

Machine learning techniques belong to the second category (Anomaly Detection), and

this is the category we are going to analyze.

Although there are many works that present various machine/deep learning algorithms
that can be used for an IDS [14; 15; 16; 17; 18; 19], it seems to be a shortage of papers
that analyze possible ways to use these algorithms to build an IDS based on various cases
of needs and resources. Our goal is to provide all the well-known techniques that can be

used for an IDS. This work, in combination with papers that offer a survey on specific
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1.1. Thesis Structure 3

machine learning algorithms [8], is a valuable document for any scholar who wants to

build or customize an IDS based on machine/deep learning techniques.

1.1 Thesis Structure

The remainder of the thesis is organized as follows:

e In chapter 2, we provide a brief introduction to the main Machine Learning algorithms
that are used today. We mention the basic ideas of each method as well as the

underlying maths.

e In chapter 3, we explain how the algorithms presented above can be used in a
real-life system, as well as the most common tuning practices that are particularly

useful in an Intrution Detection System.
e In chapter 4, we present the dataset we use for the testing in all the experiments.

e In chapter 5, we present the results of our system, alongside with graphs that provide

more insight about the design choices.

e Finally, in chapter 6, we provide a conclusion to this thesis.
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Chapter 2

Machine Learning Algorithms

Machine learning is a subset of the vast field called Artificial Intelligence (AI). In computer
science, artificial intelligence, sometimes called machine intelligence, is intelligence
demonstrated by machines, in contrast to the natural intelligence displayed by humans
and animals. Colloquially, the term "artificial intelligence" is used to describe machines
that mimic "cognitive" functions that humans associate with other human minds, such as

"learning" and "problem-solving" [20].

Machine Learning or Statistical Learning, uses statistical methods in order to "learn"

from data and generalize to new, unseen examples.

Artificial Intelligence 7~

—~ — — — — ARTIFICIAL INTELLIGENCE

- A technique which enables machines
- to mimic human behaviour

Machine Learning

MACHINE LEARNING

Subset of Al technique which use
statistical methods to enable machines
to improve with experience

Deep Learning

>~ DEEP LEARNING

~ ——— e Subset of ML which make the
computation of multi-layer neural
network feasible

Figure 2.1: Al, Machine Learning, and Deep Learning (Figure from [21])

4
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2.1. Overview 5

2.1 Overview

Machine learning is a data-driven approach. In contrast to old-school ai methods that
involved rules and a world model [22]|, machine learning tries to learn only from labeled

data with no other information.

Mathematically, given pairs of data X,y with X being a matrix whose iy, row depicts
the data of the iy, example (e.g. size of incoming packet, time delay, ...) and y being
a vector whose iy, element is the label of the corresponding row in the X matrix (e.g.

benign packet or malignant), we try to find a function f that approximates the data; i.e.
f(Xi) = y;.

The two most common machine learning problems are (1) classification and (2) regression
problems. In regression problems y € R while in classification, y takes only some specific
values (e.g. True/False, Category 1/Category 2/.../Category n). This work focuses on

classification algorithms, as we deal with Intrusion Detection Systems.

2.2 Common algorithms

2.2.1 Logistic Regression

The most common, and simplest classification algorithm is the Logistic Regression [23].
Assuming X; € R”, then we try to find a hyperplane in the n-dimensional space that
separates the two classes. In the two dimensional space, we can visualize the result as a

separating line (Fig. 2.2).

Mathematically, we can write this as:

with ¢ being the sigmoid function

(2.2)

Institutional Repository - Library & Information Centre - University of Thessaly
02/06/2024 00:24:19 EEST - 18.191.198.107



2.2. Common algorithms

Figure 2.2: Separation of the two classes using Logistic Regression (Figure from [2])

2.2.2 Support Vector Machine

Support vector machine (SVM) [24] can be considered an extension/improvement of the

simple logistic regression, although the background mathematics are far more complicated.

Specifically, the underlying idea of SVM is to find the best separating line between the

two classes (Fig 2.3).

A
X,

O

EIDE]
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O

O
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>
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N
-

~

L.
L

X4

Figure 2.3: Logistic Regression vs Support Vector Machine. Logistic Regression may
end up to any of the separating lines depicted in the left side, while SVM will try to find
the one line that maximizes the space in between. (Figure from [3])
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2.2. Common algorithms 7

2.2.3 Decision Tree

One of the most famous machine learning algorithms is the Decision Tree [25]. Decision
Trees can achieve high performance while being easy to understand from a human. This
method slices recursively the n-dimensional space of the data, into two sub-regions at
each step. The final space looks like on the left of Fig. 2.5, but it is easier to understand
by looking on the right side of Figure.

1.0

X2 <0.302548 N 5 o 00400 _ o
®0509 3|, o & _1.000
070y [V O = S o
w© o b o o
o 0 U a|lo fole} @ o ©
“o 0Q Co o~
o o a
oo ? o] 0 0'18‘? ° oo
al®e o op % o o
g oo wo © o o
X1 <0.800113 X1 < 0883535 ° o o ° P
— 0 o® @
= et L
0.8070 0.5000 o 0% & o] 7% o
X1<0483215 X1 <0.p52647 S 4o Gsarg q9 %0 q
o® g o | & 4 o g
1.0000 0.4000 oo oP é’so o 06
ov o
X2 < 0466607 | 5e, 000857 © 0.333 00
o o [o ]S} b O o o
0.1231 000 5
o [a3] o] o o]
® o g o o °© 5
o _| o Olo
0.8571 0.3333 2 : : : : :

X2

Figure 2.4: Decision Tree. Its structure and the corresponding decision space (Figure
from [4])

A famous extension of the Decision Trees is the Random Forest [26] which combines many

such trees and achieves superior performance (Sec. 2.3).

2.2.4 Neural Networks

The most famous algorithm of the last decade, Neural Networks [27] have led to amazing
(and sometimes even superhuman) performance in a variety of machine learning tasks.
Neural Networks consist of neurons, which closely resemble the logistic regression algorithm.

Specifically, the output of each neuron is given by

o= f(w'X; +b) (2.3)
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2.3. Ensemble methods 8

with f being any function we want (of course, some options are better than others though).

The main advantage of the Neural Networks, is the ability to combine many such simple
neurons, and achieving amazing performance. A typical feedforward network is depicted

below.

Input layer | Hidden layers i Output layer
i h h, h 0

Input 1 \"‘/{“}\‘

Figure 2.5: A typical feedforward neural network. Neurons are organized in layers.
(Figure from [5])

2.3 Ensemble methods

An extension to all these algorithms the presented above is the so called Ensemble Learning
[28]. Ensemble Learning is a set of techniques (e.g. boosting, bagging) that combine
efficiently many different instances of the above algorithms (mainly Decision Trees), in
order to achieve better performance. The two most famous algorithms are Random Forests

[26] and Gradient Boosting [29].
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2.3. Ensemble methods 9

Ensemble’s prediction
(e.g., majority vote)

A\
o o 2 o Predictions
ﬁg c&l Diverse
predictors
OXQ New instance

Figure 7-2. Hard voting classifier predictions

Figure 2.6: A high-level overview of the ensemble learning process. (Figure from [6])
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Chapter 3

Machine Learning in practice

3.1 Binary Classification

As we already mentioned, the focus of this work is on classification (i.e. classify an
example among some specific, known classes). Usually, in an IDS system, our main
focus is classifying an activity between Benign or Malignant. This particular type of
classification is called two-class or binary classification. An extension to these models is
the so-called multi-class classification. In this case, we deal with more than two classes
(e.g. Benign, DDOS attack, PortScan, etc.).

Our main focus is to create an accurate binary classifier (Benign vs Malignant). A multi-
class classifier that distinguishes between the different types of attacks can be used after
that, but the IDS’s main component should absolutely be the detection of any Malignant
cases (no matter the particular type). Below we will present all these the design choices

that occur in a binary classifier and can be very helpful in an IDS.

3.1.1 Vanilla Binary classification

The simplest case is to use a model presented before without much further tuning. In
this case, we assume that both classes are equally important and that the dataset is not
highly imbalanced. As it is obvious, in an IDS system none of these assumptions usually
hold. The Malignant cases are scarce (imbalanced) and we care much more for detecting

these cases. However, such simpler models should be used/tested first as they may be

10
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3.1. Binary Classification 11

more that satisfactory for our needs.

3.1.2 Weighted Binary classification

As we mentioned before, a typical binary classifier assumes that both classes are
equally important. This means that, in a balanced dataset, the False Positives will
be approximately equal to the False Negatives, or, to put it in other terms, the model is
not biased towards one class. In the case of a highly imbalanced dataset, the model will
be biased towards the dominant class.

Obviously, such behaviour is very different from an ideal IDS. An IDS should be more
"careful" (i.e. biased) with the Malignant cases, even if this means that some Benign
cases will be classified as Malignant. The reason for that is that an attack can be very

destructive in both financial and privacy terms [30].

Thankfully, many algorithms provide a weighted classification option. Visually, we can
think of weighted binary classification as a stretch of the "valuable" class’ region. For
example, in Fig. 3.1, if we value more the red class, we stretch the red region and make it
bigger. The bigger the weight, the bigger (theoretically) that stretch is. We can clearly
see that there is a trade-off between correctly classified red points, and misclassified blue

points.

Figure 3.1: The effect of the weighted binary classification to the decision boundary of
the unweighted bimary classification. The arrows represent the move of the boundary in
favor of the red class. The bigger the red class’ weight, the bigger the arrows.
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3.2. One-Class Classification 12

3.1.3 Threshold tuning

All the methods output a number between 0 and 1 that resembles to the probability p
of the one class (the other class’s probability is 1-p). So, to further improve the results
of the algorithms, we can tune the probability threshold. By default, when a classifier
outputs a probability of benign higher of 0.5 then we predict that this case is a benign
one and malignant otherwise. However, we can alter this threshold. For example, we may
set it to 0.7 if we value more the malignant cases, or to a value lower than 0.5 if we care
more for the benign cases.

However, in order to properly tune the threshold without overfitting to the testing dataset,

we need a new, unseen dataset. The training pipeline is depicted in Fig. 3.2.

Train Subset 1
(~60% of dataset)

|

'. Tune thresholds using

‘ Train classifier on ‘

Train Subset 2
(~20% of dataset)

|

Evaluate performance on
Test Subset
(~20% of dataset)

Figure 3.2: Threshold tuning pipeline

3.2 One-Class Classification

In many real-life scenarios, we may have access to only one of the two classes of interest.
This is very common in IDS. Creating attack scenarios requires a lot of resources, while
there is an infinite amount of Benign cases.

In this case, we can use the so called one-class classifiers. One-class classification is
synonymous to anomaly detection. This methods try to learn the form of the given class

so that they are able to detect examples that are very different from this form. However,
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3.2. One-Class Classification 13

this is a much harder task than binary classification, because the model’s "world" is just
this given class. In simple terms, the most common technique is to understand the true
values of each feature as well as for combinations of these features, so that they will be
able to detect any big deviations from these ranges, and mark these cases as outliers
(malignant cases). Consequently, such algorithms perform much worse than the binary

classifiers presented above.

3.2.1 AutoEncoders

Many recent works [31; 32| have explored the idea of using an autoencoder to detect any
anomalies. An autoencoder architecture trained on normal data (benign) is very likely to
not be able to properly reconstruct a "weird" example (malignant). The big advantage of
this idea is the use of only benign cases (which are abundant in contrast to malignant
ones) during the training phase.

The two basic principles of the autoencoders are 3.3:
1. Dimensionality reduction
2. Reconstruction

By reducing the samples’ dimension we, hopefully, keep only the important, meaningful
parts. Then, we can reconstruct each using this, reduced representation. In the case of an

outlier /anomaly the reconstruction error will then be much higher.
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3.2. One-Class Classification

14

Input Data Encoded Data Reconstructed Data

Encoder

‘vv'
N
RS
Y

t t

Figure 3.3: The typical autoencoder’s architecture. Both dimensionality reduction

(latent space) and reconstruction (reconstructed data) are obvious.
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Chapter 4

The CIC-I1DS2017 dataset

4.1 Overview

Although the techniques presented in this work are applicable to any dataset, we evaluate
all methods to a specific dataset, the CICIDS2017 [33]. It is one of the largest intrusion
detection datasets, with more than 2.8 millions rows, splitted into 8 smaller datasets. The

complete data generation process can be found in [34].

4.2 Labels

The dataset contains data for 14 different attacks (e.g. DDOS, XSS, SQL-injection, etc)
and normal cases (Benign). The distribution of the labels is provided in Fig. 4.1. However,
a typical IDS system usually cares for classifying between benign and malignant cases,
and not distinguish between the different attack types. For this reason, we change the
names of the labels to BENIGN (0) and MALIGNANT (1) as we also care about building
an Intrusion Detection System an not an Intrusion Classifier. About 80% of the dataset

consists of Benign cases and the rest 20% is various Malignant cases.

4.3 Features

Each of these 2.8 millions rows consists of 78 features. Some of these features are:

15
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4.3. Features 16

BENIGN

DoS GoldenEye
DDoS

PortScan

DoS Hulk

Figure 4.1: Labels distribution on CIC-IDS2017. Clearly, the dataset is highly
unbalanced.

e Destination Port

Flow Duration

Total Fwd Packets

Total Backward Packets

Total Length of Fwd Packets
e Total Length of Bwd Packets

However, in all of the models we work with only 52 of these. The reason behind this is

the following two preprocessing steps:

1. Remove any columns (features) whose most frequent value is encountered in more

than 99.9% of the rows.

2. Remove one of the two columns of each pair if their absolute correlation is more

than 0.99.

Obviously, someone can work without applying these steps. But, there will be no increase
in the performance while the training time will increase (by a lot in some cases). Also,

more features mean a higher danger of overfitting.
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Chapter 5

Results

5.1 Baseline - Null model

Before any modeling attempts, we need to define a naive model as well as the corresponding
accuracy. In our case, a naive model is a model that can not detect any intrusions. Perhaps
surprisingly, such a model achieves 80% accuracy, as we deal with an imbalanced dataset

that consists mostly (80%) of Benign cases.

5.2 Evaluation

In all subsequent models, we used 80% of the dataset (2.25 million rows) for training, and

the rest 20% for evaluation.

5.3 Binary classification

A binary classifier is the simplest model we can have; a model that assumes both classes
are equally important. The results (accuracy and f-score) for all models are depicted in

Table 5.1. It is obvious that tree-based algorithms dominate the leaderboard.

17
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5.4. Weighted binary classification 18

Table 5.1: Accuracy and F-score results for the most well-known binary classification
algorithms. (neural network’s capacity against performance is depicted in more detail, in
Subsection 5.3.1).

H Algorithm Accuracy  F-score H
Logistic Regression | 93.5% 83.4%
Decision Tree 99.87% 99.7%

Random Forest 99.89% 99.74%
Gradient Boosting | 99.67%  99.2%
Neural Network 99.5% 98.7%

A more in depth understand of all models’ performance can be obtained by directly
examining the False Positives (FP), and False Negatives (FN) instead of a another metric.
For that reason, in Table 5.2 we depict all of them, for all trained models.

Table 5.2: False positives & false negatives. False positives measure refers to benign

cases that were wrongly classified as malignant and false negatives to incorrectly classified
true malignant cases.

H Algorithm False Pos False Neg H
Logistic Regression 16696 19827
Decision Tree 345 350
Random Forest 297 280
Gradient Boosting 913 942
Neural Network 1824 1100

5.3.1 Neural Networks

The change on Neural Network’s accuracy as we increase the network’s hidden layers is
depicted in Fig. 5.1. We observe that the improvement is negligible. However, the training
time explodes. In the last case (4 hidden layers) the training time is approximately the
same as in the previous case because the network overfits quickly and we used the early
stopping technique to prevent that. (We used 100 neurons in each hidden layer. Different

sizes lead to similar results).

5.4 Weighted binary classification

As we already mention, weighted classification can be used when we care more for one

class, even if this hurts the overall model’s performance (in terms of accuracy etc.). IDS
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5.4. Weighted binary classification 19
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Figure 5.1: The change on Neural Network’s accuracy (right y-axis) as we increase the
network’s hidden layers (x-axis). On the left y-axis we depict the training time in seconds.

is the most prominent example of such a case. We care much more for correctly detecting
any intrusions even if this would lead to labeling a few benign cases as malignant.
However, not all algorithms provides us with a weighted option. Thankfully, tree-based
methods (the ones that perform the best on the simple binary classification) have such
functionality. The results in terms of FP and FN are depicted in Table 5.3.

Table 5.3: False positives and false negatives for the weighted cases. Inside the parenthesis

we present the results of the previous section i.e. same weights. The decrease of the false
negatives is obvious as well as the increase of the false positives.

H Algorithm ‘ False Pos False Neg H
Logistic Regression | 27355 (16696) 8785 (19827)
Decision Tree 355 (345) 242 (350)
Random Forest 345 (297) 259 (280)

The results were obtained by setting the weight of the Malignant cases to 2 and that of
Benign to 1. A more in depth exploration of the weight effect is given in Fig. 5.2.
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5.5. Feature importance 20
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Figure 5.2: The change on FN and FP (y-axis) based on the weight (x-axis) we apply
to the malignant class (benign has always weight=1). We can see that too big values lead
to worse results for both classes. We used Weighted Decision Trees for the graph.

5.5 Feature importance

Feature importance can play a vital role in updating our dataset and creating a lighter,
generalizable model. The 5 most prominent features are depicted in Fig. 5.3 for each of

the three models.
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5.5. Feature importance 21

Packet Length Variance
Fwd Packet Length Std
Avg Bwd Segment Size
Idle Max
Bwd Packet Length Std

Bwd Packet Length Std
Average Packet Size
Bwd Header Length
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Figure 5.3: From top to bottom. (1) Top-5 absolute coefficients of the Logistic Regression
method. (2) Top-5 Weighted Decision Tree importances. (3) Top-5 Weighted Random

Forest importances.
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Chapter 6

Conclusion

In this thesis, we presented a complete guide for anyone who wants to build an Intrusion
Detection System with data-driven Machine Learning techniques. Moreover, we carefully
analyzed all the possible design choices and explaing the reason behind each one of these,
so that anyone is able to design a custom IDS that fits his/hers needs.

Everything was tested against the CIC-IDS2017 dataset, the largest and most famous
IDS dataset, and the results were more than satisfactory. The whole design pipeline, for

future reference, is depicted in Fig. 6.1

22
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Figure 6.1: The whole training pipeline. After preprocessing our data, we train the
algorithms, and use feature importance to improve the results by altering the dataset
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