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Abstract

In this thesis we explore, through the use of Jupyter Notebook from Anaconda and the

programming language Python, the sentiment analysis of tweets made in the English lan­

guage about the COVID­19 vaccine as well as detect any possible spread of misinformation

through those tweets. The goal is to try to understand people’s feelings when talking about

the new vaccines online and specifically on Twitter and if they spread any misinformation

through their posts. The tweets used in this project were downloaded through the API pro­

vided by Twitter in a live stream throughout different days and hours in August 2021. This

was accomplished through the connection with the MySQL Workbench, which was used for

the storage of said tweets, as well as through the connection with the Twitter App. There were

two distinct ways used to extract the sentiment of each tweet. The first one was through the

use of the TextBlob algorithm and the second was through machine learning and the use of

classification models created by various algorithms. Lastly, the same classification models as

before were used to predict the truthfulness of said tweets. The results were always split into

the worldwide tweets and the tweets made exclusively from the USA, which was the leading

country in most tweets created compared to all the rest. All results from each procedure were

then compared to each other in order to show any potential differences in the outcomes and

the usefulness of each algorithm and process.
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Περίληψη

Σε αυτή τη διατριβή διερευνούμε, μέσω της χρήσης του Jupyter Notebook από την Ana­

conda και της γλώσσας προγραμματισμού Python, την ανάλυση συναισθημάτων των tweets

που έγιναν στην αγγλική γλώσσα σχετικά με το εμβόλιο COVID­19, καθώς και ανιχνεύ­

ουμε τυχόν διάδοση παραπληροφόρησης μέσω αυτών των tweets. Σκοπός είναι να προσπα­

θήσουμε να κατανοήσουμε τα συναισθήματα των ανθρώπων όταν μιλάμε για τα νέα εμβόλια

στο διαδίκτυο και συγκεκριμένα στο Twitter και εάν διαδίδουν οποιαδήποτε παραπληροφό­

ρηση μέσω των αναρτήσεών τους. Τα tweets που χρησιμοποιήθηκαν σε αυτό το έργο λήφθη­

καν μέσω του API που παρέχεται από το Twitter σε ζωντανή ροή κατά τη διάρκεια διαφόρων

ημερών και ωρών τον Αύγουστο του 2021. Αυτό επιτεύχθηκε μέσω της σύνδεσης με το

MySQL Workbench, το οποίο χρησιμοποιήθηκε για την αποθήκευση των εν λόγω tweets,

καθώς και μέσω της σύνδεσης με την εφαρμογή Twitter. Χρησιμοποιήθηκαν δύο διαφορετι­

κοί τρόποι για να εξαχθεί το συναίσθημα κάθε tweet. Ο πρώτος ήταν μέσω της χρήσης του

αλγορίθμου TextBlob και ο δεύτερος ήταν μέσω της μηχανικής μάθησης και της χρήσης μο­

ντέλων κατηγοριοποίησης που δημιουργήθηκαν με διάφορους αλγόριθμους. Τέλος, οι ίδοι

με πριν αλγόριθμοι κατηγοριοποίησης χρησιμοποιήθηκαν για να προβλέψουν την ειλικρί­

νεια των tweets. Τα αποτελέσματα χωρίζονταν πάντα στα παγκόσμια tweets και στα tweets

που αναρτώνταν αποκλειστικά από τις ΗΠΑ, που ήταν η χώρα των περισσότερων tweets

που δημιουργήθηκαν σε σύγκριση με όλες τις υπόλοιπες. Όλα τα αποτελέσματα από κάθε

διαδικασία συγκρίθηκαν στη συνέχεια μεταξύ τους προκειμένου να δείξουν τυχόν διαφορές

στα αποτελέσματα και τη χρησιμότητα κάθε αλγορίθμου και διαδικασίας.
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Chapter 1

Introduction

COVID­19 and the lockdown it created are arguably the worst things that happened in

the recent years of history on a global scale. From the deaths occurred and the economic

crisis most countries had to face, to the mental problems created by the isolation, everyone

got affected in some way. Today though we have a fighting chance against the virus with the

help of the plentiful vaccines. After months of lock­downs, strict rules, 210 million cases of

infection of which 4.41 million were deaths and plenty of cases that did not result in death

but left deep scars and lasting problems, we have the chance to live properly and without fear

once again.

Albeit the vaccine is a blessing, there are a lot of people being afraid of it or even com­

pletely denying it. Twitter, being considerably the best place to publish an opinion, is stormed

by multitude tweets concerning the vaccines either promoting or denying it. In this crucial

time period the people are not united as one. Everyone is baffled by this turn of events and

both sides are asking why the rest do not agree with them as well as ask why there is a spread

of so much misinformation from their point of view. In reality this ”battlefield” is not bene­

ficial for anyone.

However, this internet ”war” is not totally pointless. Through everyone’s tweets crucial

data can be collected and analyzed in a multitude of ways showing great results. Notably, the

most famous one is the classic sentiment analysis, closely followed by the upcoming fake

news detection. For the world of data science these two topics are highly valuable and have

already been used in countless text classification topics as well as for this ”war” about the

new vaccines, exactly what we will study in this thesis.

1



2 Chapter 1. Introduction

1.1 The subject of this thesis

In this project, which is run entirely on Python in Jupyter Notebook from Anaconda in

Python, we will tackle exactly the same area of interest but first we have to collect some

tweets. The tweets used in this project are all collected trough the API of Twitter throughout

August 2021 from all around the world in the English language and all containing the mention

of COVID­19 vaccines. All these tweets are first stored inMySQLWorkbench and later saved

in csv files for later use but with the option to also further collect new tweets and store them

in new databases or existing ones. After collecting the needed information from the tweets

such as the the user’s location and id, the time of creation of the tween and of course its text,

we proceed to the ”cleaning” of unnecessary characters and finally to the data analysis of

them.

The first topic as mentioned above will be the sentiment analysis of everyone’s tweets

with two distinct ways. The first and albeit easiest way is through the use of the TextBlob

algorithm, which targets each word from the tweet and appoints them a neutral, positive or

negative value so to give the complete sentence the final neutral, positive or negative emo­

tion. This is done by comparing the words of the text with the words stored in the dictionary

of the algorithm. The second way of extracting the tweet’s sentiment is done using machine

learning. Many training models of classification algorithms, such as the Random Forest Clas­

sifier for example, are trained using datasets full of texts that were valued as neutral, positive

or negative by human hands. The model with the best accuracy is then used to predict the

sentiment of our collected tweets once again.

The second topic is the detection of misinformation by using the same classification al­

gorithms as in the previous process and using different datasets containing texts valued as

fake or true, valued again by human hands. The model with the best accuracy again proceeds

to predict the truthfulness of our tweets and show all the possible fake news.

Through these methods we collect the information about how people feel in their discus­

sions about the vaccines in the internet as well as see who spreads false information and how

these fake information affect the overall emotions.



1.2 Structure of thesis 3

1.2 Structure of thesis

The following chapters will touch on the mentioned topics one by one and explain all the

steps taken as well as what the results mean.

Starting by chapter 2, we will explain the current scientific situation on our topics and do

a literature review.

Chapter 3 will show the processes of connecting both with MySQL Workbench and the

Twitter App and the process of collecting the tweets will be thoroughly explained as well as

the importing of all necessary libraries.

Chapters 4, 5 and 6 on the other hand will explain the sentiment analysis using TextBlob,

the sentiment prediction through classification algorithms and the prediction of the truthful­

ness through the the same classification algorithms respectively. Each procedure produces a

number of results which are divided in two categories, the worldwide tweets and the tweets

created solely from USA citizens. The results are then shown through many graphs and even

compared to each other to understand the effect of every algorithm and process.





Chapter 2

Related Work

As described in the introduction, we will specifically focus on two main topics, the sen­

timent analysis of tweets talking about the COVID­19 vaccines with two distinct ways, as

well as investigate if these tweets contain any misinformation.

2.1 Sentiment Analysis

Sentiment analysis (also known as opinionmining or emotion AI) is the use of natural lan­

guage processing, text analysis, computational linguistics, and bio­metrics to systematically

identify, extract, quantify, and study affective states and subjective information. Sentiment

analysis is widely applied to voice of the customer materials such as reviews and survey re­

sponses, online and social media, and healthcare materials for applications that range from

marketing to customer service to clinical medicine.

The main task in sentiment analysis is classifying the polarity of a given text at the doc­

ument, sentence, or feature/aspect level—whether the expressed opinion in a document, a

sentence or an entity feature/aspect is positive, negative, or neutral. Advanced, ”beyond po­

larity” sentiment classification looks, for instance, at emotional states such as enjoyment,

anger, disgust, sadness, fear, and surprise.

In this project we will be tasked with the more basic polarity based approach and cate­

gorize our tweets as negative, positive or neutral. We will use both a lexicon based approach

and a classification algorithms one, which will both be explained in greater details in the next

two chapters.

5



6 Chapter 2. Related Work

2.1.1 Lexicon Based Approach

The lexicon based approach will use the TextBlob algorithm to extract the polarity of

our tweets, which are all downloaded through Tweepy, are no retweets and always mention

the vaccines. A similar approach is also taken by [1] and [2] which both use various lexicon

based algorithms, such as OpinionFinder Lexicon, VADER and many more.

Having taken the polarity of the tweets’ texts, we use the dataset, which also contains

more information from the tweets such as the user’s id, to show some important pieces of in­

formation through graphs just like [3] and [4], e.g. a time series graph that shows the amount

of negative, positive and neutral tweets through the many hours they were created and down­

loaded. These graphs and information will be used again to compare it with the results of the

second approach that uses classification algorithms instead of TextBlob.

2.1.2 Classification Algorithms Based Approach

On the other hand, the second approach does not use any lexicon but instead trains ten

classification algorithms and one LSTM model to predict the polarity of said tweets, as [5]

did in their own research using the Naive­Bayes algorithm, albeit for tweets made from some

US presidents during the election procedure period.

The classification algorithms vary and use different ways to tackle the same problems,

from linear separation to using trees but the LSTMmodel is the only one that is truly different

compared to the others both in its setup but also how it operates and trains. Generally, neu­

ral networks have become more and more famous and are used more often in classification

problems nowadays due to their incredible accuracy and ability to process data, especially

unstructured data like text. Many researches, including [6] have used neural networks for

sentiment analysis, just like us, but instead of using recurrent neural networks such as the

LSTM, they have also used convolutional neural networks. Both ideas can be used for the

same task but there are many differences between them resulting into different outputs.

The input data used to train these models will be various texts, specifically tweets, that

have been labeled with the same three basic polarity values. In contrast, [7] does not use just

the text of the tweets but also their hashtags as they think that they convey important infor­

mation as well for the polarity of the tweets. On top of that, [7] does not use just classification

algorithms (SVM) but also graph based algorithms.

The texts though are not used just like that, they are transformed into numerical arrays
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through the TF­IDF vectorizer, just like with the lexicon based approach for some specific

graphs.

In our LSTM model however, the texts are transformed once again through a different

procedure, exactly as in [8]’ work. The data is again transformed into vectors but in a different

way only for the different than the rest LSTM model.

After everything is trained, we can use anymodel to predict and get the polarity of our own

tweets again, plot again some graphs and as already described, compare it with the lexicon

based approach’s results.

2.2 Fake News Detection

With the advancement of technology, digital news is more widely exposed to users glob­

ally and contributes to the increment of spreading hoaxes and disinformation online. Fake

news can be found through popular platforms such as social media and the Internet. There

have been multiple solutions and efforts in the detection of fake news where it even works

with artificial intelligence tools. However, fake news intends to convince the reader to believe

false information which deems these articles difficult to perceive. The rate of producing dig­

ital news is large and quick, running daily at every second, thus it is challenging for machine

learning to effectively detect fake news.

In this project we will try to find out if our mentioned tweets contain false information.

As we did with the previous process, we will use classification algorithms and an LSTM

model, train them with some datasets and use them to predict the truthfulness of our tweets.

The datasets are again texts that have been labelled as fake or true by humans.

Even though plain texts with a true or fake label can work in our occasion, this is not

the only data we can feed into the algorithms. [9] and [10] have shown through their work

that we can extract far more information from these articles/news and use them in order to

extract better results and accuracy. These extra features of knowledge can be anything from

the location the news was created from to more complex ones such as psycholinguistic cues,

subjectivity, bias, language structures, where the news is intended to be published at, such as

only in a social media app, and many more. All this extra info can create a bigger picture of

what is potentially fake and why we value it automatically as fake or not.

Once again the texts are of course transformed with TF­IDF vectorizer for all the algo­
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rithms and with another way for the LSTM.

However these vectorizers are not the only way to transform our text data. As shown

by [11] with their MVAE: Multimodal Variational Autoencoder and [12] with their BERT

encoder or even with other examples such as the combination of PyCaret and the Univer­

sal Sentence Encoder, these different ways of transforming our data have been proven very

effective and useful. They work in different ways and understand better the significance of

words for detecting fake news.

In the end, when the models are trained once more, we can use any of them to get the

final verdict for each tweet, delete all fake valued tweets and see if the polarity taken from

the previous approach changed percentagely.

Despite all this procedure though there can be other ways to tackle this problem and one of

them is as [13] suggested. Instead of using the classic algorithms, as in the previous procedure,

they created and used their own unique algorithm which is graph based consisting of three

phases, the ”Label Seeding using Bi­cliques”, the ”Label Spreading within Bi­cliques” and

lastly the ”Full Dataset Labelling”.
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Libraries, Connection and Collection

3.1 Libraries

The notebook ”Libraries” contains all the libraries needed in the following notebooks.

These libraries are imported in each notebook through the use of the ”% run” command for

the purpose of saving space in each call in each notebook, thus it will not be mentioned again

when describing and explaining the rest of the notebooks because it is always called at the

start of the notebook.

3.2 Connection

The first step of the project is the connection with the appropriate tools, MySQL Work­

bench and the Twitter App, inside the ”Connecting” notebook.

The first connection is with the Twitter App where all credentials are already in place and

the connection begins automatically.

The user is then asked at first to either connect withMySQLWorkbench or use an existing

csv file with pre­downloaded tweets. In case the user wants to connect with theWorkbench, a

series of questions begins. The first questions are about his credentials and if they are correct

and the Workbench is properly running in the background, he will be connected.

The next questions revolve around how he wants to access the Workbench. There are

choices to access existing databases or create news ones, to access existing tables or create

new ones and of course if he wants to collect new tweets and add them to an existing database

and table or to a new set or even access the pre­downloaded tweets from an existing database

9
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and table.

In the case of collecting new tweets, the collecting procedure will begin and he is free to

end it at his own discretion, proceeding then on the next step. On the other hand he can also

choose a set of an existing database and table that contain tweets and do not wish to further

collect more tweets. Lastly if he chooses to not use the Workbench at all but rather upload

a csv file containing the pre­downloaded tweets, he is asked to choose one csv file from the

directory and after that he proceeds again to the next step, which is the sentiment analysis

described in chapter 4 and chapter 5 with two different and distinct procedures.

In the event of bad inputs in any of the previously mentioned questions the ”chatbot” does

not terminate but rather ask again until an acceptable answer is given.

3.3 Tweet Collection

In the event that the user connects to the Workbench and decides to collect new tweets,

adding them in existing databases and tables or new ones, the collection process is triggered

from the ”Collecting” dataset.

Through the use of Tweepy we are able to live stream tweets with the parameters of

our choosing. In this project we have selected to stream tweets written only in the English

language, that contain the keyword ”vaccine” and that are not retweets of other tweets.

With every tweet downloaded only some features are saved, more specifically the user’s

id and location, the time the tweet was created as well as the tweet’s text. Using the algorithm

TextBlob the sentiment and subsequently the polarity of the tweet is also extracted and are

all together imported in our selected table and database that we selected in the previous step.

The connecting and collecting procedures are called from the ”Sentiment Analysis” note­

book, which will be explained in chapter 4, again with the help of the ”% run” command.
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Sentiment Analysis

4.1 Calling the notebooks

Before of starting the main analysis procedure the notebooks ”Connecting” and ”Col­

lecting” are called. This is where all the previous questions are actually being asked and

answered. After answering everything the user either uploads an existing csv or is connected

to a database and a table full of tweets. In each case a dataframe object is being created that

includes all the tweets and all the features that were extracted before.

One last question is asked and it is about if the user wishes to use a smaller amount of

tweets instead of all the data collected. This is asked because the procedures that are about

to follow are sometimes gpu and ram consuming slowing down the computer or even stop­

ping the whole process in certain cases. A good and easily manageable number is around

50000 tweets. It gives accurate results representing the whole dataset and the computer runs

smoothly with this amount of data finishing all processes in about 10 hours in my case.

However, before moving on we have to understand what TextBlob is exactly and how it

works. It is very important to understand these concepts as they affect dramatically the way

the tweets are labeled as neutral, positive or negative.

4.2 TextBlob

TextBlob is a Python library for processing textual data. It provides a simple API for

diving into common natural language processing (NLP) tasks such as part­of­speech tagging,

noun phrase extraction, sentiment analysis, classification, translation, and more and in our

11
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project we use only its sentiment analysis part. The sentiment property returns a named tuple

of the form Sentiment(polarity, subjectivity). The polarity score is a float within the range [­

1.0, 1.0]. The subjectivity is a float within the range [0.0, 1.0] where 0.0 is very objective and

1.0 is very subjective. In our case we only need the polarity as it is considered the emotion

of the text.

In order though for this polarity number to be extracted, TextBlob compares each word

from our tweets with its internal dictionary and values it with some numbers about neutrality,

positivity or negativity. In the end of the tweet, a final result is being given after taking account

the individual polarity of each word read. Then all tweets with polarities within the range (­

0.5, 0.5) are considered neutral and are valued as 0 and all that are outside of that range,

meaning all tweets in [­1.0, ­0.5) and (0.5, 1.0] are considered negative and positive and are

valued as ­1 and 1 respectively.

This procedure however hides two major threats in plain sight. The first and maybe most

easily observed is that a lot of words and subsequently whole tweets are valued wrongfully

and this happens because the comparison between our words and the dictionary’s words is

not perfect. A simple sentence such as ”I am dying from exhaustion.” can be perceived easily

by humans as something negative and a figure of speech in fact. However, the TextBlob

algorithm values it exactly as (0.0) in terms of polarity, otherwise known as a true neutral,

which is totally contradictory with a human’s ”sentiment analysis”. This is the reason why a

lot of words and tweets can be characterized as neutral but in reality be positive and negative.

As far as we are concerned about positive and negative tweets, most of them are actually

positive and negative, the only problem is with neutral tweets.

The second and probably the most misunderstood problem with this algorithm is what

exactly wemeasure the sentiment of. A lot of readers could think that wemeasure the people’s

sentiment towards or against the vaccine but in reality it is not like that. The algorithm can

only try to understand the sentiment of the tweet and not the sentiment of the tweet towards or

against a topic, for example a tweet such as ”I hate people that do not get vaccinated.” can be

easily analyzed by a human as positive towards the vaccine, because of the double negative,

meaning that the user is negative about people being negative towards the vaccine, so he is in

the end positive about it. In reality though the algorithm just understands a negative emotion

devoid of any context or topic related. My project is not about understanding people’s opinion

towards the vaccine but actually measuring the sentiments in this internet ”war” regarding



4.3 Sentiment Analysis 13

this topic, the sentiments being sent and received back and forth in Twitter and understanding

if it is true that the users are ”fighting” each other or actually agreeing in some kind of unison,

albeit negative or positive towards our topic.

4.3 Sentiment Analysis

Having understood exactly how we do the connections, the collection of tweets and how

TextBlob values its sentiments we can move on with the main procedure.

4.3.1 World Data

In our case, instead of connecting again with MySQL and downloading tweets, we will

use a csv file called ”mytweets.csv”which contains 500000 tweets all downloaded throughout

August 2021 in different days and hours from all over the world and a sample of 50000 tweets

is taken from it to be worked on, as seen bellow.

Figure 4.1: Sample of 50000 Tweets

Table 4.1 is a dataset with a collection of 50000 tweets taken randomly from the 500000

but all 50000 instances are adjacent to each other and not completely random. The sample

is needed to be of contiguous tweets because of their time of creation. In the event that to­

tally random tweets are selected, the graphs that will be discussed below would not function

properly and misrepresent our information, that is why the tweets selected in this instance are

between the numbers 314879 and 363878 and not randomly selected one by one.
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We use a random sample of the dataset because we want to create the illusion of the live

stream of data. If a user left the procedure of collecting tweets to run for some hours he could

get a good amount of new just created tweets and execute the rest of the program and in some

hours get all the results. Instead of collecting new tweets every time we just want to execute

our program, we use the csv file of pre­downloaded tweets and select some of them randomly

as if we just downloaded them. This randomness will be later shown that it affects greatly the

results of some procedures, as if we used new tweets every time and got new results every

time.

4.3.1.1 Time Series

The first and most important task of all, the sentiment analysis, is to show the emotions

of the collected tweets throughout the time they were created. The first step is to convert the

time of creation in ”datetime” values as well as rename the columns for easier explanation

purposes. We then convert the entire dataset into groups of two seconds and count the number

of sentiment for each kind of polarity, ­1 for the negative, 0 for the neutral and 1 for the

positive, in each time­interval group. We apply unstack­stack technology to make sure all

categories in each group are displayed even when some of categories may not have any value,

meaning that no tweets had this sentiment at that time frame.

In simpler terms, we divide all the time there is from the dataset into smaller two second

groups grouped by the three sentiments. What we achieve is the display of all three emotions

in a graph with the x axis being the time and the y axis being the number of emotions the

tweets were valued with at each time instance.

Figure 4.2: Time Series Graph ­ World



4.3 Sentiment Analysis 15

It is clearly obvious from Figure 4.2 that the TextBlob algorithm has deemed almost all

tweets to be neutral, fewer to be positive and almost none of them negative. To be ever more

accurate, here are shown exactly the numbers of each emotion in our 50000 tweets sample.

Figure 4.3: Polarity Pie ­ World

As Figure 4.3 shows, 85.8% of all tweets are considered neutral, 8.47% positive and

only 5.69% negative. These percentages were the same in multiple runs of the program and

represent all the 500000 tweets dataset. A multitude of samples were used, from different

sizes, such as 50000 tweets and from different parts of the original 500000 collection. This

however is very different from reality. As [2] states in their own research, the neutral category

accounted for the 41% of the tweets, followed by the positive category accounting for 34%

and negative category accounting for 25% and by using our basic logic it should be unrealistic

to have this kind of one side dominance from neutral tweets. This is however the reason we

will explore the same concept from a different angle and perspective and analyze it in chapter

5.

4.3.1.2 Natural Language Processing ­ NLTK

Continuing our experiment we are going to use the famous NLTK in order to track words

with Natural Language Processing (NLP).

NLTK is a leading platform for building Python programs to work with human language
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data. It provides easy­to­use interfaces to over 50 corpora and lexical resources such asWord­

Net, along with a suite of text processing libraries for classification, tokenization, stemming,

tagging, parsing, and semantic reasoning, wrappers for industrial­strength NLP libraries, and

an active discussion forum.

With the use of the NLTK tool set and the RE library we manage to ”clean” the tweets

by removing unnecessary characters and lowering all letters. In that way we are able to track

the words used more often and present them in two different ways.

Figure 4.4: WordCloud ­ World

Figure 4.4 is known as a wordcloud. Inside the vaccine vial shape are shown the most

frequently usedwords in the tweet sample, with the bigger clearer words representing a bigger

frequency compared to the smaller blurrier ones.

In a less chaotic and more organized manner we can see specifically the top ten most used

words and exactly how many times they were referenced in all the tweets.

https://www.flaticon.com/free-icon/vial_195679?term=vials&page=1&position=60&page=1&position=60&related_id=195679&origin=tag
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Figure 4.5: Word Frequency Bar Plot ­ World

As we can see from Figure 4.5, the most frequent words are actually what we would

expect to see such as covid, vaccinated etc.

4.3.2 USA Data

As mentioned before, the 50000 tweets from the sample and of course the 500000 tweets

from the csv file are collected from all around the world in the English language. A consid­

erate portion of them however are created from USA citizens and more specifically around

30% and more of the total 500000 tweets.

The way to achieve this separation between USA made tweets and from anywhere else

is by using the feature ”user location” from our dataset. This location column contains the

locations Twitter had for the user of each tweets. This location sometimes is an empty cell,

contains something random the user put himself such as ”my house” or it contains an actual

location which can be a city, a country or even their combination e.g. ”Paris, France”.

Because of this we create a dictionary containing all the united states such as ”NY, New

York” and by going through each tweet we try to match at least one of the two, the full state

name or its abbreviation. The rest of the tweets are dropped entirely. In this way we create

a new dataframe object which contains only USA made tweets that can be traced back to a

specific state.
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Figure 4.6: Sample of 14227 Tweets ­ USA

The new dataset shown in Table 4.6 contains only 14227 tweets out of the starting 50000

of our sample, which makes it exactly 28.45% of the original, more that a quarter and as

mentioned above these tweets are the ones we can surely identify as US made. Potentially

there are evenmore tweets that are made from the US but have a non usable location input and

could not be matched to any of the states from our dictionary, making the overall percentage

rise even higher quite possibly even to one third of the dataset.

After this matching procedure we once again produce the same figures and graphs in an

attempt to see if the US is different in any way with the rest of the world.

Figure 4.7: Time Series Graph ­ USA
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Figure 4.8: Polarity Pie ­ USA

Figure 4.9: WordCloud ­ USA
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Figure 4.10: Word Frequency Bar Plot ­ USA

On top of that we also create an interactive USA map showing how many tweets were

created per state.

Figure 4.11: USA Tweet Map

Figure 4.11 is a map of USA colored in a way that the deeper the color the more tweets

were created in that state and vice versa. As imagined the states with the most tweet creating

contribution are the states of California, Texas, Florida and New York.
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4.3.3 Comparison

In order to achieve maximum efficiency when we compare each graph to each other, we

put them all together side by side in one massive plot.

Figure 4.12: All Plots Together
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In Figure 4.12 everything on the left is data acquired from all the tweets whereas on the

right are only from the US. The differences are in fact negligible. All the graphs are almost

identical to each other even to the finest details. This means that the US is not only a very

active Twitter user, at least in the English language, but also almost identical to the rest of the

world, at least in this topic.

Even when the US tweets were removed from the starting dataset, the percentages and

numbers were once again very similar to each other. It is confirmed, at least in this experiment,

that the US and the rest of the world are thinking and posting in very similar ways, at least

emotionally.
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Sentiment Prediction

In the ”Sentiment Analysis” notebook we experimented with out tweets having taken the

polarity of them from TextBlob. However we quickly understood that the numbers must be

wrong at least partially. In this chapter we will explore the ”Sentiment Prediction” notebook

which will show us another more sophisticated way of extracting the sentiment of the tweets

and finally compare the two methods with each other.

The first step is to open the ”store”. Throughout the previous notebook we saved in the

”store” some very important python objects with the use of the ”%store” command. This

command allowed us to store our sample of tweets, the time series data and pie data for both

the world and USA counterparts as well as the states dictionary. This storing process was

done in order to use these stored information in the next notebook and plot the necessary

graphs to draw the comparisons between the two methods.

The only thing to do in the other notebook is to ”open the store” with the command

”%store ­r”, which allows us to use freely everything that was previously stored. The first that

needs to be immediately used is a copy of the sample of tweets we were using in the previous

notebook. This copy will be filled with the new polarity values and then be compared with

the original sample which has the polarity values from TextBlob.

5.1 Importing Datasets

As described before we will use many classification algorithms in order to get the polarity

of our tweets and to do that we need to train the models of these algorithms and for that we

need datasets with any kind of text that has been evaluated as neutral, positive or negative

23
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from humans. We need the training models to understand which words and what sentences

give the three emotions and try to use that training to predict the sentiment from new texts,

meaning our tweets.

Generally the more data we feed into the models the better the training will be in the end.

However there are two problems. The first one is the overall sentiments of the combined texts

from all the datasets. The models should be balanced in all three emotions, otherwise there is

a high chance that one emotion can dominate in the prediction phase due to the overexpose

of it during the training phase and that is something we do not want. That is the reason why

we try to generally have some kind of balance with all three of them. The second one is the

quantity of the data. Unsurprisingly once again the more data we use the harder it is for the

computer to process it. In the best scenario we could use hundreds of thousands of instances to

create the perfect model but this is unfortunately not possible with most everyday computers

and that is why we will be limited with how many texts we will use.

The datasets we are gonna import and use for the training models are four.

1. The first one is called Twitter US Airline Sentiment and is about tweets addressed to

US airlines commenting about the passenger’s experience.

2. The second one is Coachella 2015 Twitter and is about tweets commenting about the

user’s experience at the Coachella festival.

3. The third one is Coronavirus tweets NLP and is about tweets commenting about COVID­

19.

4. Last but not least the fourth one is The Social Dilemma Tweets and is about tweets

commenting on the Social Dilemma documentary.

https://www.kaggle.com/crowdflower/twitter-airline-sentiment
https://data.world/crowdflower/coachella-2015-twitter
https://www.kaggle.com/datatattle/covid-19-nlp-text-classification
https://www.kaggle.com/kaushiksuresh147/the-social-dilemma-tweets
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Figure 5.1: New Dataset ­ Polarity

Table 5.1 is one example of how these datasets are.

5.1.1 Pre­processing the Datasets

The datasets at this point need some pre­processing. We go through every dataframe and

delete any possible retweets and tweak the sentiment columns to contain only neutral, neg­

ative or positive values because some datasets may contain sentiment values such as ”Ex­

tremely Negative”, which of course cannot be used in that state.

After that we collect all the texts and all the sentiments into two separate lists to be used

later in the training models. We do the same ”cleaning” for our tweets and put them their texts

in their own list. Let’s first see the amount of instances per emotion.
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Figure 5.2: Polarity Pie ­ Datasets

The pie of Figure 5.2 shows a noticeable imbalance in the emotions. As mentioned above,

this sort of imbalance could affect our results in a negative way. Too many or too less of one

or more emotions could result in a potential dominance of one or two emotions. For that

reason we will delete some instances of some of the datasets and bring balance to all three

emotions.

Figure 5.3: Polarity Pie ­ Datasets
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After some deleting we can finally see in Figure 5.3 a better balance. The only thing left

to do is to put again in new lists the now reduced tweets.

5.1.2 TF­IDF

However we cannot use our texts in that form. In order for the training models to use

them we have to transform the data into numerical arrays and that will be accomplished by

the TF­IDF transformer.

TF­IDF is a statistical measure that evaluates how relevant a word is to a document in a

collection of documents. This is done by multiplying two metrics: how many times a word

appears in a document, and the inverse document frequency of the word across a set of doc­

uments. It has many uses, most importantly in automated text analysis, and is very useful for

scoring words in machine learning algorithms for Natural Language Processing (NLP).

The vectorizer that we have to use to transform our texts into arrays with floats rep­

resenting the value of the words has some specific parameters that affect dramatically the

performance of the training models.

1. The first one is called ”max features” and is essentially the maximum of how many

words the tool will use. In a list of so many tweets of different topics and opinions

there can be words that are very rare and have minimal value affecting the overall tweet

emotion, thus these words will have a smaller value in the transformed array. With that

parameter we take only the words with the highest value in case we exceed the number

of max features. In our case we set it at 2000. Due to ram and gpu limitations higher

numbers would at some point extremely slow down the process or even terminate it.

In a more advanced computer this number could be set even higher but this does not

mean better results every time. After some experiments with fewer data, a max features

of around 3000 could produce better results but after a point the use of more rare non

significant words would actually drop the accuracy of the training models instead of

boosting it.

2. The second one is called ”mid df” which regulates which words will not be used at

all in the vectorizer. It can be set either by a positive integer or a float in the range [0,

1]. When an integer is put, the tool will not use all the words that were not found in

documents equal or greater than the number set. In our situation it is set at ten, meaning
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that if a word is not found in at least ten tweets it considered so rare it has no value. If

the number was a float in that range, e.g. 0.2, then all words that are used in less than

the 20% of all documents will not be used.

3. The third one is ”max df” which is exactly the opposite of ”min df”. It is set at 0.8 for

us, which means that if a word is used more that 80% in all documents will not be used.

Overusing a word can actually decrease its value as when it is rarely used, because it

becomes so common that does not actually affect the emotion so much.

5.2 Classification Algorithms

After the transformation of the tweets’ text we split the texts and the polarity objects

into the training and testing parts. The training data will be used to train the models and the

testing one will test them to check their accuracy. We will use the classic 80% training and

20% testing and set the parameter random state at 0 in order to always split the data in the

same way. This will let us compare results between different experiments. If the input data

is always the same and the train­test split procedure always splits the data in the same way

then we can be sure that any possible differences between experiments in their outputs will

be due to the classification algorithms themselves or the different sample of tweets we get

each time we try the whole process from the start.

The following classification algorithms are all used in the same way. The training model

is created, we use it to predict the testing data and we proceed by showing the confusion

matrix, the classification report and most importantly their accuracy score. Their accuracy is

stored in a list which will be later used to find the most accurate algorithm and use that one

to predict the sentiment of our own tweets.

A quick explanation about the metrics of such algorithms.

1. The confusion matrix is used to know the performance of a machine learning classifi­

cation. It is represented in a matrix form and gives a comparison between actual and

predicted values. Its matrix is a N x N matrix, where N is the number of classes or

outputs, in our case it is a 3 x 3 matrix because of the 3 sentiments.

Before we explain the more complex 3 x 3 matrix though let’s understand the classic

2 x 2.



5.2 Classification Algorithms 29

Figure 5.4: Confusion Matrix 2 x 2

Figure 5.4 is a prime example of what a 2 x 2 confusion matrix is. The columns are the

actual values and the rows are the predicted ones, at least in this example. Each term

can be explained as following.

I True positive is when both predicted and actual values are positive.

II True negative is when both values are negative.

III False positive is when we predict it is positive but actually is negative.

IV False negative is when we predict it is negative but actually is positive.

The three most important metrics that are calculated from the confusion matrix are the

following.

I Precision tells us how many of the correctly predicted cases actually turned out

to be positive. This would determine whether our model is reliable or not.

II Recall tells us how many of the actual positive cases we were able to predict

correctly with our model.

III Accuracy tells us the ratio of all correct predictions to all predictions that were

made and it is what we use to determine the best algorithm to use for our predic­

tions later.

After understanding the basic 2 x 2 confusion matrix we can continue with our unique

3 x 3 one.

https://www.researchgate.net/figure/Confusion-matrix-and-evaluation-metrics_fig3_334840641


30 Chapter 5. Sentiment Prediction

Figure 5.5: Confusion Matrix 3 x 3

The confusion matrix of Figure 5.5 is just an example from the Random Forest Clas­

sifier that we will discuss later on. In our confusion matrices the columns (negative,

neutral and positive) are the predicted values and the rows are the actual values. The

main problem is how to understand what is what.Which one is the true positive?Which

one is the true negative? Let’s analyze all four terms by examining the negative emo­

tion, which is the first row and column here.

I True positive is when the actual value and predicted value are the same, in our

case the negative emotion, meaning it is the [1,1] cell.

II True negative is the sum of values of all columns and rows except the values of

that class that we are calculating the values for, meaning it is the sum of [2,2],

[2,3], [3,2] and [3,3] cells.

III False positive is the sum of values of corresponding columns except the true

positive value, meaning it is the sum of [2,1] and [3,1] cells.

IV False negative is the sum of values of corresponding rows except the true positive

value, meaning it is the sum of [1,2] and [1,3] cells.

2. The classification report displays our model’s precision, recall, F1 score and support.

It provides a better understanding of the overall performance of our trained model.

3. The accuracy score, as described in the confusion matrix part, is the fraction of predic­

tions our model got right to the sum of all predictions.

We are now ready to explore all the classification models we will be using.

5.2.1 Logistic Regression

Logistic regression is a machine learning algorithm for classification despite the ”regres­

sion” in its name. In this algorithm, the probabilities describing the possible outcomes of a
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single trial are modelled using a logistic function.

Advantages: Logistic regression is designed for this purpose (classification), and is most

useful for understanding the influence of several independent variables on a single outcome

variable.

Disadvantages: Works only when the predicted variable is binary, assumes all predictors

are independent of each other and assumes data is free of missing values.

5.2.2 Naive­Bayes Classifier

Naive­Bayes algorithm based on Bayes’ theorem with the assumption of independence

between every pair of features. Naive­Bayes classifiers work well in many real­world situa­

tions such as document classification and spam filtering.

Advantages: This algorithm requires a small amount of training data to estimate the nec­

essary parameters. Naive­Bayes classifiers are extremely fast compared tomore sophisticated

methods.

Disadvantages: Naive­Bayes is known to be a bad estimator.

5.2.3 Decision Tree Classifier

Given a data of attributes together with its classes, a decision tree produces a sequence of

rules that can be used to classify the data.

Advantages: Decision Tree is simple to understand and visualise, requires little data prepa­

ration and can handle both numerical and categorical data.

Disadvantages: Decision Tree can create complex trees that do not generalise well and

can be unstable because small variations in the data might result in a completely different

tree being generated.

5.2.4 Random Forest Classifier

Random Forest Classifier is a meta­estimator that fits a number of decision trees on vari­

ous sub­samples of datasets and uses average to improve the predictive accuracy of the model

and controls over­fitting. The sub­sample size is always the same as the original input sample

size but the samples are drawn with replacement.
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Advantages: It reduces over­fitting and it is more accurate than decision trees in most

cases.

Disadvantages: It has slow real time prediction and is difficult to implement because of

its complexity.

5.2.5 Support Vector Machine Classifier

Support Vector Machine is a representation of the training data as points in space sepa­

rated into categories by a clear gap that is as wide as possible. New examples are then mapped

into that same space and predicted to belong to a category based on which side of the gap

they fall.

Advantages: It is effective in high dimensional spaces and uses a subset of training points

in the decision function, which is very memory efficient.

Disadvantages: The algorithm does not directly provide probability estimates, these are

calculated using an expensive five­fold cross­validation.

5.2.6 K­Nearest Neighbours Classifier

Neighbours based classification is a type of lazy learning as it does not attempt to con­

struct a general internal model, but simply stores instances of the training data. Classification

is computed from a simple majority vote of the k nearest neighbours of each point.

Advantages: This algorithm is simple to implement, robust to noisy training data and

effective if the training data is large.

Disadvantages: It needs to determine the value of K and the computation cost is high as

it needs to compute the distance of each instance to all the training samples.

5.2.7 Stochastic Gradient Descent Classifier

Stochastic Gradient Descent is a simple and very efficient approach to fit linear models.

It is particularly useful when the number of samples is very large. It supports different loss

functions and penalties for classification.

Advantages: It is very efficient and easy to implement.

Disadvantages: Requires a number of hyper­parameters and it is sensitive to feature scal­

ing.
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5.2.8 Gradient Boosting Classifier

Gradient Boosting is a machine learning technique for regression, classification and other

tasks, which produces a prediction model in the form of an ensemble of weak prediction

models, typically decision trees. When a decision tree is the weak learner, the resulting algo­

rithm is called gradient boosted trees, which usually outperforms Random Forest. It builds

the model in a stage­wise fashion like other boosting methods do and it generalizes them by

allowing optimization of an arbitrary differentiable loss function.

Advantages: Often provides predictive accuracy that cannot be trumped.

Disadvantages: It will continue improving to minimize all errors. This can overemphasize

outliers and cause over­fitting.

5.2.9 XGBoost Classifier

XGBoost is an optimized distributed gradient boosting library designed to be highly ef­

ficient, flexible and portable. It implements machine learning algorithms under the Gradient

Boosting framework. It provides a parallel tree boosting that solves many data science prob­

lems in a fast and accurate way.

Advantages: It is an efficient and easy to use algorithm which delivers high performance

and accuracy as compared to other algorithms.

Disadvantages: It can over­fit the data especially if the trees are too deep with noisy data.

5.2.10 Passive Aggressive Classifier

Passive Aggressive algorithms are generally used for large­scale learning. It is one of

the few ‘online­learning algorithms‘. In online machine learning algorithms, the input data

comes in sequential order and themachine learningmodel is updated step­by­step, as opposed

to batch learning, where the entire training dataset is used at once. We can simply say that an

online­learning algorithm will get a training example, update the classifier, and then throw

away the example.

How Passive Aggressive algorithms work:

1. Passive: If the prediction is correct, keep the model and do not make any changes. i.e.,

the data in the example is not enough to cause any changes in the model.
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2. Aggressive: If the prediction is incorrect, make changes to the model. i.e., some change

to the model may correct it.

Advantages: It is very useful in situations where there is a huge amount of data and it is

computationally infeasible to train the entire dataset because of the sheer size of the data.

Disadvantages: The clear disadvantage is that we don’t have the ”big picture” of our data,

so the end result will probably be affected by the order of presentation of the samples. We

may not be able to achieve top accuracy thanks to that.

5.2.11 LSTM Classifier

Long short­term memory (LSTM) is an artificial recurrent neural network (RNN) archi­

tecture used in the field of deep learning. Unlike standard feed­forward neural networks,

LSTM has feedback connections. It can process not only single data points such as images,

but also entire sequences of data such as speech or video.

Advantages: One of the key advantages of using LSTM networks lies in the fact that

they address the vanishing gradient problem that makes network training difficult for a long

sequence of words or integers. Gradients are used for updating Recurrent Neural Networks

(RNN) parameters and for a long sequence of words or integers. These gradients become

smaller and smaller to the extent that, effectively, no network training can take place. LSTM

networks help to overcome this problem and make it possible to capture long­term depen­

dencies between keywords or integers in sequences that are separated by a large distance.

Disadvantages: LSTMs are prone to over­fitting and it is difficult to apply the dropout

algorithm to curb this issue. Dropout is a regularization method where input and recurrent

connections to LSTM units are probabilistically excluded from activation and weight updates

while training a network.

5.2.11.1 Tokenizer

Instead of using the TF­IDF tool like we did for the rest of classification techniques,

we will use the ”Tokenizer” from Keras, which is something very similar but works in a

different way needed for the more complex and different than the rest LSTM. After creating

the Tokenizer and transforming both our tweets and the tweets from the new datasets once

again, we are ready to move on to the actual LSTM model.
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5.2.11.2 LSTMModel

Figure 5.6: LSTM Model

Figure 5.6 is the summary of our LSTM model and the following is each layer in details.

1. The first layer is the embedded layer that uses 100 length vectors to represent each

word.

2. ”SpatialDropout1D” performs variational dropout in NLP models.

3. The next layer is the LSTM layer with 100 memory units.

4. The output layer must create three output values for our three sentiments.

The activation function is softmax for multi­class classification and because it is a multi­

class classification problem, ”categorical crossentropy” is used as the loss function.

Here are the results of the training.
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Figure 5.7: LSTM Loss

Figure 5.8: LSTM Accuracy

As we see from Figure 5.7 and Figure 5.8 the training model works extremely well with

the training data but not so much with the testing. Our loss drops and our accuracy rises

but the validation loss rises and the validation accuracy drops. This means that our model

over­fits and probably focuses a lot on noise data. LSTM models as previously discussed

are notorious for over­fitting and there are a lot of ways to combat this problem but they do
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not always result in anything better just because they were used, some examples are adding

dropout layers and adding weight regularization.

5.2.12 Accuracy Results

After running every training model and getting the accuracy scores we can see their re­

sults.

Figure 5.9: Algorithm Accuracy

Looking at Figure 5.9 we can see that some models unfortunately failed, notably the

K­NN had and always has in multiple experiments the worst accuracy. Non­lazy classifiers

follow a training process in which they try to optimize accuracy or error. K­NN, being lazy,

has not a training process, and in consequence, it does not try to optimize any effectiveness

measure. We can play around with different values of K, and intuitively, the bigger the K the

higher the recall and the lower the precision, and the opposite. Gradient Boosting, albeit a bit

better, had also bad results but sometimes is shown to improve a bit more.

On the other hand most of the other algorithms reached or almost reached the 70% thresh­

old. Among them, SVM, Logistic Regression and Stochastic Gradient Descent always per­

form really well never dropping lower than the threshold. This cannot be said for Random

Forest and XGBoost though which sometimes do not perform so well as they did in this ex­

periment. They always perform well just not so well all the time. Both of them use decision

trees which depending on the run and the input data can a lot of times under­perform, some­
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thing that also applies to the Decision Tree algorithm which also performs well but not so

well like SVM for example. Lastly Naive­Bayes and PAC once again reached a very good

accuracy in a consistent way after many experiments.

An interesting fact is that our best and most consistent algorithms in multiple tweet sam­

ples, SVMwith a linear kernel, Logistic Regression and Stochastic Gradient Descent as men­

tioned above, all use linear models into their classification compared to all the other algo­

rithms, which is very interesting as it shows that our data is more linearly separable than at

first glance.

However, even if a lot of our classification algorithms worked pretty well, the LSTM

model surpassed all of them with an astounding 77.11% accuracy even when we clearly see

an over­fitting problem, meaning it could reach even higher heights.

5.3 Sentiment Prediction

After seeing all the results and every algorithm’s accuracy the user is asked to freely

choose the method he wants to use to predict our own tweets. After his choice, the polarity

will be predicted once again. We convert the categorical data (neutral, negative and positive)

into the respective numerical ones (0, ­1, 1) and insert them into the polarity column of the

copy of the original dataset resulting into an identical dataset with the only difference being

the values of the polarity columns.

In this experiment we will be using the LSTM approach as it reached the best accuracy

and overall is a more interesting method being a neural network of course.
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5.3.1 World Data

Once again we will plot the time series graph as well as the polarity pie of the world data.

Figure 5.10: Time Series Graph ­ World 2

Figure 5.11: Polarity Pie ­ World 2
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5.3.2 USA Data

We extract again the US made tweets and plot the same graphs as before.

Figure 5.12: Time Series Graph ­ USA 2

Figure 5.13: Polarity Pie ­ USA 2
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5.3.3 Comparison

There seems that there are some differences but in order to be sure about it let’s put

everything together one more time and compare them.

Figure 5.14: All Plots Together 2
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In Figure 5.14 the two columns represent the two different ways we used to extract the

polarity of our tweets, with the left being the one with TextBlob and the right the one with

the classification algorithms. Every row is the comparison between the same graph, meaning

that the first row is between the time series graphs of world data, the second the time series

graphs of USA data, the third the polarity pies of world data and finally the fourth one the

polarity pies of USA data. In that way we can compare both horizontally and vertically.

As expected the differences between world and USA data are meaningless in both pro­

cedures. However, there are noticeable differences between the two procedures themselves

both for world and USA data. The overall number of sentiments from our tweets has shifted

considerably. With the TextBlob algorithm the neutral emotion was dominant at around 85%

and the rest 15% were shared to the positive and negative emotions in favor of the positive

one. Nonetheless, with the classification procedure almost 45% of the neutral sentiment was

converted, or better called reclassified, into positive and negative ones giving the advantage

to the negative sentiment this time at a total of 30.7% neutral, 43.2% negative and 26.1%

positive.

It seems as the second procedure came closer but not exactly to the findings of [2]. The

differences between our results and [2]’s can be explained in many ways. The randomness

of the downloaded tweets, the difference of the time of their creation and the training of the

algorithms themselves are a few. Be that as it may, the classification models seem that are

more able to value the polarity of the tweets in a more balanced and logical way compared

to TextBlob.

5.4 Extra Notes

It was previously mentioned that in order for the training models to work correctly we

would need a balanced set of texts and sentiments without one or two emotions dominating

the dataset.

In previous experiments though, with datasets consisting mostly of negative emotions of

70% and more the end result was completely different. The neutral emotion of the TextBlob

procedure was completely converted into negative of more than 80%. This happened because

the training models got accustomed to more negative texts and perceived most of our tweets

as negative as well. In theory the classification algorithms were working correctly as they
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achieved great accuracy scores but in reality they were not tuned well to actually evaluate

new texts. This shows the importance of correct and carefully selected data inputs even when

the numbers show great results in the training/testing phase.

However, even when we balance the sentiments of our input dataset and avoid mistakes

such as the the previously mentioned experiment, the output can vary between runs. As pre­

viously explained, even when we put the same input in the training algorithms by using the

same texts and sentiments from our datasets and by splitting the data in the same train and

test parts there can still be different outputs each time.

This is due to the inner workings of the classification algorithms themselves. The training

procedure is not a simple task and in no way is it deterministic every time. One example is

all algorithms that use decision trees such as Random Forest which is in fact stochastic and

it is not the only one being stochastic. This does not mean that it is random but it is not

deterministic either. Having the same texts and sentiments both from the training data, the

testing data and our own tweets that we need to predict, does not necessarily mean that we

will get the same result every time in its accuracy or in its predictions. This can be very tricky

and often misleading in many ways and we must always take careful steps when dealing with

these situations. One lapse of judgment or an ”unlucky” experiment can lead to conclusions

that do not represent the truth or at least all of it but a fraction of it.

No algorithm and model can be defined as the best just by their accuracy score and the

experiment with the mostly negative input data was such an example. The algorithms per­

formed superficially well with high accuracy scores but ended up predicting almost all the

tweets to be negative, something that cannot be realistic.

For this reason we use a lot of algorithms and take into account both their accuracy in

their prediction of the testing data and their final prediction of our own data. We can never

be sure if everything that is predicted is 100% correct, either because of the stochastic nature

of some algorithms or because they never actually reach the perfect accuracy score. False

predictions are bound to always happen and this is especially true when we are dealing with

unstructured text data in classification problems. All we can do is look at the results and try to

understand which one comes closer to the ”truth”, something that can be extremely difficult

and needs multiple experiments using the same data and much more gpu power and ram in

order to execute more complicated, time and power consuming program runs as well as even

better models especially for something as complicated as LSTM.





Chapter 6

Fake News Detection

In this chapter we will change the topic for a bit and focus on detecting fake news. The

”Fake News Detection” notebook will use once again the same classification models but this

time they will be trained to predict if our tweets are spreading misinformation or not.

Before of anything though we will again ”open the store” in order to use all the objects

that were saved in the previous notebook the ”Sentiment Prediction” just as we did with the

”Sentiment Analysis” one with the first one being a second copy of the original sample of

tweets, not to be confused with the first copy of the previous notebook. The stored objects

are the data that was created and could not transfer to the new notebook and it will be used

for comparison purposes with the data that will be produced with the new procedures, more

specifically the time series graph and the polarity pie for both world and USA data variants.

6.1 Importing Datasets

As in chapter 5, in order to train our classification models we will need new datasets

containing various texts that have been labeled, by humans as per usual, as true or fake news.

The datasets we are gonna import and use for the training models are two.

1. The ISOT FakeNews dataset is a compilation of several thousands fake news and truth­

ful articles, obtained from different legitimate news sites and sites flagged as unreliable

by Politifact.com.

2. Fake News is a compilation of multiple news articles of various authors similar with

the ISOT Fake News dataset.

45

https://www.uvic.ca/engineering/ece/isot/datasets/fake-news/index.php
https://www.kaggle.com/c/fake-news/data
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Figure 6.1: New Dataset ­ News

Table 6.1 is one example of how these datasets are.

Before of taking any more steps though, we have to check one more thing, the balance of

the data. As in our previous experiments with the amount of sentiments in our input data we

also have to check here if the amount of fake and true news is balanced.

Figure 6.2: Truth Pie

Thankfully the amount of fake and true news in Figure 6.2 is balanced almost at 50­50.

With this out of the way we can continue with the important stuff.
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6.2 Pre­processing and TF­IDF

Once again we will clean our tweets and the texts from the imported news from any

unnecessary characters, put them in separate lists and finally transform them with the TF­

IDF vectorizer. The input data for the training models will be split again into the training and

testing models and the same procedure of training will take place again.

6.3 Classification Algorithms

The models we will be using are exactly the same with the ones from chapter 5. The same

applies to the LSTM model and the different tokenization procedure of its input data. This is

why we will fast­forward a bit without mentioning each algorithm again except for the results

of the LSTM model.

6.3.1 LSTMModel

Here are the results of the training.

Figure 6.3: LSTM Loss 2
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Figure 6.4: LSTM Accuracy 2

As we see from Figure 6.3 and Figure 6.4 the training model works with an amazing

96.26% accuracy but once again over­fits a lot and this time it is even worse than the last

one. Even when we changed some parameters for the different input data still this was the

best result.

6.3.2 Accuracy Results

After running every training model and getting the accuracy scores we can see their re­

sults.

Figure 6.5: Algorithm Accuracy 2
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Looking at Figure 6.5 almost all algorithms performed superficially well, even a little bit

unrealistically well with XGBoost reaching 97.37% accuracy. For some reason the algorithms

could predict really well the testing dataset which was not by any means small or unbalanced

between fake and true news. Of course two classes are always easier to predict compared to

three like in the previous chapter but for some reason, possibly because of the input datasets,

the accuracy scores were phenomenal, something that may turn out to be actually bad for us.

A dataset that can be very easily understood by the training models can have data instances

so similar to each other that the models do not actually train for something as they get almost

the same input over and over again, which of course is just a hypothesis but a realistic one.

6.4 Fake News Prediction

After seeing all the results and every algorithm’s accuracy the user is asked once again

to freely choose the method he wants to use on our own tweets. After his choice, the label

of our tweets will be predicted, meaning if they are spreading misinformation or not. After

that we will delete all tweets that were deemed as fake news and we will proceed to compare

the new dataset with fewer tweets to the dataset of chapter 5 in order to see if these deleted

tweets will actually affect the overall polarity or not.

In this experiment we will be using the Passive Aggressive approach. It did not reach the

best accuracy out of every algorithm in this run but it is consistently good and considered one

of the best for fake news detection.
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6.4.1 World Data

Once again we will plot the time series graph as well as the polarity pie of the world data.

Figure 6.6: Time Series Graph ­ World 3

Figure 6.7: Polarity Pie ­ World 3
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6.4.2 USA Data

We extract again the US made tweets and plot the same graphs as before.

Figure 6.8: Time Series Graph ­ USA 3

Figure 6.9: Polarity Pie ­ USA 3
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6.4.3 Comparison

As we can all probably see the 50000 tweets were swiftly reduced to only 5220, which

is in fact very weird. Of course depending on the algorithm and the specific run this number

could change but on average it seems that the tweets are destined to be reduced to such low

numbers.

We can all understand that this is highly unrealistic. Even if Twitter is full of misinfor­

mation these numbers are not acceptable. There is no way that only the 10% or even less of

our tweets are considered not to be misinformation. However there are some possible expla­

nations about this behaviour.

1. All the tweets are talking about the vaccine and the most common topic right now about

the vaccines is if they are safe to use and if it is okay to be mandatory for every citi­

zen instead of being each person’s choice to get vaccinated or not. Unfortunately, by

talking about this situation, either by promoting misinformation or just mentioning that

this information is actually fake, the models will probably trigger and value it as fake

news. It is almost the same with TextBlob. There is the chance that the algorithm can­

not recognize easily between someone promoting misinformation and someone talking

about it and possibly denying it. It perceives it both as spreading misinformation.

2. The tweets we used are not similar to the news we had in our input dataset. The news

from the imported datasets were from articles and they were paragraph long texts about

various topics. Our tweets are short sentences with a limitation of characters made by

everyday people who most of the time type with abbreviations, some sort of slang and

generally do not make the most structured sentences. This could be another reason why

the model values these sort of sentences, together with the first reason, as misinforma­

tion.

3. Lastly, as mentioned above, the datasets used could be actually problematic. The al­

gorithms really understood the input data so well that there is the suspicion that these

instances are so close to each other that the models can train for them but not actu­

ally train well for different type of texts, exactly like the experiment done in chapter

5 where almost all the input data was negatively reviewed and almost all our tweets

were also negatively reviewed. Great accuracy scores but unrealistic predictions.
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These are the reasons I personally thought to explain this bizarre situation. We could all

have guessed that a lot of the tweets would be spreading misinformation, it is the most deadly

”virus” of our century after all, but 90% of all tweets seems like a stretch. It is highly possible

that one or evenmultiple of the reasons I mentioned andmaybe others I do not knowmade the

training model to decide like that. I personally believe its due to the first reason, of not being

able to fully understand when someone really promotes fake information for the vaccines

compared to someone talking about it and disapproving it, as well as the not so diverse input

data.

Nonetheless, we have to show everything and how it worked even if the results were not

as pleasing as we would hope so.
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So for the last time, we will show all graphs together comparing the results from chapter

5 and the results from this chapter as we did with chapters 4 and 5 previously.

Figure 6.10: All Plots Together 3
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In Figure 6.10 we see that generally there are small differences popularity wise between

the two columns. Even after removing so many tweets, the overall polarity remained almost

the same albeit of a slight change in the negative emotion, which means that the tweets con­

sidered to be fake were actually a balanced mix of all three emotions, not changing the final

result by a lot. Also, once again the differences between the world and USA data are again

negligible.

This proves that fake news in any kind of topic is not just hateful comments towards

someone or an idea but more like a well hidden virus. People figuratively get infected with

the fake information for a number of reasons. The most prevalent is due to the overexposure

of this misinformation. With the power social media and generally the internet have in this

day and age, people are subject to look constantly at fake news, which as many experts have

stated, spread many times faster than the truth. A lot of them subsequently fall in the trap

and perceive them as the actual truth and with a strong sense of justice in the recent years

noone wants to fall victim to some kind of conspiracy by a higher power, in many cases their

government. So, they perceive these fake news, which most of the times are in contrast to

what that higher power says, as the truth and they fight against the higher power with a sense

of justice and goodwill and ultimately spread these fake news to even more people in an

attempt to pass the truth to them, exactly like a normal virus.

This misinformation is not anymore just an attack to someone. It is masked under the

good heart of the people that do not want to get tricked with lies but end up unfortunately

getting tricked. This is the reason why the tweets deleted in our case were not all just negative

and neutral but a balanced combination of all three.





Chapter 7

Results, Conclusions and Future

Extensions

This is the last chapter of this project. We will be discussing about our overall results,

what conclusions can be drawn from these results as well as talk about future extensions both

on this programs but also on the general idea.

7.1 Results and Conclusions

Generally text classification and anything about working with unstructured data like texts

is bound to be a bumpy ride. We are given unlimited tools in our hands, different ideas and

angles to approach some tasks but still a lot of them fail, under­perform or can be just pre­

dictions without really knowing how well we have really predicted the things we wanted to

predict apart from when we handle them manually and inspect any inconsistencies. Chapters

4, 5 and 6 touched a lot on these ideas and created many results.

7.1.1 Chapter 4

Chapter 4 showed us that simpler algorithms like TextBlob can give an idea of the senti­

ment of our input texts but ultimately cannot discern what is truly neutral with what is more

positive or negative sided. On top of that, we saw that as far as we are talking about the En­

glish speaking users tweeting in English the USA goes along with the rest of the world and is

actually the number one most tweeting country, at least about the vaccine. Even though the

whole chapter was a bit uneventful, with mostly neutral tweets and the USA / World com­

57



58 Chapter 7. Results, Conclusions and Future Extensions

parison being non existent, we still got to look at how we can treat text data and display it in

the ways that we want to, from the time series graphs to the NLTK word frequency bars.

7.1.2 Chapter 5

Chapter 5 on the other hand completely turned the table around on the very same topic.

Instead of using an algorithm that just compares words and guesses the overall sentiment, we

used classifiers to train with tweets that were emotionally values by humans. In that way we

tried to create models that will take in all the data at once, instead of word by word, and try

to understand why this tweet is actually negative or why another is neutral and so on.

First of all we had the opportunity to use the two different ways of transforming our text

data into arrays made of floats in order to be used in the training models, an essential step

when dealing with these classification problems.

The results of course of all these classifications varied a lot. There were algorithms that

performed better and others that unfortunately failed. Sometimes this happened due to the

nature of the algorithm. As we saw some of the best algorithms based on their accuracy

were linear models such as the Logistic Regression indicating that probably our data is more

linearly separable, which some algorithms struggle with. Other times it was due to the specific

input data and training model that was created. Not all algorithms performed the same way in

each run and that is why their accuracy scores were also not the same. As it was explained, a

lot of classifiers, even when the input data is exactly the same, do not create the same model

as in the previous experiment resulting also in different predictions.

Additionally, even when a lot of models had the same or very similar accuracy results like

Stochastic Gradient Descent and Logistic Regression, which are both linear models, their

predictions were not the same and sometimes they were not even similar. Each algorithm

has worked in its own way and even though they correctly predicted the same amount of

sentiments in the input testing data, the final predictions of our own tweets do not have to

be the same or even close to each other. The truth lies somewhere in the middle of all these

predictions.

In the end though we saw the tremendously different results in the tweets’ polarity com­

pared to chapter 4. Instead of a neutral ”monopoly”, the results were always closer to an

actual balance. Of course every iteration and different algorithm and different sample of the

500000 tweets resulted in different results, but every time these results were always much
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more closer [2]’s findings or a true balance of one third for each emotion.

This is a prime example of how a procedure, that maybe seems to work at first, could

always be improved and evolved further and further each time resulting in more complicated

algorithms and more exciting and most of all truthful results.

7.1.3 Chapter 6

Unfortunately chapter 6 did not perform so well like chapter 5, at least in the results that

were produced. The same processes were used as in chapter 5, the same algorithms, the same

importing of input datasets and the same data transformations. However, the final result was

the deletion of around 90% of all our tweets.

This number is of course not entirely correct as explained in chapter 6. There are some

ideas why this happened but there is no concrete evidence. Despite that, even if we could

not see the ”best” result of fewer tweets being deleted and shifting in some way the senti­

ment balance of chapter 5, we saw in practice how algorithms that score so well during their

training/testing phase can in the end produce totally unexpected results, which for a human

handling the same tweets by hand, could seem quite unrealistic.

No matter the ”failure”, the procedures are still there and as shown in chapter 5 they are

working fine. The problem for these ”bizarre” results could lie in the input dataset itself, in the

whole situation of different input dataset and different texts to actually predict, in the inability

to understand who promotes and who references but denies false information or something

else.

7.2 Future Extensions

Future extensions could go in two ways. One is the further improvement of what we

already used and the second one is the evolution of this more basic approach to something

much bigger.

7.2.1 Further Improvement

My project has shown us how we can work around text data and achieve some form of

results in our goal to analyze the sentiment of our tweets and possibly detect any misinfor­
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mation. However, while staying on this basis, there can be a lot of improvement in a number

of ways.

7.2.1.1 Sentiment Analysis

Both in chapters 5 and 6 we were tasked to find and explain the polarity of our tweets.

There is always room for improvement even if we use a method like with TextBlob or a

method as with the classifiers, such as with the case of [7] who also used other information

from the tweets like their hashtags. One other simple example is a better LSTM model and

the same applies for all methods. Even if we got some promising results, every algorithm

used, especially the LSTM model which in our case had an over­fitting problem as well, can

be adjusted in a better way, use different parameters or process the input data in a better and

more efficient way by finding the most useful words and avoiding any potential noise.

On that notion, as explained before, a better computing system is also a way to get better

results. More ram and more gpu power could possibly run more complicated algorithms and

one example is the TF­IDF transformer where we selected a low number of ”max features”

due to the computer’s limitations. In a case where there are no such limitations there is a

possibility that more useful words would also be transformed and used in the training models

giving a set of different maybe better results.

7.2.1.2 Fake News Detection

Compared to the sentiment analysis, there seems to be even more room for improvement.

The algorithms themselves are not incorrect and no possible different parameters can make

such a huge change to produce more ”normal” results than what we got but still something

can always be done to change this outcome. One idea is instead of using the TF­IDF trans­

former to transform our text in numerical arrays, to use another encoder. One example is [11]

which uses a different way, the Multimodal Variational Autoencoder (MVAE) to be specific

in combination with the usage of different models compared to ours. Another really famous

and upcoming encoder is BERT, which is frequently used for fake news detection purposes,

as used in [12]. These different transformers can play a big role in how the data is used in the

training models and produce completely different results, maybe even surpass the problems

that I mentioned, such as the possible incapability of understanding who spreads misinfor­

mation and who just references it while rejecting it.



7.2 Future Extensions 61

Apart from that, a different dataset could turn the situation up­side down. If we had a

dataset of tweets, similar to ours, that was handled by humans for being true or fake news,

instead of huge articles, there is a chance that we could see more prominent results, as it was

with chapter 5 and its datasets being full of regular tweets like ours. However, in my search

I could not find something publicly available.

7.2.2 Complete Evolution

On the other hand, there are a lot of ways to not just improve my work but evolve it into

something more, something more complicated, more advanced and more productive in every

way.

7.2.2.1 Sentiment Analysis

There are multiple articles and research done on this famous topic, both for general text

but also specifically for COVID­19 and its topic such as the vaccines. One prime example is

through the use of the amazing and very interesting ”Deep Convolutional Neural Networks”

as [6] did in their own research, going much deeper on how to train this unstructured data.

It seems through [6]’s work and many others’ that neural networks are truly the way for

sentiment analysis to progress even further into the future.

However, apart from the classification algorithms idea, there has also been work done

around lexicon based approaches such as with [2] and [1] who used algorithms such as

VADER, OpinionFinder and many more to collect the texts’ polarity.

7.2.2.2 Fake News Detection

Fake News Detection is a newer and upcoming topic of interest. Compared to sentiment

analysis, not so much research has been done but there is still plenty of published work about

it. [10] on their own research do not just try to connect the text from the article to a potential

true or fake story but to further understand who created it, what type it is and for what reason

this story was published, which is also very similar, in its core idea, with [9]’s work.

On the other hand, a lot of people have tried creating their own algorithms such as in the

case of [13] that is graph based and tries to do something similar to our approach but with a

completely different model and functions.
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These are just some examples of how differently we can approach fake news detection

compared to sentiment analysis. It is much more complicated the deeper we dive into it but

that makes it so much more interesting!
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Appendix

GitHub

This project is aimed to analyze the sentiment of tweets that contain the word ”vaccine”

in two different ways and detect any possible misinformation inside them.

First of all, all files mentioned below must be placed in the same folder for the notebooks

to properly work. It should look like this.

Figure .1: All Files
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In the GitHub repository they are separated in different folders only for the purposes of

clarification and order.

1 Contents

This GitHub repository contains all the Jupyter Notebooks described in this report as well

as any additional necessary files. More specifically it contains:

1. a folder named ”Notebooks” containing the ”Libraries”, ”Connecting”, ”Collecting”,

”Sentiment Analysis”, ”Sentiment Prediction” and ”Fake News Detection” notebooks

2. a folder named ”Datasets” containing all the datasets used in the ”Sentiment Analy­

sis” and ”Sentiment Prediction” notebooks as well as the 500000 tweets dataset, all in

separate sub­folders

3. a folder named ”Images” containing three additional png images used in the ”Sentiment

Analysis” notebook

Here is a quick summary of the notebooks:

1. Libraries: Here we have all the imported libraries used in all the notebooks. This note­

book is executed in every other notebook in order to not import again and again all the

necessary libraries in each notebook. The user can change, add or delete any libraries

in this notebook and this change will be transferred in all the notebooks.

2. Connecting: In this notebook we connect with the Twitter App and MySQL Work­

bench. The user does not need to change anything in this notebook as it is executed

through ”Sentiment Analysis” in order to just connect with the tools. The only tool he

needs to download himself is the Workbench only in the case that he wants to access

it. If the user does not want to use the Workbench to download new tweets and wishes

to use a dataset like mine, he does not need the Workbench at all. If the user wants to

connect another Twitter App instead of mine, all he has to do is change the keys at the

start of the notebook. This notebook contains questions, that will be asked in ”Senti­

ment Analysis”, about how to navigate his Workbench, if of course he chooses to use

it, such as if he wants to use existing databases and tables or new ones.

https://github.com/thanasispap1998/Mining-opinion-on-COVID-19-based-on-Twitter-Data.git
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3. Collecting: This notebook is used to stream and collect new tweets by saving some

specific features of the tweets such as their text, time and place of creation, the user’s

id and another feature is always extracted which is the polarity of the text through the

use of the TextBlob algorithm. The polarity is always one of the three major senti­

ments, neutral, positive or negative. All these features create the new tweets dataframe

object that will be used the rest of the project. All these downloaded tweets share some

common words in their texts that the user chooses on his own, which in our case is the

word ”vaccine”. It is again executed through ”Sentiment Analysis” and the user does

not have to do anything about it, only in the case that he wants to download new tweets

and possibly extract even more features from the tweets. However for this to happen,

the user must not only save the features in new variables but also change the code both

in ”Connecting” and ”Collecting” notebooks in the respective SQL queries.

4. Sentiment Analysis: This notebook is the first of the three main processes. It involves

the use of the TextBlob algorithm to take the polarity of the tweets and the display of

this knowledge in many ways such as with a time series graph and pies for example

in order to show the three sentiments. The whole purpose is to see the polarity that

TextBlob extracted from these tweets. The user has to answer some questions in the

first two cells but after that everything else can be executed without any interruption.

A dataset of 500000 tweets, downloaded with this program, is also provided in case the

user does not want to download new ones and it can be found in the ”Datasets/Tweets”

sub folder. Additionally, there are three png files in ”Images” folder that are used in

this notebook. The two wordclouds are generated throughout the whole process, saved

in the current folder where this notebook is and then re­used in the final plot as images.

In every execution of the cells that generate the wordclouds, new wordclouds are gen­

erated and saved on top of the old ones for any potential changes, which are then used

in the final plot as already mentioned. The tweets are again used in the same graphs

as before but this time only tweets made in the US are used. In the end we compare

everything together to see potential differences between the world against only the US.

5. Sentiment Prediction: This notebook on the other hand uses a lot of classification al­

gorithms and an LSTMmodel to predict, rather than extract, the polarity of the tweets.

The input data for the classifiers are the datasets inside the ”Datasets/Sentiment Predic­

tion Datasets” sub folder. The data is then pre­processed, transformed into numerical
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arrays, split into training and testing datasets and the training ones are inputted in the

models. The models are then trained and each one predicts the polarity of the testing

data to get their accuracy scores, while displaying some useful information for each al­

gorithm. The user is free to add or delete any of the classificationmodels or even change

their parameters for potentially different results. The user is then asked to choose one

of them and finally use it to predict the polarity of our tweets, insert it into the polarity

column of a copy of the original dataset, display it again with some graphs, both for

the world and US tweets, and finally compare the results with the results of ”Sentiment

Analysis”, in order to see if TextBlob’s output is any different from the classification

algorithm’s output, always regarding the polarity of the tweets.

6. Fake News Detection: Lastly this notebook is exactly the samewith ”Sentiment Predic­

tion”. The only differences are the input datasets, which are found in the ”Datasets/Fake

News Detection” sub folder, and that the purpose of this notebook is not to predict the

polarity of the tweets but to find if they contain any misinformation. After the training

of the algorithms and the user’s choice for one of the them, the tweets get valued as

fake or true and all the fake ones are discarded. Once again we display in graphs, both

for the world and US tweets, the polarity of the tweets and compare the results with

”Sentiment Prediction’s” results, in order to see if the deleted tweets were part of a

specific sentiment group or not.

And here is a quick summary of the datasets:

1. Tweets: As explained above it is a collection of 500000 tweets, always containing the

word ”vaccine”, with the four extracted tweet features, all downloaded in August 2021,

as well as the polarity the TextBlob algorithm has outputted.

2. Sentiment Prediction Datasets: All datasets in this sub folder are full with tweets of

different topics with various columns of which we are only interested in their text as

well as in their polarity that humans have valued tweet by tweet. We want to use these

tweets as input data for the classification models and we needed texts that have been

valued as negative, positive or neutral by real humans and not another algorithm or

process. In that way the models train to somewhat understand which words output

which emotion and then be able to predict the polarity of our own tweets.



2 Final Note 69

3. Fake News Detection Datasets: All datasets in this sub folder are the same with the

datasets in ”Sentiment Prediction Datasets” in their basis. They are short articles about

news around the world that instead of a polarity attached to them they have a label for

being a fake or not story, which is also handled by a human. In the same notion we

feed these datasets to the same classification algorithms and get trained models that

can predict if our tweets spread misinformation or not.

2 Final Note

The main three notebooks of ”Sentiment Analysis”, ”Sentiment Prediction” and ”Fake

News Detection” are, as described above, the core of all the project. They use a variety of

graphs and algorithms for a lot of purposes but all these processes take time. In my own com­

puter, which is heavily outdated, it took around ten hours for everything to fully be executed

with a sample of 50000 tweets out of the original 500000. Smaller samples make the proce­

dures faster and bigger ones not only slow it down but can even terminate the process due to

ram limitations.

The most time consuming parts are the training of the algorithms or at least some of

them, such as SVM. The same applies when the user wants to download new tweets. It is

a slow and steady process and noone should expect thousands of tweets in mere minutes.

Every notebook should be left to execute all cells and when it fully finishes to proceed to the

next one, because ”Sentiment Prediction” needs some information taken from ”Sentiment

Analysis” when it fully finishes the execution and ”Fake News Detection” needs the same

from ”Sentiment Prediction”, which means that not all three can run at the same time even if

someone had a computer to do such a heavy task.

Feel free to experiment with any algorithm, any process or even use totally different

datasets from what I used!


	Acknowledgements
	Abstract
	Περίληψη
	Table of contents
	List of figures
	Introduction
	The subject of this thesis
	Structure of thesis

	Related Work
	Sentiment Analysis
	Lexicon Based Approach
	Classification Algorithms Based Approach

	Fake News Detection

	Libraries, Connection and Collection
	Libraries
	Connection
	Tweet Collection

	Sentiment Analysis
	Calling the notebooks
	TextBlob
	Sentiment Analysis
	World Data
	Time Series
	Natural Language Processing - NLTK

	USA Data
	Comparison


	Sentiment Prediction
	Importing Datasets
	Pre-processing the Datasets
	TF-IDF

	Classification Algorithms
	Logistic Regression
	Naive-Bayes Classifier
	Decision Tree Classifier
	Random Forest Classifier
	Support Vector Machine Classifier
	K-Nearest Neighbours Classifier
	Stochastic Gradient Descent Classifier
	Gradient Boosting Classifier
	XGBoost Classifier
	Passive Aggressive Classifier
	LSTM Classifier
	Tokenizer
	LSTM Model

	Accuracy Results

	Sentiment Prediction
	World Data
	USA Data
	Comparison

	Extra Notes

	Fake News Detection
	Importing Datasets
	Pre-processing and TF-IDF
	Classification Algorithms
	LSTM Model
	Accuracy Results

	Fake News Prediction
	World Data
	USA Data
	Comparison


	Results, Conclusions and Future Extensions
	Results and Conclusions
	Chapter 4
	Chapter 5
	Chapter 6

	Future Extensions
	Further Improvement
	Sentiment Analysis
	Fake News Detection

	Complete Evolution
	Sentiment Analysis
	Fake News Detection



	Bibliography
	Appendix GitHub
	Contents
	Final Note


