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Ημερομηνία:      …27…/..09…/2021…… 
 

Η Δηλούσα 
 
 
 

(Υπογραφή) 

 (1) «Όποιος εν γνώσει του δηλώνει ψευδή γεγονότα ή αρνείται ή αποκρύπτει τα αληθινά με έγγραφη 
υπεύθυνη δήλωση του άρθρου 8 παρ. 4 Ν. 1599/1986 τιμωρείται με φυλάκιση τουλάχιστον τριών μηνών. 
Εάν ο υπαίτιος αυτών των πράξεων σκόπευε να προσπορίσει στον εαυτόν του ή σε άλλον περιουσιακό 
όφελος βλάπτοντας τρίτον ή σκόπευε να βλάψει άλλον, τιμωρείται με κάθειρξη μέχρι 10 ετών. 
 

 
Με ατομική μου ευθύνη και γνωρίζοντας τις κυρώσεις (1), που προβλέπονται από της διατάξεις της παρ. 6 του άρθρου 22 
του Ν. 1599/1986, δηλώνω ότι: 

1.    Δεν παραθέτω κομμάτια βιβλίων ή άρθρων ή εργασιών άλλων αυτολεξεί χωρίς να τα περικλείω σε εισαγωγικά 

και χωρίς να αναφέρω το συγγραφέα, τη χρονολογία, τη σελίδα. Η αυτολεξεί παράθεση χωρίς εισαγωγικά χωρίς 

αναφορά στην πηγή, είναι λογοκλοπή. Πέραν της αυτολεξεί παράθεσης, λογοκλοπή θεωρείται και η παράφραση 

εδαφίων από έργα άλλων, συμπεριλαμβανομένων και έργων συμφοιτητών μου, καθώς και η παράθεση στοιχείων 

που άλλοι συνέλεξαν ή επεξεργάσθηκαν, χωρίς αναφορά στην πηγή. Αναφέρω πάντοτε με πληρότητα την πηγή 

κάτω από τον πίνακα ή σχέδιο, όπως στα παραθέματα. 

2.    Δέχομαι ότι η αυτολεξεί παράθεση χωρίς εισαγωγικά, ακόμα κι αν συνοδεύεται από αναφορά στην πηγή σε 

κάποιο άλλο σημείο του κειμένου ή στο τέλος του, είναι αντιγραφή. Η αναφορά στην πηγή στο τέλος π.χ. μιας 

παραγράφου ή μιας σελίδας, δεν δικαιολογεί συρραφή εδαφίων έργου άλλου συγγραφέα, έστω και 

παραφρασμένων, και παρουσίασή τους ως δική μου εργασία.  

3.    Δέχομαι ότι υπάρχει επίσης περιορισμός στο μέγεθος και στη συχνότητα των παραθεμάτων που μπορώ να εντάξω 

στην εργασία μου εντός εισαγωγικών. Κάθε μεγάλο παράθεμα (π.χ. σε πίνακα ή πλαίσιο, κλπ), προϋποθέτει ειδικές 

ρυθμίσεις, και όταν δημοσιεύεται προϋποθέτει την άδεια του συγγραφέα ή του εκδότη. Το ίδιο και οι πίνακες και 

τα σχέδια 

4. Δέχομαι όλες τις συνέπειες σε περίπτωση λογοκλοπής ή αντιγραφής. 
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ABSTRACT 

 

MicroRNAs (miRNAs) are small regulatory RNA molecules found in varying 

abundance in tissues and cell types. While their presence is indicative of the inhibitory 

regulation they exert on coding / non-coding transcripts, a number of studies have studied the 

diagnostic and prognostic dynamics of miRNAs. In the present work, the abundance of miRNAs 

was quantified by analyzing small RNA sequencing datasets of cancerous tissue from SRA and 

TCGA resources. Next, an application was designed to dichotomize a cohort of patients based 

on the abundance of small RNAs and perform comparative Kaplan-Meier survival analyses to 

elucidate prognostic biomarkers against clinical events (e.g., overall survival). 
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 Introduction 
 

 What are microRNAs?  

 

In the last three decades, scientific research in the field of regulation of gene expression has 

experienced significant growth. The discovery of small RNA functional molecules which are not 

translated into proteins, contributed significantly to this. Groups of such "non-coding" RNAs are 

increasingly appearing to play a critical role in biological processes. 

 

Non-coding RNAs found in eukaryotic cells, of which small RNAs constitute a family of 

regulatory RNAs, so far are classified into 4 subcategories depending on their function and form: 

 

i. microRNAs [1] 

ii. siRNAs (short interfering RNAs) [2]  

iii. tncRNAs (tiny non-coding RNAs) [3] 

iv. smRNAs (small modulatory RNAs)  [4]  

The topic of this thesis is focused on microRNAs. MicroRNAs (miRNAs) are short (∼22 

nucleotides (nt) long) endogenous non-coding RNA molecules. More specifically, in their mature 

state, miRNAs are 17-27 nt long and they have 5’-phosphate and 3’-hydroxyl ends [5-7] and are 

found in plants, animals and some viruses [8]. MiRNAs play essential roles in post-

transcriptional regulation of gene expression and, thus, play a key role in development and 

diseases [9] as they are regulators of proliferation, differentiation, and cell death in both normal 

and aberrant pathways [10-14]. 

 

 The first miRNA and their main function 

 

The first identified miRNA was discovered in 1993 through a genetic screening in nematodes. It 

is the product a of Caenorhabditis elegans (C. elegans) gene and was called lin-4 [15]. The same 

month, the regulation of lin-14 by lin-4 was discovered [16]. Some years later, miRNA let-7 was 

discovered, also a product of C. elegans gene [17]. The main regulatory function of miRNAs was 

found to be the negative regulation of mRNA translation and its importance in controlling 

developmental timing was demonstrated [15, 18]. More specifically, when lin-4 or let-7 is 

inactivated, specific epithelial cells undergo additional cell divisions instead of their normal 

differentiation. Since abnormal cell proliferation is a hallmark of human cancers, it seems 

possible that miRNA expression patterns might denote the malignant state. Indeed, altered 

expression of numerous miRNAs has been found in some tumor types [19-22]. However, the 

first human disease associated with miRNA deregulation was chronic lymphocytic leukemia 

(CLL) [20]. In this disorder, miRNAs have a dual role working as both tumor suppressors and 

oncogenes [23]. Also, each miRNA is believed to regulate multiple genes, thus, more than one 

third of all human genes may be regulated by miRNA molecules [24]. 

 

 Generation of miRNAs  

 

miRNAs are produced from hairpin-shaped precursors, which are single stranded RNAs ~70 nt 

long. In animals, miRNAs genes are transcribed into long primary miRNAs (pri-miRNAs), 

which form hairpin-like structures. Processing of the pri-miRNAs is carried out by two RNase III 

type proteins, Drosha and Dicer [25]. Drosha processes the pri-miRNA hairpins in the nucleus 
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forming the precursor miRNAs (pre-miRNAs), which are transported by exportin-5 (EXP-5) in 

the cytoplasm. There, Dicer processes the pre-miRNAs in order to become mature miRNAs. 

After processing of the pre-miRNAs, mature miRNAs are tethered in Argonaute (Ago) subfamily 

proteins, to produce the effector RNA-induced silencing complex (RISC). RISC can target 

mRNAs and therefore functions as a post-transcriptional regulation system (Figure 1) [25].  

 

In plants the two-step processing of primary miRNAs into mature ones is accomplished by a 

single RNase III enzyme, DCL1 (Dicer-like 1) [26].   

 

 Genome localization of miRNAs 

 

Some miRNAs’ genes are located in independent positions on the genome and some other are 

derived from introns of other genes. Also, some miRNAs’ genes have their own promoters and 

some other share their protein-coding gene’s promoter [3]. Moreover, many miRNAs’ genes can 

be located at close distances from each other forming clusters, without necessarily having a 

shared functional relationship. These groups often have a common promoter and are being 

transcribed into a common primary transcript from which different miRNAs are derived. 

 

 miRNAs’ Biosynthesis 

 

Since the discovery of miRNAs, there has been a great effort to characterize their biosynthesis, 

as well as the mechanisms through which they are involved in biological processes that they 

regulate. 

 

miRNAs are derived from endogenous transcripts whose transcription is achieved by both 

Polymerase II [27] and Polymerase III [28]. This depends on the location of the miRNAs’ genes 

on the genome. For example, when their transcriptional regulation elements (the transcription 

factor binding sites and enhancers) are close to Alu repetitive sequences, the respective miRNA 

genes are transcribed by Polymerase III [29]. Furthermore, there are miRNAs whose genes are 

located inside introns or exons of protein coding genes. In this case miRNAs are not transcribed 

independently, but with their “host” gene and therefore they are regulated by the same elements 

[3, 30]. 

 

Τhe Pol II/III-transcribed primary miRNA (pri-miRNA) forms a characteristic structure 

consisting of a cap at the 5' end, a polyadenylation tail and one or more hairpins (stem-loops) 

[31]. These primary molecules are thousands of nucleotides long, until with the help of a 

complex of proteins called microprocessor complex [32] they are cut in up to (into) 6 smaller 

sections of size approximately ~70-100nt, forming the precursors (pre-miRNAs) that have the 

structure of a hairpin. The microprocessor complex consists of Drosha, a type III RNase 

ribonuclease and a protein that binds double stranded RNA, called DGCR8 (Di George 

Syndrome Critical Region 8 Protein) (Figure 1) [33]. 

 

Pre-miRNAs are transferred from the nucleus to the cytoplasm by the protein Exportin 5 [34]. 

There, a second ribonuclease called Dicer cleaves the last base pairs and the loop. The result is a 

miRNA::miRNA* duplex, which consists of the mature miRNA and the complementary miRNA 

clone, “miRNA*”. This duplex has a short lifespan and is degraded when the correct mature 

miRNA form is incorporated into the RNA-Induced Silencing Complex (RISC) [35, 36]. 
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Figure 1: miRNA biosynthesis, image adapted from [37] 

 

 The cellular function of miRNAs 

 

The post-transcriptional regulation of gene expression begins when the mature miRNA is 

attached to RISC, forming the miRISC complex. The central protein component of miRISC is a 

protein from the Argonaute (Ago) family, which catalyzes the miRNA-guided degradation of the 

mRNA itself, or the inhibition of its translation [38]. The mode of action of each miRNA 

depends not only on which member of the Argonaute is contained in the silencing complex, but 

more importantly the on base complementarity between the miRNA and the 3’UTR region it 

targets. 

 

Initial studies showed that an almost perfect complementarity is required between miRNA and 

mRNA for degradation, and if this condition is met, then the miRISC complex deconstructs the 

target mRNA. Although this mode of function has been shown to occur in many organisms, it is 

mainly observed in plants, and very seldom in animals [35, 39]. 

 

Another function of mRNAs is the inhibition of translation, which occurs more often in animals. 

Although this function has been established, there are still many hypotheses about miRNAs’ role 

in this mechanism. One of the most studied premises proposes that miRNAs have to interact with 
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proteins responsible for initiating translation into ribosomes, and more specifically, suppress the 

eukaryotic translation initiation factor 4E (eIF4E) [40]. This theory is supported by the fact that 

polysomes, in which mRNA has been targeted by miRNAs, are in an inactive state [41, 42]. 

Other theories state that repression occurs at a later stage from the start of translation [43], which 

is reinforced by data showing that polysomes are active during targeting by miRNAs [44]. These 

contradictory results possibly indicate that there are more than one translation inhibition 

mechanisms that depend on factors we are yet unaware of. 

 

Limited data indicate that miRNAs may also have different functions besides mRNA degradation 

and translational inhibition. In some cases, it is possible that miRNAs bind to promoters of 

specific genes, inducing their expression, a phenomenon that has been named RNA activation 

(RNAa) [45]. 

 

  Differentially abundant miRNAs in disease - potential biomarkers 

 

miRNA regulation has been shown to affect many biological functions. In normal tissues, they 

are involved in functions such as embryogenesis, differentiation, programmed cell death and 

growth control. In addition, they seem to be a necessary element in normal cellular homeostasis, 

so if their concentration is disturbed, they can become responsible for the occurrence of diseases. 

As research proceeds, more and more miRNAs appear to be expressed both in different cell types 

and involved in specific dysfunctions. 

 

For example, miRNA involvement in the regulation of differentiation, proliferation and apoptosis 

is now undisputed. In 2002, miRNAs were first associated with cancer and specifically with 

chronic lymphocytic leukemia (CLL). Two miRNA genes were found to be located in an area 

that had been deleted in 68% of the utilized samples [20]. From this study onwards, many 

miRNAs were found to possibly carry a role in oncogenesis or tumor suppression. The 

construction of miRNA signatures is a topic of intensive research, since specific miRNAs are 

expressed in each cancerous tissue. This fact can potentially facilitate grouping and diagnosis of 

many cancers [46]. 

Although most research is focused on the implication of miRNAs in cancer, their impact has also 

been associated with other pathologies. Studies have linked miRNAs to a variety of diseases such 

as heart disease [47], diseases of the nervous system, for example Schizophrenia and Alzheimer's 

disease [48], various types of diabetes [49], as well as other metabolic diseases [50]. It has even 

been accepted that miRNAs participate in immune defense mechanisms against viral and other 

infections [51]. 

 

 Exploring the expression of miRNAs 

 

miRBase is a sequence database that contains all published mature miRNA sequences, together 

with their predicted source hairpin precursors and annotation relating to their discovery, structure 

and function [52]. Since June 2003, when miRBase started cataloguing miRNA sequences, 

analysis of miRNA expression levels between different tissues, developmental stages, or disease 

states has been constant. Thus, miRNA expression levels were studied by several methods: 

Northern blots, real-time PCR, microarray analysis, in situ and solution hybridization. The most 

accurate and sensitive method from the aforementioned techniques is the quantitative reverse 

transcription PCR (qRT-PCR). 

 

The main method used today to massively analyze the expression of miRNAs in tissues and 

different cell types is small RNA Sequencing (sRNA-Seq), which is based on the use of Next-
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Generation Sequencing (NGS) technologies, enabling the simultaneous study of all captured 

miRNAs in a sample. There are many bioinformatics tools for miRNA quantification and the 

most commonly used one is miRDeep2. Specifically, miRDeep2 is a software package for 

identification of novel and known miRNAs in deep sequencing data, which can also be used for 

miRNA expression profiling across samples [53]. For analyzing miRNA NGS data, alignment of 

the short reads to the genome or the transcriptome is important. Currently, tools like Bowtie [54] 

are able to perform alignment efficiently and short-read aligners are always wrapped in miRNA 

quantification tools. miRDeep2 uses Bowtie to (i) map reads to the genome, (ii) map known 

miRNA precursors to the genome and (iii) to map known mature miRNAs onto their respective 

precursor sequences. This process allows it to derive the read counts of each known mature 

miRNA in a sample. 

 

 miRNAs as potential prognostic biomarkers – time-to-event analysis  

 

Biological indicators (biomarkers) are medical signs or experimental measures of a biological 

state that are commonly used in populations, or in individuals, in order to monitor and predict 

health states, or to choose the most effective treatment course. More specifically, diagnostic 

biomarkers are used to indicate whether the subject is healthy or has a pathological disease, 

whereas predictive biomarkers are used to indicate the effectiveness of the specific treatment.  

Prognostic biomarkers can indicate the higher or lower possibility of a future clinical event in the 

group of individuals that is being studied.  

 

A method of estimating time-to-event or survival models in order to examine the distribution of 

times between two events is Kaplan Meier (KM) estimate. ‘Time-to-event’ means the time from 

entry into a study until a subject has a particular outcome. The KM estimate is the simplest way 

of computing the survival over time in spite of all these difficulties associated with subjects or 

situations. [55] The “survival” term refers to the time from the beginning of a measurement until 

an event of interest happens, for example death. If a patient withdraws from a study, is lost to 

follow-up, or is alive without event occurrence at last follow-up, the KM estimate takes these 

data into account and these are called censored data.  

 

KM estimate is non-parametric and is used in survival analysis to analyze the data and to make 

comparisons between groups of participants, in our case splitting the patient cohort in two, using 

the log-rank test for hypothesis testing. The value of using the log-rank test is to assess whether 

the difference in survival between the two groups is statistically significant.  

 

KM estimates survival probability as a factor of time, based on the occurrences of the event of 

interest at each point when any events occur. More specifically, the survival probability (S) at a 

specific time point (tx) corresponds to:  

𝑆𝑡𝑥
=

𝐴𝑡0
− 𝐷𝑡𝑥

𝐴𝑡0
− 𝐶𝑡𝑥

 

Where: 

A: Alive subjects 

D: Deceased subjects 

C: Censored subjects 

 

The cumulative (or total) probability of survival until any time point corresponds to the product 

of all survival probabilities before that time. Importantly, the time point at which the cumulative 

survival probability is 50% is the median survival time.  
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The KM curve is an estimator used to estimate the survival function. The KM curve is the visual 

representation of a function that shows the probability of an event, for example survival, at a 

respective time interval. In Figure 2, there are two curves, one representing the samples with high 

miRNA quantities and one the samples with low miRNA quantities. The original cohort was split 

in two in order to explore if patients’ survival differs over time among the groups.  

 

 
Figure 2: A Kaplan-Meier curve example, Stratum 0: patient group that expresses low quantities of 

miRNA of interest. Stratum 1: patient group that expresses high quantities of miRNA of interest 

miRNAs appear to be in varying amounts in different health states/conditions, hence it is 

important to study them as potential indicators. More specifically, miRNAs are being found in 

different amounts in healthy and pathological conditions or in a pathological condition in the 

course of a disease, so numerous studies focus on assessing their usefulness as prognostic 

markers that could be associated with an event. 

 

Like all measurable indicators, miRNAs give us the opportunity to see if and which of them have 

the potential to act as prognostic biomarkers. Notably, the tissue-specific abundance of numerous 

miRNAs, their availability in body fluids, their stability against RNase digestion, and the various 

available methods enabling sensitive and inexpensive miRNA detection further support their 

study as biomarkers [56-59]. In light of the above, the involvement of miRNAs in several human 

diseases makes them potential diagnostic biomarkers, especially in cancer studies [57, 60]. Thus, 

numerous miRNA disease research tools have appeared [61, 62] and methods or database records 

to predict disease’s diagnostic and prognostic miRNA biomarkers are being developed [63-65].  

 

Ιn this thesis’s context, a tool for the assessment of prognostic capacity of miRNAs in sRNA-Seq 

data has been developed. It employs expression-based dichotomization of a given cohort and KM 

analysis for each miRNA. The prognostic assessment tool was experimentally tested using 2 

cancer datasets, assessing patient death (overall survival) as an event. 
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 Materials and Methods 

 Utilized Datasets 

 

Two sets were analyzed and utilized in this thesis. The first set was generated derived from 

chondrosarcoma tissues of 102 patients, while the second referred to Estrogen Receptor positive 

(ER+) or negative (ER-) female breast cancer patients. 

 

2.1.1 Chondrosarcoma Set 

 

These datasets are deposited in the Sequence Read Archive (SRA), which is the largest publicly 

available repository of high throughput sequencing data and are available through multiple cloud 

providers and NCBI servers. SRA Runs are simply a manifest of data files that are linked to a 

given sequencing library. Each SRA Experiment is a unique sequencing library (SRA archive 

file) for a specific sample. The reason that these SRA Runs were chosen as an example of small 

RNA-Seq data before using the TCGA data is that SRA Runs were publicly available, had 

survival information and had less restrictions than the TCGA. The selected data are from the 

study “Integrated molecular characterization of chondrosarcoma reveals critical determinants of 

disease progression” of Rémy Nicolle et al. (ERP111275) [66] and are sRNA-Seq data from 

human chondrosarcoma tissues, which is a type of bone cancer. Sequencing was performed on 

Illumina HiSeq 2000 high-throughput sequencing platforms. The relevant supplementary data 

were also retrieved to obtain survival information for each patient. The survival analysis event 

was “overall survival” (patients’ death) and the maximum follow-up time of patients 

(=max(time) months/12) was 14.91 years (max months 179).  

 

2.1.2 Breast Cancer Set 

 

The datasets for the Breast Cancer are sRNA-Seq data and their analysis was held by the 

DIANA-mAP tool [67] that automates the miRNA expression analysis steps that we did 

manually for the Chondrosarcoma dataset. These datasets’ samples are from patients with breast 

cancer (TCGA-BRCA) and a filtering was performed so that patients: 

1. were only female 

2. did not have any other cancer at the same time (no other malignancies) 

The two TCGA-BRCA datasets given for this application’s tests were manually divided, 

depending on whether the tumors were classified as ER+ or ER-. This separation is related to 

whether the tumor expresses the Estrogen Receptor, so it is receptive to a number of treatments 

and generally has a better prognosis, or not. The ER- samples were 223 and the ER+ 725. The 

longest follow-up patients’ time was 19.34 years (maximum days 7067) for ER negative, and 

18.59 years (maximum days 6796) for ER positive groups and the survival analysis event was 

overall survival. 

 

 Chondrosarcoma Set’s miRNA Expression Analysis 

 

All file processing and data analyses were held in a Linux OS environment, primarily using the R 

functional language (R version 3.6.3 (2020-02-29)). 
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2.2.1 Data Downloading 

 

Binarized versions (.sra extension) of raw .fastq sequencing result files were downloaded locally 

using the “prefetch” terminal command from SRA-toolkit (version X) and each Run’s ID. These 

Reads were distributed in 102 folders. Then, with the SRA-toolkit’s “fasterq-dump” command, 

these .sra files were converted to .fastq files, which is a human-readable and tool-parsable 

format. Specifically, in a .fastq file, each sequencing read consists of 4 lines. The first and third 

lines hold sequencing and metadata information, while the second and fourth lines store the 

generated sequence and the corresponding per-base quality scores, respectively.  

 

2.2.2 Quality Control 

 

For Illumina sequencing to take place, artificial sequences are attached-ligated to the selected 

biological fragments. These are PCR primers and adapter sequences, that enable each fragment 

to be amplified and attached to the Illumina flow cell, respectively. For accurate analysis, it is 

important to know if these artificial sequences have been sequenced along the biological 

fragments, and to remove them from the raw data. Additionally, an important step prior to 

analysis is the trimming of low-quality bases which usually appear at the 3’ of reads. Quality 

control is essential because data would have fewer duplicates and won’t have overrepresented 

sequences and overall data quality will be increased. 

 

By using the FASTQC suite [68], a series of metrics that do quality control checks on raw 

sequence data coming from high throughput sequencing pipelines are taken into account by 

giving as an input the .sra.fastq. Then, by checking the resulting .html file, we are interested in 

seeing in the section “Overrepresented sequences”. In the column “Possible source” we check if 

there is an adapter sequence in a relatively large percentage. In the chondrosarcoma dataset, no 

known adapter sequence was found. In order to identify the samples’ adapter, “minion” 

command was used to search for the 3' adapter without prior knowledge of its sequence. Minion 

expects FASTQ input, imports two million sequences by default and detects overrepresented 

sequences within the sequencing data. Minion’s output shows the 10 most represented 

sequences. Over-represented sequences from both FASTQC and Minion were checked against 

miRBase so that no miRNA sequences would be selected for removal. Then, the remaining 

candidate sequences were tested using “grep” command in the .fastq files and the non-standard  

ACGGGCTAATATTTATCGGTGGAGCACTCACATCTC adapter sequence was revealed at 

the 3’ of numerous reads. 

 

2.2.3 Adapter Trimming 

 

“Trim Galore” is a wrapper script to automate quality and adapter trimming. This tool trims the 

adapter sequence from the 3' end of all reads of the .fastq file and also can remove sequences if 

they become too short during the trimming process. By using “Trim galore” we obtained the 

final data that were used in this desertion.  

 

2.2.4 Bowtie  

 

After miRNA sequences’ trimming, a genome index was used to align the trimmed miRNA 

sequences. Indices allow the aligner to narrow down the potential origin of a query sequence 

within the genome, saving both time and memory and it is proposed to use molecular indices for 

all RNA-Seq experiments [69]. Indexing computational strategies are essentially used to speed 
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up mapping algorithms. In this thesis, “Bowtie” was used, which is a software package 

commonly used in bioinformatics for sequence alignment and sequence analysis and it uses the 

Burrows-Wheeler transform algorithm. Bowtie is an ultrafast, memory-efficient aligner designed 

to quickly align large sets of short reads to large genomes and a genome index bowtie-build can 

index reference genomes of any size.  

 

We created a genome index with the command “bowtie-build”. The genome index used was 

“GCA_000001405.15_GRCh38_no_alt_analysis_set” referring to the GRCh 38 human reference 

genome assembly that includes standard chromosomes and additional non-placed scaffolds. This 

index was during mapping-quantification by miRDeep (-p parameter in the “mapper” command 

of “mapper.pl”). 

 

2.2.5 Commands example for the first Run: 

prefetch ERR2820557 –output-directory .   # ERR2820557 is the first Run’s ID 

fasterq-dump -e 8 ERR2820557.sra -O .   # 8 threads 

fastqc ERR2820557.sra.fastq  

minion search-adapter -k 12 -do 5000000 -show 10 -i  ERR2820557.sra.fastq -

o ERR2820557.sra.fastq.minion 

trim_galore ERR2820557.sra.fastq -j 2 --quality 20 --phred33 –a 

ACGGGCTAATATTTATCGGTGGAGCACTCACATCTC --stringency 3 --

length 16 --max_length 28 --trim-n --dont_gzip --fastqc --output_dir . 

2.2.6 Mapper 

 

“Mapper.pl” is a miRDeep2 script for miRNA preprocessing data sequencing. More specifically, 

“mapper.pl” processes reads and/or maps them to the reference genome. The Bowtie-made 

genome index was provided as reference genome, while clean, .fastq files, pre-processed by 

Trim-galore, were used as main inputs. The output of the mapper module can directly be used for 

identification of known and novel miRNAs in the data, and for their quantification[70]. 

 

The parameters used in this command were the following: 

-e: input file is in fastq format 

-i: mapping will be performed against genome and mapper.pl will convert rna to dna alphabet 

-h: parsing will be to fasta format 

-l: mapper.pl will discard reads shorter than the 16 nts 

-m: same-sequence reads will be collapsed 

-p: bowtie-build genome index full path 
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2.2.7 Quantifier 

 

MiRNA’s quantification is accomplished with “quantifier.pl” which is a miRDeep2 script 

designed to give an overview of expressed miRNAs in the data. As input, “quantifier.pl” takes 

the files generated by “mapper.pl”. Also, files containing known miRBase mature and known 

miRBase precursor sequences in .fasta format have to be provided. These files can be 

downloaded from miRBase and then be unzipped with the “gunzip” command. 

 

The parameters used in this command were the following: 

 

-p: path pointing to miRBase-derived precursor sequences  

-m: path pointing to miRBase-derived mature sequences  

-r: files generated by “mapper.pl” 

-d: suppress production of supplementary .pdf files during run 

-W: read counts are weighed by their number of mappings 

-t: species code (human species is “hsa”) 

 

2.2.8 Data Sequencing Script 

 

Due to the large volume of data that was already being processed, a script was built to perform 

quantification, obtain metrics and prepare final quantification results in an automated manner. 

This R script contains of some functions that serve different purposes. Firstly, a function was 

created to run mapper and quantifier commands for all input files. Subsequently, a few functions 

were created in order to obtain metrics from .fastq files and from miRDeep2 results. Those 

functions’ output is a table showing read numbers from raw .fastq files to quantification results. 

Another function was made to match quantification results with survival information, while the 

final function that was created built a count matrix by merging files from each quantification run. 

This count matrix is suitable for the application’s input. 

 

 Application Development  

 

2.3.1 Input Data Tables 

 

The main survival analysis application was developed in R. Development took place in a Linux 

OS environment, however the application can work on any system running R (version 3.6) and 

the required packages, e.g. Windows or macOS. The main input are two data tables; one 

containing expression information and one containing time-to-event details. These inputs need to 

follow specific formats, as detailed below. 

 

2.3.1.1 Count matrix  

 

The count matrix must be a tab-delimited file containing expression values across all miRNAs 

and samples. Specifically, the first column (#miRNA) must contain unique miRNA names, while 

all following columns must contain the respective read counts from each individual dataset. The 

column names of the expression data must be unique sample identifiers. An example of the form 

of the count matrix is provides below in Figure 3. 
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Figure 3: The input count_matrix format 

 

2.3.1.2 Survival table 

 

The survival table is a three-column tab-delimited file. The first column, named “Run”, must 

contain unique experiment identifiers which must be the same as those provided in count matrix. 

The second column, “event_death”, is in binary format and informs if the event of interest has 

occurred or not for each patient/sample, with 0 meaning that the event did not happen within the 

monitoring time and 1 that it did. The last column, “overall_survival” is numeric and provides 

the elapsed time until the last follow-up (for cases where the event did not occur) or until the 

event occurrence (e.g. time of death). This information could be provided in any kind of time 

units (e.g. months, days). An example of the form of the survival table is given in the Figure 4 

below. 

 

 

 
Figure 4: The input survival table format 
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2.3.2 R Package requirements 

 

The main R package that was used in the application for fast and efficient table operations is 

“data.table”. Some additional packages used in the application are “optparse” (a command line 

option parser), “edgeR” (a package for differential expression analysis; utilized to normalize the 

reads to CPM – counts per million units), “matrixStats” (to produce sample quantiles 

corresponding to the given probabilities), “survival” (for survival analysis) and “ggfortify” (to 

enable estimation of confidence intervals in survival curves). More accurately, the “survival” 

package utilizes the input data to perform a survival analysis and specifically Kaplan Meier 

curve analysis while the log rank test is performed. 

 

2.3.3 Data Filtering 

 

A script was developed and incorporated in the application, which implements a filtering strategy 

to retain only miRNAs with sufficiently large counts for statistical analysis. Specifically, it keeps 

miRNAs with read counts above “count.cutoff” in at least “sample.percentage” samples. We set 

“count.cutoff” at 4 reads and “sample.percentage” at 75% (0.75) of total samples.  

 

2.3.4 Counts Per Million 

 

CPM (Counts per Million Reads Mapped) value is a useful descriptive measure for the 

expression level of a gene, making up an equal transcriptome composition for all reads. In the 

occasion of having two RNA-Seq samples with the same number of total reads (sequencing 

depth), if one sample has a larger transcriptome, a smaller proportion of the reads will pertain to 

that feature. For samples with the same qualitative transcriptome and sequenced at the same 

depth, if a subset of other shared features is more highly expressed in one sample, it will make up 

a larger proportion of the total read pool, leaving a lower proportion of the reads mapping to the 

test feature. Thus, with CPM value we divide by the total mapped reads and then bring the units 

up to a more convenient number with the multiplication by one million. More specifically, for a 

variable ri and for each feature i, CPM is the count of sequenced fragments mapping to the 

feature scaled by the total number of mapped reads (R) times one million. 

 

𝐶𝑃𝑀 =  
𝑟𝑖

𝑅
106

=  
𝑟𝑖

𝑅
106 

 

The CPM function in R is provided by the edgeR package. 

 

2.3.5 Cutoff – Threshold 

 

In order to define the high- and low-expression groups within the patient cohort, based on the 

expression of each miRNA, there is the need to define two thresholds, one upper and one lower. 

We use “quantile()” function of “matrixStats” package to generate the sample quantiles. A 

quantile Q is a point dividing the ranked set of n observations i (from smallest to largest) so that 

Q x n observations have value less that iQ. Using a lower and an upper threshold (default 

thresholds 0.25 and 0.75 respectively), each patient is characterized as belonging to the low-

expression group (encoded as 0), the high-expression group (encoded as 1) or in the grey zone in 

between (N/A value, not used in further analysis).  
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2.3.6 Optparse 

 

“Optparse” package, which provides a command line option parser, was used in this application 

so that users can determine the following arguments directly through a terminal call: the count 

matrix (count_matrix), the survival information matrix (event_info), the output directory 

(output_dir) where application results should be written and the upper (up_threshold) and lower 

threshold (down_threshold) of the user’s choice. The user can define all the aforementioned 

options using the arguments: 

 

-c or --count_matrix, for “count_matrix”, which accepts characters and has no default value 

-e or --event_info, for “event_info”, which accepts characters and has no default value  

-o or --output_dir, for “output_dir”, which accepts characters and uses the current directory as 

default 

-u or --up_threshold, for “up_threshold”, which accepts values from 0 to 1 (default value 0.75) 

-d or --down_threshold for “down_threshold”, which accepts values from 0 to 1 (default value 

0.25) 

 

2.3.7 Kaplan Meier and Log Rank Test  

 

We were interested in comparing the survival times between two populations. The Kaplan-Meier 

method is the most common way to estimate survival times and probabilities. It is a non-

parametric approach, independently described by Edward Kaplan and Paul Meier and conjointly 

published in 1958 in the Journal of the American Statistical Association, that results in a step 

function, where there is a step down each time an event occurs.  

 

We used “survdiff()” function from “survival” R package that tests statistical difference between 

the survival times. “Survdiff()” needs a survival-type object as an argument, created using 

“Surv()” function, also from “survival” R package. The first argument of the survival object is an 

event vector, the second argument is time (event occurrence or last follow-up) and an indicator 

vector for right-censoring is input as the third argument. Converted to our application’s vectors, 

survival object’s first argument is “overall_survival”, the second argument is “event_death” and 

the third is “type”. Basically, the event vector declares if the event happened for each patient, the 

time vector indicates the elapsed time and the indicator vector informs of the group (high 

miRNA expression or low) each patient belongs to. 

 

In order to compare survival curves of the two groups, the log-rank test is applied, which is a 

statistical hypothesis test that tests the null hypothesis (H0) that survival curves of two 

populations do not differ. The two hypotheses are: 

 

H0: h1(t) = h2(t) = … = hn(t), means that survival curves of two populations do not differ 

H1: hi(t0) ≠ hj(t0), means that survival curves of two populations differ 

 

hn : hypothesis 

t : observation time 

ti : times where the event was observed 

 

A certain probability distribution, namely a Chi-squared distribution, can be used to derive a p-

value. The Chi-squared distribution is a statistical method that is used to determine if two 

categorical variables have a significant correlation between them. P-values are used in statistical 

hypothesis testing to quantify statistical significance. 
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We used “pchisq()” function, which is a distribution function and returns the probability that a 

variable that follows the Chi-square distribution is smaller or equal to diff$chisq. The 

“diff$chisq” variable means that we selected every column in “diff” variable and used the Chi-

squared distribution. Function’s “pchisq()” result is the p-value which determines if a specific 

miRNA expression is statistically significant based on the survival event (patient’s death) and the 

event’s censored time.  

 

A result with p < 0.05 is usually considered significant. In this application when p < 0.05 a 

Kaplan Meier plot is made with the “autoplot” function. “autoplot()” function’s argument is a 

survfit object from “survfit()” function. “Survfit()” function computes an estimate of a survival 

curve for censored data using the Kaplan-Meier method. 

 

2.3.8 The central application function “run_surv” 

 

The main function is “run_surv” and its arguments are: 

i. onemir: one row of the survival table, containing read count data for one miRNA from all 

patients (samples) 

ii. mirna_name: the name of the miRNA that the function is running for 

iii. up_threshold: user-defined upper threshold 

iv. down_threshold: user-defined lower threshold 

The “run_surv” function uses the Cutoff – Threshold method (2.3.5) to categorize each 

sample/patient into “high” and “low” groups, based on the expression of one miRNA at a time. 

An example of the “surv_table” is in Figure 5: 

 

 

 
Figure 5: ‘Surv_table” 

 

Then, in a variable called “classif_txt” we store the full path that the application saved the 

individual for every miRNA files that contain the SRA IDs and the miRNA expression analysis 

“type”. After that, the log rank test and the Kaplan Meier method is applied (2.3.7) in order to 
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store, in the file “Kaplan_Meier_Plots”, the plots that occurred after the p-value was statistically 

significant. If the p-value was statistically significant, the “plot path" is determined, the plot is 

being created and saved to the above-mentioned “plot_path”. If the p-value is not statistically 

significant the plot path and the “classif_txt” variable get the value N/A.  

 

A data table is made with columns “mirna_name”, “plot_path” and “classif_txt” and stored in the 

“my_vector”, which will be returned after the “run_surv” function. 

 

2.3.9 Running the application 

 

The main application can run in the command line (terminal) of a Linux OS as shown below:  

 

Rscript KM_survival_opt.R -u .75 -d .25 -c counts.txt -e survival.txt -o 

output_folder 

With: 

KM_survival.R : being the application’s name 

-u .75: the upper threshold chosen is 0.75 

-d .25: the lower threshold chosen is 0.25 

-c counts.txt: being the count matrix in .txt format 

-e survival.txt: being the survival table in .txt format 

 

The application starts with parsing into R objects the user-provided arguments. Then folders 

miRNAs_classification and Kaplan_Meier_Plots are created in case they do not exist in the 

provided output directory. After that, the Data Filtering (2.3.3) and Counts Per Million (2.3.4) 

operations were applied to count matrix. 

 

The “run_surv” (2.2.8) function is executed consecutively with “lapply” for all miRNAs that 

pass the filtering criteria. The “lapply” function applies a function of our choice, in this case 

“run_surv”, over a list of vectors. “lapply’s” function results which is the “my_ vector” (2.2.8). 

 

Finally, the application sorts the lapply() results based on the lowest p-value and saves this result 

to selected output path. 

 

2.3.10 Output 

 

The application’s output is written in three folders: “/Kaplan_Meier_Plots/”, 

“/miRNAs_classification/” and “/survival_results/”.  

 

1. /Kaplan_Meier_Plots/ contains Kaplan Meier plots, in TIFF graphics format, for every 

miRNA that was considered to be statistically significant 

2. /miRNAs_classification/ contains tab-delimited files providing the classification of each 

sample into the low- or high-expression group, for each tested miRNA 

3. /survival_results/ contains a tab-delimited file showing for each tested miRNA, the 

respective log rank test p-value, the full path of the Kaplan Meier Plot (if applicable) and 

a full path towards the cohort dichotomization information 
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Figure 6: The application's workflow 

 

 Results and Discussion 

 Output Results 

 

During the application development, measurable results were produced (selected thresholds: 

upper threshold = 0.75, lower threshold = 0.25) and are discussed below. Since we had run 

individually for different datasets, we discuss firstly for each dataset one by one. In each 

dataset’s results we have also annotated whether low or high expression of each miRNA is 

positively associated with survival. 

 

3.1.1 Chondrosarcoma 

 

We had 196 significant miRNAs for the Chondrosarcoma dataset, that means that 196 miRNAs 

had p-value less than 0.05 and their log rank test was statistically significant. Below there is the 

table (Table 1) with the top 10 most statistically significant miRNAs for the Chondrosarcoma 

dataset. For 8 of the most significant miRNAs, low expression is in favor of survival, while for 2 

the opposite is true. 
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Table 1: 10 most statistically significant miRNAs in Chondrosarcoma dataset 

miRNA 
Expression in Favor 

of Survival 
p-value 

1. hsa-miR-17-5p Low 7,13E+08 

2. hsa-miR-664a-5p High 8,36E+08 

3. hsa-miR-218-5p Low 1,73E+09 

4. hsa-miR-130b-3p Low 1,97E+08 

5. hsa-miR-20a-5p Low 2,72E+09 

6. hsa-miR-93-5p Low 5,53E+09 

7. hsa-miR-140-3p Low 5,60E+09 

8. hsa-miR-23b-5p High 0.00011 

9. hsa-miR-660-5p Low 0.00013 

10. hsa-miR-501-5p Low 0.00014 

 

The Kaplan Meier plot for hsa-miR-17-5p is provided in Figure 7. As shown, patients with lower 

expression of this miRNA had better survival prognosis. Studies in hepatocellular carcinoma and 

pancreatic cancer have found that high expression of miR-17-5p is negatively correlated with 

overall survival and disease-free survival [71-73], therefore our results extend this finding also in 

Chondrosarcoma.  

 

 
Figure 7: Kaplan Meier curves of miR-17-5p in Chondrosarcoma. Stratum 0: patient group that 

expresses low quantities of miRNA of interest. Stratum 1: patient group that expresses high quantities of 

miRNA of interest 

 

The Kaplan Meier curve for miRNA hsa-miR-664a-5p is the Figure 8. This curve shows that 

higher expression of hsa-miR-664a-5p is associated with a chance of better survival. 
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Figure 8: Kaplan Meier curves of hsa-miR-664a-5p in Chondrosarcoma, Stratum 0: patient group that 

expresses low quantities of miRNA of interest. Stratum 1: patient group that expresses high quantities of 

miRNA of interest 

3.1.2 TCGA – Breast Cancer: ER- 

 

We had 11 significant miRNAs for the TCGA dataset of ER- breast cancer, that means that 11 

miRNAs had p-value less than 0.05 and their log rank test was statistically significant 11 

miRNAs that passed the log rank p-value threshold and were worthy of further statistical 

observation. Below we can see the Table 2 with their p-value and if the higher or the lower 

expression of them is in favor of survival prognosis. 8 of the miRNAs are highly expressed and 3 

of them are expressed in lower quantities. 
 

Table 2: 11 most statistically significant miRNAs in TCGA-BRC ER negative dataset 

miRNA 
Expression in Favor 

of Survival 
p-value 

1. hsa-miR-29c-3p high 0.00390 

2. hsa-miR-342-5p high 0.00663 

3. hsa-miR-148b-3p low 0.01377 

4. hsa-let-7i-3p high 0.01973 

5. hsa-miR-625-3p high 0.02160 

6. hsa-miR-320b high 0.03122 

7. hsa-miR-509-3p high 0.03283 

8. hsa-miR-629-3p high 0.03615 

9. hsa-let-7f-1-3p low 0.04207 

10. hsa-miR-370-3p high 0.04688 

11. hsa-miR-24-3p low 0.04998 
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miRNA’s hsa-miR-29c-3p Kaplan Meier curve is presented below and it could be interpreted 

with the following sentences. We could predict that an ER- breast cancer patient could have 

better chance of surviving if hsa-miR-29c-3p is found in higher quantities. Also, we could 

observe that in this plot the confidence intervals for the higher and lower miRNA quantity are 

overlapping, leading us to be unsure if hsa-miR-29c-3p could be a possible biomarker. There are 

no studies directly confirming or rejecting our application’s results when it comes to hsa-miR-

29c-3p. There is a study mentioning that the specific miRNA’s expression is decreased along 

disease progression of breast cancers, however, it is not specific on 3p or 5p and there is no 

mention of ER status consideration [74]. Another study on miR-29c focuses on its therapeutic 

role and not on the one as a prognostic biomarker [75]. 

 

 
Figure 9: Kaplan Meier curves of hsa-miR-29c-3p in Breast Cancer, ER- subtype, Stratum 0: patient 

group that expresses low quantities of miRNA of interest. Stratum 1: patient group that expresses high 

quantities of miRNA of interest 

 

An example of a miRNA, where its lower quantity is associated with a better survival chance in 

ER- breast cancer is hsa-miR-148b-3p. Below in Figure 10, we can observe its Kaplan Meier 

curves. Again, the confidence intervals are overlapping, though in this case, we cannot say from 

the overlapping alone that this miRNA could not be a possible biomarker. 
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3.1.3 TCGA – Breast Cancer: ER+ 

 

There were 94 significant miRNAs for the TCGA dataset of breast cancer with ER+, that means 

that 94 miRNAs had p-value less than 0.05 and their log rank test was statistically significant. In 

Table 3, there are 10 miRNAs with the higher p-value score. 

 
Table 3: 10 most statistically significant miRNAs in TCGA-BRC ER positive dataset 

miRNA 
Expression in Favor 

of Survival 
p-value 

1. hsa-miR-874-3p Low 4,83E+07 

2. hsa-miR-6511a-3p Low 2,50E+08 

3. hsa-miR-328-3p Low 2,09E+09 

4. hsa-miR-3127-5p Low 3,30E+09 

5. hsa-miR-484 Low 4,55E+09 

6. hsa-miR-574-5p Low 4,85E+09 

7. hsa-miR-99b-5p Low 7,05E+09 

8. hsa-miR-99b-3p Low 0.00010 

9. hsa-miR-4510 High 0.00014 

10. hsa-miR-125a-5p Low 0.00017 

 

9 of the most significant miRNAs are found in lower quantities could possibly predict a better 

survival expectancy and 1 of them in higher quantities.  
 

Figure 10: Kaplan Meier curves of hsa-miR-148b-3p in Breast Cancer, ER- subtype, Stratum 0: patient 

group that expresses low quantities of miRNA of interest. Stratum 1: patient group that expresses high 

quantities of miRNA of interest 
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miRNA’s hsa-miR-874-3p Kaplan Meier curve is the one stated below. It shows that patients 

with lower expression of this miRNA could have a better chance of surviving. But the 

confidence intervals are overlapping at some point, so it is unsure if hsa-miR-874-3p could be a 

robust biomarker. A study found that the expression level of miR-874 is down-regulated in breast 

cancer in comparison with adjacent normal tissue [76]. This study indicates that miR-874 is 

probably higher in normal tissue; however, our findings are that among patient tissue in ER+, 

higher means worse survival. 
  

 
Figure 11: Kaplan Meier curves of hsa-miR-874-3p in Breast Cancer, ER+ subtype, Stratum 0: patient 

group that expresses low quantities of miRNA of interest. Stratum 1: patient group that expresses high 

quantities of miRNA of interest  

 

On the contrary, when miRNA hsa-miR-4510 is found in higher quantities the patients that 

exhibit better survival. MiRNA’s hsa-miR-4510 Kaplan Meier curve is shown in Figure 12. 
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Figure 12: Kaplan Meier curves of hsa-miR-4510 in Breast Cancer, ER+ subtype, Stratum 0: patient 

group that expresses low quantities of miRNA of interest. Stratum 1: patient group that expresses high 

quantities of miRNA of interest  

 

3.1.4 Comparison of findings between ER+ and ER- breast cancer patients 

 

In the two TCGA-BRCA datasets, there are some miRNAs that are common. In the following 

Venn Diagram, Figure 13, we could see that from the 11 statistically significant miRNAs in the 

breast cancer with ER- dataset and from the 94 most statistically significant miRNAs in the 

breast cancer with ER+ dataset there are 2 common miRNAs: hsa-miR-509-3p and hsa-miR-

148b-3p.  

 

 
Figure 13: Venn Diagram of the application’s results with breast cancer with ER- dataset and with breast 

cancer with ER+ dataset 

 

In Table 4, the p-values of the two common miRNAs in the two datasets are shown. 
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Table 4: The common miRNAs from the application’s results with breast cancer with ER- dataset and 

with breast cancer with ER+ dataset 

miRNA 

Expression in Favor of 

Survival p-value Dataset 

hsa-miR-148b-3p Low 0.01377 Breast Cancer: ER- 

hsa-miR-148b-3p Low 0.00352 Breast Cancer: ER+ 

hsa-miR-509-3p High 0.03283 Breast Cancer: ER- 

hsa-miR-509-3p Low 0.01004 Breast Cancer: ER+ 

 

miR-509-3p depending on the ER status, changes its correlation with survival positively or 

negatively. More specifically, we observe that when miR-509-3p is highly expressed in breast 

cancer patients with ER- there could be a lower risk of them passing away. On the contrary, in 

breast cancer patients with ER+ if miR-509-3p is in lower quantities, the patient is more likely to 

survive. There is a possibility that the ER status plays a crucial role for this miRNA. to our 

knowledge, no study specifically assessing the association of ER status with miR-509-3p 

expression and the potential mechanisms involved. 

 

Previously, it was reported that miR-509-3p functions as a tumor suppressor, potentially serving 

prominent roles in the development of various types of cancer, including breast cancer [77]. 

However, although there is a large body of research, the functions of miR-509-3p require further 

investigation [78]. 

 

When miR-148b-3p is expressed in lower quantities in breast cancer patients it could lead to 

better survival prognosis in both ER+ and ER- status. That could possibly mean that miR-148b-

3p could be used for survival analysis of both ER positive and negative status. The prognostic 

role of miR-148-3p breast cancer tissue expression regardless of ER status has also been 

confirmed before by Dai et al. [79]. Interestingly, in another study, miR-148b-3p serum levels 

were found significantly lower in breast cancer patients than in disease-free controls. In other 

words, the opposite expression of this miRNA in serum is a potential diagnostic biomarker for 

breast cancer.   
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 Conclusions 
 

Within this thesis, an application for survival analysis utilizing the abundance of miRNAs was 

developed. It uses a sRNA-Seq count matrix and an event information table to perform 

dichotomization of a cohort of interest based on miRNA expression and to provide as output 

Kaplan Meier curves and statistics metrics of the dichotomization significance. This application 

is easy to use and could be also used for other data types (e.g. gene expression count matrix), 

without or with minimal changes to its code. The application was tested using overall survival as 

an event of interest, however any other event that is observed in the course of time could also be 

used instead.  

 

A number of limitations in our application currently exist. From a technical standpoint, the 

developed scripts have not been set to perform error handling and output informative messages 

to users if they provide wrong arguments. For example, the application should check the validity 

of the given output path and place a “/” if needed. Also, the formatting of the input tables is not 

checked for consistency when they are loaded as objects in R environment. 

Furthermore, a number of changes could be made in the main function of the application. We 

could enable users to also perform univariate or multivariate Cox proportional hazards 

regression. Cox regression is a method for investigating the effect of several variables upon the 

time a specified event happens, and could be used to inspect miRNA expression together with 

other variables, such as age. Also, a method to inspect the 95% confidence intervals of the 

produced Kaplan Meier curves and report instances that overlap the less would be a useful 

addition to our application. 

 

miRNAs, as well as many other indicators, are studied on a large scale, with robust high 

throughput analysis methods to examine their role as potential prognostic biomarkers. This 

application was developed and tested on miRNAs using cancer tissue samples to inspect the 

miRNAs function as possible overall survival indicators. As a case study, our application was 

used to highlight a number of miRNAs with potential prognostic roles in Chondrosarcoma, ER+ 

and ER- breast cancer. 
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