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ΠΕΡΙΛΗΨΗ 

Η μετά-ανάλυση αποτελεί μία ισχυρή και ευρέως διαδεδομένη τεχνική στατιστικής 

ανάλυσης και επεξεργασίας ευρημάτων από διαφορετικές έρευνες και συμβάλλει στη 

λήψη αποφάσεων στην αποδεικτική ιατρική. Ωστόσο, η πιθανότητα δημοσίευσης μίας 

έρευνας από ένα επιστημονικό περιοδικό συνδέεται συχνά με τη στατιστική 

σημαντικότητα των αποτελεσμάτων της. Πιο σημαντικά ευρήματα είναι πιθανότερο να 

δημοσιευτούν, προκαλώντας έτσι το λεγόμενο “σφάλμα δημοσίευσης” στη μετά-ανάλυση 

δημοσιευμένων μελετών. Το σφάλμα δημοσίευσης είναι ένα σοβαρό πρόβλημα των 

συστηματικών ανασκοπήσεων και των μετά-αναλύσεων που μπορεί να επηρεάσει την 

εγκυρότητα και την γενίκευση των συμπερασμάτων. Ο εντοπισμός του συγκεκριμένου 

σφάλματος είναι μία κρίσιμη διαδικασία καθώς, στην περίπτωση που αγνοηθεί, μπορεί 

να οδηγήσει σε λανθασμένα συμπεράσματα των συστηματικών ανασκοπήσεων. 

Στην παρούσα εργασία γίνεται έρευνα των μεθόδων εντοπισμού του σφάλματος 

δημοσίευσης σε δημοσιεύσεις και στην παγκόσμια βιβλιογραφία. Γίνεται αναζήτηση σε 

βάσεις δεδομένων όπως PubMed και NCBI (https://pubmed.ncbi.nlm.nih.gov/), Cochrane library 

(https://www.cochranelibrary.com/), ScienceDirect (https://www.sciencedirect.com/), JAMA 

(https://jamanetwork.com/journals/jama) καθώς και στη μηχανή αναζήτησης Google 

(https://www.google.gr/). 

Από την έρευνα προέκυψαν απόψεις σχετικές με την διαχείριση του σφάλματος 

δημοσίευσης, οι οποίες μπορούν να διακριθούν σε 2 κατηγορίες: σε εκείνες που 

βασίζονται στη μελέτη του γραφήματος “χωνί” και στα μοντέλα επιλογής. Γίνεται 

παρουσίαση των μεθόδων της κάθε κατηγορίας, παρουσιάζονται τα αποτελέσματα τους 

και ακολουθεί συζήτηση. 

 

Λέξεις κλειδιά: Μετά-ανάλυση, σφάλμα δημοσίευσης, γράφημα χωνί, μοντέλα επιλογής, 

γραμμική παλινδρόμηση, συσχέτιση κατάταξης. 
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ABSTRACT 

Meta-analysis has become a powerful and widely used tool to integrate findings 

from different studies and inform decision making in evidence-based medicine. However, 

the chance of a study being published by a scientific journal is frequently associated with 

the statistical significance of its results: more significant findings are more likely to be 

published, causing publication bias in meta-analysis of published studies. Publication bias 

is a serious problem in systematic reviews and meta-analyses, which can affect the validity 

and generalization of conclusions. Detecting publication bias is a critical problem because 

such bias may lead to incorrect conclusions of systematic reviews. 

In this study we looked for methods that detect publication bias in international 

literature. A search has been made in databases like PubMed and NCBI 

(https://pubmed.ncbi.nlm.nih.gov/), Cochrane library (https://www.cochranelibrary.com/), 

ScienceDirect (https://www.sciencedirect.com/), JAMA (https://jamanetwork.com/journals/jama) as 

well as in search engines like Google (https://www.google.gr/)  

Currently, approaches to dealing with publication bias can be distinguished into two 

categories: funnel-plot-based methods and selection models. For each category, the main 

methods are presented followed by a discussion about their results. 

 

Keywords: Meta-analysis, publication bias, funnel plot, selection models, linear regression, 

rank correlation. 
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A. INTRODUCTION 

A randomized controlled trial (RCT) compares a treated group with a control group 

in a parallel group study design. Often, for specific comparison between two treatments, 

multiple clinical trials are conducted for the same outcome. However, the study results are 

never completely homogenous and it is difficult to make inferences regarding the 

effectiveness and safety of the treatment. Usually, based on the results, is hard to draw a 

safe conclusion regarding the effectiveness of a specific treatment. We need to provide an 

overall estimate that shows the magnitude of effectiveness [1]. 

Similarly, genetic association studies (GAS) assess the association between disease 

status and genetic variants (gene polymorphisms) in a population and often, for specific 

disease, multiple GAS are conducted for the same variant. However, the study results are 

never completely homogenous and it is difficult to make inferences whether a variant is 

responsible for developing the disease [1]. 

In cases like these, meta-analysis can play a role. Meta-analysis is a technique that 

allows us: 

i. to estimate the overall (pooled) difference between two treatments for a 

specific outcome after synthesizing the outcomes of multiple trials, 

ii. to explore the sources of heterogeneity across studies and 

iii. to investigate the existence of publication bias [1]. 

The pooled estimate of treatment difference can be systematically influenced by 

the selection of studies for inclusion in the meta-analysis. Then, in the meta-analysis, bias 

may be introduced in two different ways [1]: 

a. by including studies which have themselves produced biased estimates of the 

treatment difference. This bias can be due to methodological flaws (such as 

inappropriate allocation of patients to treatment groups), 

b. by excluding eligible studies because the relevant data are not available. This is 

the publication bias which is introduced when the meta-analysis is restricted to 

the synthesis of results obtained only from trials which have been published. 

The earliest study providing evidence of publication bias of which we are aware was 

performed in 1959 [2]. Sterling reviewed four prominent psychology journals and found 

that, of the articles reporting results involving hypothesis testing, more than 95% reported 

statistically significant (“positive”) findings. Dr. Sterling updated his study in 1988 and 

reviewed the same four psychology journals and four medical journals, for 1986 and 1987. 

There was little indication that the situation had changed in the psychology journals over 

the 40-year period covered, with about 95% of the articles that performed hypothesis 

testing reporting statistically significant results. The situation in the medical journals was 

found to be very similar, with about 85% of the articles reporting statistically significant 

results. Although it is possible that 85% to 95% of all studies undertaken have results that 

reject a prior null hypothesis (H0), this possibility seems remote. Since Sterling’s original 

report, evidence has accumulated to show that studies reaching publication are a select 

sample of all studies conducted [3, 4]. 
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Another evidence of publication bias with respect to clinical trials was reported in a 

study by John Simes [5]. He compared the results of two separate meta-analyses of 

chemotherapy clinical trials: one meta-analysis used only data from studies that had been 

published, and the other used data from studies listed in a cancer trials registry, some of 

which had never been reported. Simes found that when just published trials were 

considered, use of a combined chemotherapeutic regimen for ovarian cancer was 

statistically significantly superior to use of a single alkylating agent. When the results of all 

registered trials were considered, however, including those that remained unpublished, no 

statistically significant advantage of the combination chemotherapy was observed [6]. 

In another study [7], authors of published reports of randomized trials were 

surveyed to learn which other trials they had performed, the results of these trials, and 

their publication status. Fifty-five percent of the published trials, compared with only 15% 

of the unpublished trials, had statistically significant results favoring a new therapy. Most 

of the unpublished trials had not detected any differences between treatments (44%) or 

had only shown a trend that had not achieved “statistical significance” (35%). 

Since the 1990s, there has been a growing awareness that publication bias 

represents a major threat to the validity of conclusions from medical research [8]. In 2005, 

the International Committee of Medical Journal Editors introduced the requirement of a 

prospective trial registration in a public registry as a condition for publication [9]. The 

seventh revision of the Declaration of Helsinki adopted by the World Medical Association 

in 2008 contained the requirement of a prospective registration of clinical trials and called 

disclosure of all results an author’s duty [10]. It is unclear how these initiatives affected the 

level of research underreporting in the medical literature. 

Often, the decision to submit or accept a paper for publication in a journal with the 

results of a trial, is influenced by the significance of results. For example, studies with 

statistically significant effects and positive treatment outcomes are more likely to be 

published [11, 12], resulting in a biased estimate of the effect of treatment in the meta-

analysis. Both the decision to submit a study for publication and the probability that a 

journal will accept it for publication are associated with the study results [13]. In practice, 

the studies which are less likely to appear in the published literature tend to be the less 

conclusive ones (because of smaller sample sizes or less statistical precision) or those 

where the treatment effect is small. Although searching for relevant unpublished studies is 

important and may sometimes alleviate publication bias, identifying such studies may be 

difficult [14]. Hence, we need methods to detect publication bias, based on the data in the 

available studies. 
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B. METHODS 

Currently, approaches to dealing with publication bias can be distinguished into two 

categories: funnel-plot-based methods and selection models [15]. 

On the first category of approaches to detecting publication bias is based on a 

funnel plot, which usually presents effect sizes plotted against their standard errors or 

precisions (the inverse of standard errors) [11, 16, 17]. In the presence of publication bias, 

the funnel plot is expected to be skewed. One may intuitively assess publication bias by 

examining the asymmetry of the funnel plot; however, the visual examination is usually 

subjective. Various statistical tests have been proposed for publication bias in the funnel 

plot, such as Begg’s rank test [13] and Egger’s regression test [18] and its extensions [14, 

20, 21, 22]. The rank test examines the correlation between the effect sizes and their 

corresponding sampling variances; a strong correlation implies publication bias. Egger’s 

test regresses the standardized effect sizes on their precisions; in the absence of 

publication bias, the regression intercept is expected to be zero. Note that this regression 

is equivalent to a weighted regression of the effect sizes on their standard errors, weighted 

by the inverse of their variances; the weighted regression’s slope, instead of the intercept, 

is expected to be zero in the absence of publication bias [20]. The weighted regression 

version of the test is popular among meta-analysts, probably because it directly links the 

effect sizes to their standard errors without the standardization process. In addition, 

another attractive method is the trim and fill method, which not only tests for publication 

bias but also adjusts the estimated overall effect size [23,24]. Although these publication 

bias tests have been widely used in meta-analysis applications, they may suffer from 

inflated type I error rate or poor power in certain simulation settings [22, 25, 26, 28, 29]. 

The second category of methods for publication bias is based on selection models. 

These approaches typically use the weighted distribution theory to model the selection 

(i.e., publication) process and develop estimation procedures that account for the selection 

process [30, 31, 32, 33, 34]. The selection models are usually complicated, limiting their 

applicability. Moreover, they incorporate weight functions in order to correct publication 

bias, but strong and largely untestable assumptions are often made [34]. Therefore, the 

validity of their adjusted results may be doubtful, and these methods are usually employed 

as sensitivity analysis. 

Besides detecting publication bias using selection models and funnel-plot-based 

methods, it is also important to quantify publication bias using measures that permit 

comparisons between different meta-analyses. A candidate measure is the intercept of the 

regression test [18]. However, as a measure of asymmetry of the collected study results, 

the regression intercept lacks a clear interpretation; for example, it is difficult to provide a 

range guideline to determine mild, moderate, or substantial publication bias based on the 

regression intercept. Due to this limitation, meta-analysts usually report the p-value of 

Egger’s regression test, but not the magnitude of the intercept. 

The commonly used quantitative methods rely on the assumption that publication 

bias is one of the key reasons for an association between an effect estimate and its measure 
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of precision; thus, all the commonly reported methods (e.g., Egger’s and Peter’s regression 

tests) are statistical tests of this association. Although these methods do not detect 

publication bias per se, they aim to detect the presence of this association (between effect 

estimate and precision) also known as study asymmetry in the funnel plot [25]. All these 

methods depend on p-value thresholds (usually <0.1) of a statistical test to define the 

presence of asymmetry; thus, they also depend on the number of studies included in the 

meta-analysis. 

Funnel plot: 

The funnel plots are a commonly used graphical method to detect publication bias. 

Funnel plots are scatter plots of the effect estimates of each study against some measure 

of precision. In the absence of publication bias, it is expected that these plots will resemble 

a symmetrical inverted funnel where smaller studies will scatter widely at the bottom of 

the plot (because of random variation), with the spread narrowing with increasing size of 

the study and thus its precision. However, the use of the funnel plot for the evaluation of 

publication bias related asymmetry is often subjective, as it involves a personal 

interpretation of how the studies are scattered in the plot, without an objective or 

quantitative measure. As such, several P value-driven statistical methods have been 

developed to complement the funnel plot in detecting publication bias [18, 21, 22, 13]. 

The name “funnel plot” arises from the fact that precision of the estimated 

intervention effect increases as the size of the study increases. Effect estimates from small 

studies will therefore scatter more widely at the bottom of the graph, with the spread 

narrowing among larger studies. In the absence of bias, the plot should approximately 

resemble a symmetrical (inverted) funnel. This is illustrated in Figure 1, in which the effect 

estimates in the larger studies are close to the true intervention odds ratio of 0.4. 

Figure 1: Symmetrical plot in the absence of bias 
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If there is bias, for example because smaller studies without statistically significant 

effects (shown as open circles in Figure 1) remain unpublished, this will lead to an 

asymmetrical appearance of the funnel plot with a gap in a bottom corner of the graph 

(Figure 2). In this situation the effect calculated in a meta-analysis will tend to overestimate 

the intervention effect [18, 35]. The more pronounced the asymmetry, the more likely it is 

that the amount of bias will be substantial. 

Figure 2: Asymmetrical plot in the presence of reporting bias 

Funnel plots were first used in educational research and psychology, with effect 

estimates plotted against total sample size [11]. It is now usually recommended that the 

standard error of the intervention effect estimate be plotted, rather than the total sample 

size, on the vertical axis [16]. This is because statistical power of a trial is determined by 

factors in addition to sample size, such as the number of participants experiencing the 

event for dichotomous outcomes, and the standard deviation of responses for continuous 

outcomes. For example, a study with 100,000 participants and 10 events is less likely to 

show a statistically significant intervention effect than a study with 1000 participants and 

100 events. The standard error summarizes these other factors. Plotting standard errors on 

a reversed scale places the larger, or most powerful, studies towards the top of the plot. 

Another potential advantage of using standard errors is that a simple triangular region can 

be plotted, within which 95% of studies would be expected to lie in the absence of both 

biases and heterogeneity. Funnel plots of effect estimates against their standard errors (on 

a reversed scale) can be created using proper software (e.g., RevMan). A triangular 95% 

confidence region based on a fixed-effect meta-analysis can be included in the plot, and 

different plotting symbols allow studies in different subgroups to be identified [36]. 

Publication bias need not lead to asymmetry in funnel plots. In the absence of any 

intervention effect, selective publication based on the p-value alone will lead to a 

symmetrical funnel plot in which studies on the extreme left or right are more likely to be 

published than those in the middle. This could bias the estimated between-study 

heterogeneity variance [36]. 

Ratio measures of intervention effect (such as odds ratios and risk ratios) should be 

plotted on a logarithmic scale. This ensures that effects of the same magnitude but 

opposite directions (for example odds ratios of 0.5 and 2) are equidistant from 1.0. For 

outcomes measured on a continuous (numerical) scale (e.g., blood pressure, depression 

score) intervention effects are measured as mean differences or standardized mean 
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differences, which should therefore be used as the horizontal axis in funnel plots. So far as 

we are aware, no empirical investigations have examined choice of axes for funnel plots for 

continuous outcomes. For mean differences, the standard error is approximately 

proportional to the inverse of the square root of the number of participants, and therefore 

seems an uncontroversial choice for the vertical axis [36]. 

A test for funnel plot asymmetry (small study effects) formally examines whether 

the association between estimated intervention effects and a measure of study size (such 

as the standard error of the intervention effect) is greater than might be expected to occur 

by chance. For outcomes measured on a continuous (numerical) scale this is reasonably 

straightforward. Using an approach proposed by Egger et al. [18], we can perform a linear 

regression of the intervention effect estimates on their standard errors, weighting by 

1/(variance of the intervention effect estimate). This looks for a straight-line relationship 

between intervention effect and its standard error. Under the null hypothesis of no small 

study effects (e.g., in Figure 1) such a line would be vertical. The greater the association 

between intervention effect and standard error (e.g., in Figure 2), the more the slope would 

move away from vertical. Note that the weighting is important to ensure the regression 

estimates are not dominated by the smaller studies. 

In particular, a regression line is fitted: yi=a+bxi, for i=1,2,…,n where n is the number 

of studies, yi is the standardized estimate of θi (θi = ln(ORi), 𝑦𝑖 = 𝜃𝑖√𝑤𝑖, 𝑤𝑖 =
1

𝑣𝑖
, vi=var(θi)) 

and xi is the precision (𝑥𝑖 = √𝑤𝑖). 

A test of publication bias would be a test whether the intercept a is equal to zero. 

The intercept a and slope b can be obtained by performing a typical least-squares 

regression of 𝑦𝑖 = 𝜃𝑖√𝑤𝑖 , on 𝑥𝑖 = √𝑤𝑖) (using SPSS). Then, in testing whether the intercept 

a is zero (0), the statistic 𝑡 =
𝑎

𝑆𝐸(𝑎)
 is compared against the 5% point of the t-distribution 

with n-1 df. Thus, if t is less than the 5% point of the t-distribution with n-1 df, there is no 

indication of publication bias [1]. 

Begg's rank correlation method [37, 13] uses Kendall's test to evaluate the 

association between the standardized effect estimates (Τi*) and their variance of the 

treatment effect (vi). Define the standardized effect sizes of k studies to be combined to 

be: 

where i is the ith study and the usual fixed-effect estimate of the pooled effect is: 

and     : 
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the variance of . 

The test is based on deriving a rank correlation between Ti* and , achieved by 

comparing the ranks of the two quantities. Having assigned each Ti* and  a rank 

(largest value gets rank 1 and so on), it is then necessary to evaluate all k(k-1)/2 possible 

pairs of the k studies. Defining the number of all possible pairings in which one factor is 

ranked in the same order as the other as P, (that is the ranks of both Ti* and are higher or 

lower for one study compared to the other) and the number in which the ordering is 

reversed as Q, (that is the rank of Ti* is higher than that of the paired study while 

the rank of is lower, or vice versa). A normalized test statistic is obtained by calculating the 

quantity: 

which is the normalized Kendall rank correlation test statistic and can be compared to the 

standardized normal distribution. Any effect-size scale can be used as long as it is assumed 

distributed asymptotic normal. Thus, if Z is less than the 5% point of the normal distribution 

with n-1 df, there is no indication of publication bias [14]. 

Selection models: 

Various selection models proposed for the modelling of publication bias in meta-

analysis. They are arranged broadly in order of sophistication, starting with the simplest 

models. Latter sections describe Bayesian methodology to implement weight functions. 

These methods often use weight functions defined previously from a classical perspective. 

Although the Bayesian methods are often more difficult to implement, they do have 

advantages over their classical counterparts [38]. 

The simple model of Hedges [39, 40] follows on from work conducted by Lane and 

Dunlap [41] who carried out a simulation to investigate the degree to which an effect size 

is over-estimated when only statistically significant results are considered. Hedges 

dichotomized studies into those in which significant results, defined by some prespecified 

level of a (taken as 0.05), were obtained and hence published, and those which produced 

non-significant results and were not published. 

Only a fixed effect meta-analysis of continuous outcomes using the standardized 

mean difference scale was considered. In some instances, e.g., where relevant studies have 

been identified and reports retrieved, but effect sizes are not reported if outcome 

measures are not significant, this model may be realistic. If a less stringent censoring rule 

is present, implying some non-significant results have been obtained, this model can still 

be used, but the effect size must be calculated using just the results from the significant 

studies. 
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The weight function takes the value 1 if the test is significant (at the 5% or any other 

specified level), and 0 otherwise for each study in the meta-analysis [37, 39]: 

where  is the critical value of the a-level test for the study and v is the standard 
error of the studies’ effect size. This weight function is represented graphically in Figure 3: 

Figure 3: Simple weight function proposed by Hedges 

Estimation of model parameters for this model, based on a vote counting approach 

is initially presented [40]. It treats positive and negative results as independent realizations 

of a Bernoulli process and the adjusted treatment effect can be estimated using a 

modification of binomial theory [39, 40]. However, this method is limited in its application 

because it is only valid when a relatively large number of studies exist, and which are all 

approximately the same size. Due to these drawbacks, Hedges considers this approach as 

most useful for providing quick approximate estimates rather than serving as the analytic 

tool for definitive analysis [39]. 

A further technical examination of the problem of interpreting the sample mean 

and variance from a normal distribution when they are reported conditional upon rejection 

of the hypothesis that the mean is zero is provided by Hedges [42]. This method has been 

described as appealing when most of all the published studies are significant, and 

inappropriate if most of the studies are non-significant [3]. The method is strongly 

dependent on the nature of the distribution of the p-values in the range 0.00 to 0.05, and 

accuracy is open to question. The assumption that all non-published results have a mean 

effect of zero has been considered too simplistic [43] as there is evidence to suggest that 

the mean is displaced in the direction of the mean of the published studies. An attempt to 

address this limitation has been made by trying to estimate the mean effect size in the 

population of all studies, both published and unpublished [43]. 

Champney [44] considered the same situation as Hedges, where it is assumed, all 

studies reporting significant results are published and all studies with non-significant 

results are not. Champney extends Hedges work by developing a method of adjustment 

which is based on a random effects model [45]. Maximum likelihood estimates are derived 
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using both grids searching techniques and the EM algorithm [46]. This work suggests that 

publication bias may have substantial effects on estimation of the between-study variance 

even when the estimate of the mean is not strongly affected [43, 39, 40]. 

Iyengar and Greenhouse [43] expand on the model of Hedges by presenting more 

sophisticated study censoring schemes. Two different families of weight functions are 

discussed: 

In both cases, P(|Τ0| ≥ t(q,0.05)) = 0.05, where T0, has a central t-distribution with q 

degrees of freedom. Both these functions imply that all studies statistically significant at 

the 0.05 level will be published as the weight functions will take the value one over these 

values. When β and γ are zero, the weight functions indicate no selection bias, and they 

approach the weight function of Hedges w(x) as β and γ approach infinity [39]. 

Rust et al. [47] describes a weight function for estimating publication bias based on 

a measure of effect size, rather than the statistical significance of the associated p-value 

used in all the models described above. This paper has largely been ignored by other 

researchers in the medical meta-analysis field, perhaps due to the economic context in 

which it was published, although the model developed is generalizable to the treatment 

estimates found in medicine and other related disciplines [38]. The model assumes that 

publication bias involves a fixed censorship threshold, beyond which no censorship occurs. 

This censorship threshold is estimated in the model rather than specified a priori. This 

implies that if the reported effect size is greater than the threshold value then the 

probability of publication is one, and when it is smaller than the threshold the probability 

of publication is a fixed value, which is estimated from the model, together with the other 

model parameters, via maximum likelihood methods. A limitation of this model is that the 

method as proposed does not adjust for differences in the sample size across the studies, 

however, the authors note that this would be relatively easy to incorporate. 

Weight functions are implemented from a Bayesian perspective: 

Bayesian methods can be considered as an alternative to the classical approach to 

statistical analysis. The name originates from the Reverend Thomas Bayes (1702–1761), 

who in papers published posthumously [48], outlined a different system for making 

statements regarding probabilities and random phenomena. At the heart of this alternative 

system was an equation which forms the basis of all modern Bayesian theory. This is now 

commonly referred to as Bayes’ theorem. Bayesian methods have become more frequently 

used in several areas of healthcare research, including meta-analysis, over the last few 

years [49, 50]. Though much of this increase in their use has been directly because of 

advances in computational methods, it has also been partly due to their more appealing 
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nature and specifically the fact that they overcome some of the difficulties encountered by 

other methods traditionally used. 

The Bayesian approach can be summarized as follows: opinions are expressed in 

probabilities, data are collected, and these data change the prior probabilities, through the 

operation of Bayes’ theorem, to yield posterior probabilities [51]. Opinions are expressed 

in probabilities which implies that the subjective beliefs of the researchers (or possibly 

experts from the field/panel consensus), prior to conducting the analysis, form the starting 

point for the analysis. These prior beliefs are than combined with the data, in the form of 

a likelihood function, to produce a posterior distribution, which takes both subjective and 

objective evidence into account. It is in the incorporation of subjective beliefs that the 

Bayesian approach differs greatest from the classical viewpoint, which only considers 

objective evidence. However, another key difference between the Bayesian and Classical 

approach is the role that the likelihood function plays. In the classical approach, the 

likelihood function defines the support for various values of the parameter of interest, 

conditional upon the observed data. In the Bayesian approach since both the data and 

model parameters are considered random, the conditioning may be reversed, and thus the 

Bayesian considers the likelihood function to measure the plausibility of the observed data 

condition upon the parameters of the model [52]. 

Several approaches which assess publication bias in meta-analysis using methods 

other than adjustment via the use of selection models, have also been developed. In 

Rosenthal’s “file drawer” method, there is a consideration of how many new studies 

averaging a null result are required to bring the overall treatment effect to non-significance 

[53]. It was developed by Rosenthal [53, 54] and it could be seen as estimating the number 

of studies filed away by researchers without being published. The method is based on 

combining the normal z-scores (the Zi) corresponding to the p-values observed for each 

study. The overall z-score can be calculated by the formula: 

where k is the number of studies in the meta-analysis. This sum of z-scores is a z-score itself 

and the combined z-scores are considered significant (i.e., the outcome measured in the 

studies is significant) if Z > Za/2 (the a/2 percentage point of a Standard Normal Distribution). 

The number of unpublished studies (fail-safe N) with an average observed effect of zero 

that there would need to be in order to reduce the overall z-score to non-significance is 

determined. Define k0 to be the additional number of studies required such that: 

Gleser and Olkin [55] have developed a methodology that attempts to estimate the 

number of missing studies from a meta-analysis. Two general methods are presented, each 

allowing the number of unpublished studies (N) to be estimated using the p-values 

reported in the published studies. Duval and Tweedie [24] suggest this is largely do the lack 
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of robustness of Gleser and Olkin’s method both to isolated negative values (leading to the 

zero estimates) and the heavy dependence on the null hypothesis. 

Eberly and Casella [56] present a model for estimating the total number of studies 

carried out, both published and unpublished, which is dependent on the probability of 

publication. A simple selection model is used, where all studies significant at level a are 

published, while non-significant studies are published with probability p. This method 

differs from those using weight functions. 

The “trim and fill” method of Duval and Tweedie [23, 24] formalizes the use of 

funnel plots and estimates and adjusts for the numbers and outcomes of missing studies. 

An iterative rank-based algorithm estimates how many studies are missing. This number of 

studies are “trimmed” from the asymmetric outlying part of the funnel (i.e., those with the 

largest effect size estimates): these can broadly be thought of as studies which have no 

counterpart on the other side of the funnel plot (i.e., this is the truncation that is picked up 

by “eye-balling” a funnel plot). Then the symmetric remainder are used to estimate the 

“true center” of the funnel using standard meta-analysis techniques. The “trimmed” studies 

are then replaced and their “missing counterparts” imputed or “filled”: these are mirror 

images of the “trimmed” studies with the mirror axis placed along the adjusted pooled 

estimate. This last stage is necessary for the variance of the pooled estimate to be 

calculated correctly. 

This approach assumes studies are suppressed and not published under a scenario 

where it is the magnitude of the effect size, and not the p-value which determines the 

chance of publication (the size of the studies is not taken into consideration). The key 

assumption of the method is that it is the most extreme negative studies (i.e., those with 

the smallest outcome estimates) which have not been published [38]. 
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C. RESULTS 

Although funnel plot asymmetry has long been equated with publication bias [3, 

11], the funnel plot should be seen as a generic means of displaying small-study effects – a 

tendency for the intervention effects estimated in smaller studies to differ from those 

estimated in larger studies [25]. Small-study effects may be due to reasons other than 

publication bias [18, 25]. 

Differences in methodological quality are an important potential source of funnel 

plot asymmetry. Smaller studies tend to be conducted and analyzed with less 

methodological rigour than larger studies [57]. Trials of lower quality also tend to show 

larger intervention effects [58]. Therefore, trials that would have been ‘negative’, if 

conducted and analyzed properly, may become ‘positive’ (Figure 4): 

Figure 4: Asymmetrical plot in the presence of bias because some smaller studies 

(open circles) are of lower methodological quality and therefore produce 

exaggerated intervention effect estimates 

True heterogeneity in intervention effects may also lead to funnel plot asymmetry. 

For example, substantial benefit may be seen only in patients at high risk for the outcome 

which is affected by the intervention and these high-risk patients are usually more likely to 

be included in early, small studies [59, 60]. In addition, small trials are generally conducted 

before larger trials are established and in the intervening years standard treatment may 

have improved (resulting in smaller intervention effects in the larger trials). Furthermore, 

some interventions may have been implemented less thoroughly in larger trials and may, 

therefore, have resulted in smaller estimates of the intervention effect [61]. Finally, it is of 

course possible that an asymmetrical funnel plot arises merely by the play of chance. Terrin 

et al. have suggested that the funnel plot is inappropriate for heterogeneous meta-

analyses, drawing attention to the premise that the studies come from a single underlying 

population given by the originators of the funnel plot [11, 26]. 

The value of the funnel plot has not been systematically examined, and symmetry 

(or asymmetry) has generally been defined informally, through visual examination. 

Unsurprisingly, funnel plots have been interpreted differently by different observers [18]. 

Egger’s test has highly inflated Type 1 errors in some circumstances when binary 

outcomes are considered, at least in part because of the correlation between estimated 

(log) odds ratios and their standard errors [14, 62, 22]. This has led to a number of modified 
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tests being developed for binary outcomes [14, 21, 22, 27] and more generally [19]. A 

comparative evaluation of these modified tests is required before guidance can be given 

on which test is optimal in a given situation. Egger approach, is known to be intrinsically 

biased because: (i) the independent variable is subject to sampling variability; (ii) the 

standardized treatment effect is correlated with its estimated precision; and (iii) for binary 

data, the independent regression variable is a biased estimate of the true precision, with 

larger bias for smaller sample sizes [63, 64, 65]. 

Begg’s test is known to have low power for meta-analyses that include few studies 

[25]. From comparisons between this and the linear regression test described later, it 

seems that the linear regression test is more powerful than the rank correlation test, 

though results of the two tests can sometimes be discrepant. In addition, it has been shown 

that Begg's method has low power with continuous (normally distributed) data, particularly 

when the number of studies is small [13, 14]. This approach is attractive due to its 

conceptual and computational simplicity, although concerns have been raised about its 

possible lack of power [13]. 

In selection models, Hedges performed simulations examining the applicability of 

such models for meta-analysis and concluded that the procedure does a ‘remarkably good 

job’ of estimating the selection model. However, when the standard errors of the 

treatment effect estimates from individual studies are large, the estimated selection model 

may be too uncertain to be useful for some purposes. This is because the data contain 

relatively little information about the weights in the selection model [38]. 

When the number of studies is small, two problems arise. There may be numerical 

problems in obtaining stable estimates of the model parameters. More importantly, the 

standard errors of estimates will be large, perhaps so large as to make any specific 

inferences impossible or meaningless. For example, a result might be highly statistically 

significant in a conventional analysis and the estimates after correction for selection might 

be essentially identical. However, the corrected estimate might be far from statistically 

significant because the standard error was so much larger [20]. 
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D. DISSCUSSION 

As with any modelling exercise, the eventual selection of a ‘final model’ is a difficult 

task, and one which in the meta-analysis literature has received little attention. This is 

partly because of the relative lack of use of regression models generally, both Bayesian and 

classical. That having been said, one aspect of model selection that has received 

considerable attention and aroused heated debate is the choice between fixed and random 

effect models [66]. The results suggest that no single method is sufficient for assessing 

evidence of publication bias, and that such methods may also offer insight into potential 

sources of heterogeneity, which may in turn guide the design of future studies [67]. 

If a meta-analysis dataset displays heterogeneity that can be explained by including 

study-level covariates, these should be accounted for before an assessment of publication 

bias is made because their influence can distort a funnel plot and thus any statistical 

methods based on it, as discussed earlier. One way of doing this is to extend the regression 

models to include study-level covariates. Evaluating the performance of such an approach 

is ongoing work. Alternatively, if covariates are discrete, separate assessments can be made 

for each grouping. Splitting the data in this way will reduce the power of the tests 

considerably, however [37]. 

For funnel plot, a proposed enhancement [68] is to include contour lines 

corresponding to perceived ‘milestones’ of statistical significance (P = 0.01, 0.05, 0.1 etc). 

This allows the statistical significance of study estimates, and areas in which studies are 

perceived to be missing, to be considered. Such ‘contour-enhanced’ funnel plots may help 

review authors to differentiate asymmetry due to publication bias from that due to other 

factors. For example, if studies appear to be missing in areas of statistical non-significance 

(see Figure 1 for an example) then this adds credence to the possibility that the asymmetry 

is due to publication bias. Conversely, if the supposed missing studies are in areas of higher 

statistical significance (see Figure 2 for an example), this would suggest the cause of the 

asymmetry may be more likely to be due to factors other than publication bias (Table 1). If 

there are no statistically significant studies then publication bias may not be a plausible 

explanation for funnel plot asymmetry [69]. 

Table 1 
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In interpreting funnel plots, systematic review authors thus need to distinguish the 

different possible reasons for funnel plot asymmetry listed in Table 1. Knowledge of the 

intervention, and the circumstances in which it was implemented in different studies, can 

help identify true heterogeneity as a cause of funnel plot asymmetry. There remains a 

concern that visual interpretation of funnel plots is inherently subjective. Therefore, we 

now discuss statistical tests for funnel plot asymmetry, and the extent to which they may 

assist in the objective interpretation of funnel plots. When review authors are concerned 

that small study effects are influencing the results of a meta-analysis, they may want to 

conduct sensitivity analyses in order to explore the robustness of the meta-analysis’ 

conclusions to different assumptions about the causes of funnel plot asymmetry [36]. 

The Egger’s test [18], the rank correlation test [13] and related tests [14, 21, 22, 27, 

29] investigate whether small study effects are present. Methods to perform a meta-

analysis when the size of the study and the size of effect are inversely associated have also 

been developed [70, 71]. Small study effects indicate a possible presence of publication 

bias [72, 25]. For example, when small studies with positive results are more likely to be 

published than small studies with negative results and all large studies have the same 

probability to be published, the size of the study and the size of effect are inversely 

associated. However, the presence of small study effects also has other possible causes 

including differences in the design of small and large studies and a poorer methodological 

quality in smaller studies [25, 72]. 

The “trim and fill” method estimates how many studies with the most negative 

results are missing from a meta-analysis and adjusts for the fact that they are missing [23, 

24]. Other weight functions that have been considered in selection models include 

continuous functions of the p-value (e.g., negative-exponential) [32, 73], step functions 

with more than one cut point [32, 74, 75], and nonparametric functions [30, 76]. Most 

selection models that have been developed use maximum likelihood estimation [30, 31, 

43, 74, 75, 76]. 

Some authors have argued that visual interpretation of funnel plots is too subjective 

to be useful. Terrin et al. found that researchers had only a limited ability to correctly 

identify funnel plots from meta-analyses subject to publication bias [77]. 

Other authors have proposed more sophisticated methods that avoid strong 

assumptions about the association between study P value and publication probability [30, 

31]. These methods can be extended to estimate intervention effects, corrected for the 

estimated publication bias [78]. However, they require a large number of studies so that a 

sufficient range of study P values is included. A Bayesian approach in which the number 

and outcomes of unobserved studies are simulated has also been proposed as a means of 

correcting intervention effect estimates for publication bias [79]. Recent work has 

examined the possibility of assessing robustness over a range of weight functions, thus 

avoiding the need for large numbers of studies [75]. The complexity of the statistical 

methods, and the large number of studies needed, probably explain why selection models 

have not been widely used in practice [36]. 
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Although these models are more complex than previous ones, Hedges still considers 

them to be unrealistic, as factors other than the p-value, such as the size and study design 

also play an important role in the decision to publish, both from the researchers’ and 

journal editors’ perspectives. Well-designed studies with null results will generally be 

published, but small poorly designed ones with very small p-values may not. It is when the 

p-value is in an intermediate range that the decision to publish may be greatly influenced 

by the p-value [38]. 

Selection models can be used to adjust a meta-analysis for suspected selected 

publication. Many different weight functions have been suggested to define the 

probabilities that studies are published. These methods are still in the experimental stage 

of development and, like the method of “trim and fill”, can be used to assess the robustness 

of meta-analyses results to publication bias. Selection models are quite sophisticated and 

there is currently a lack of software to implement them. The weight functions suggested 

are often based on strict assumptions or very limited empirical data, which may be 

overlooked because of the complexity of these methods. Such methods have been used 

very rarely in practice, which can be attributed in part to their complexity. These models 

perform best when a large number of studies are being meta-analyzed (illustrative 

applications in the social sciences have used meta-analyses of up to several hundred 

studies). This is a severe limitation since many meta-analyses in medicine and related fields 

often include only a handful of studies [38]. 

It is not always clear how to interpret such results. Indeed, it is difficult even to state 

how large the number of studies must be in order to avoid the problems; this can depend 

to a great degree on the idiosyncrasies of the particular data set. However, it may be 

possible to combat these problems to a degree by reducing the number of parameters to 

be estimated. This can be accomplished by specifying a simpler weight function where 

there are fewer cut-points defining a smaller number of p-value ranges where the 

probability of selection is equal. While this eases the burden of estimating the weight 

function, results may vary to a considerable degree based on the choice of interval 

boundaries. Under such circumstances, it is better to regard the model as a tool for 

sensitivity analysis, and to consider variation in results with different cut-point 

specifications. Moreover, it is important in such cases to compare conclusions from the 

weight function model with results from other approaches, such as the “trim-and-fill” 

methods and the model with a priori specification of weights [20]. 
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