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## Abstract

Nikos Giachoudis

## Solving Fundamental Problems in Hostile Networks

In this thesis we study three fundamental problems in hostile network environments. Our work lies in the area of Theoretical Computer Science and in particular in the area of Distributed Computing. We design distributed algorithms and we prove their correctness and computational complexity for the following problems. We study how identical mobile agents that move autonomously in a network and have only local information about the environment, can gather at a node of a network despite the presence of a hostile mobile agent which may prevent agents from visiting a node of the network. We also study how a number of agents that move autonomously and have only local information about the environment, might collectively decontaminate a network in which there is a virus capable of infecting an area of the network. Finally, we study how mobile agents that move autonomously in a network can learn a message initially carried by only one of the agents despite the fact that the agents cannot communicate from a distance, cannot leave messages at nodes of the network and many links of the network might unpredictably fail at any time. The above problems are often needed to be solved as an early step in order to solve other problems in distributed environments. Some of those problems have been previously studied either in safe environments or when static hostile entities are present. Here we investigate more general models in which either hostile mobile agents exist in the network, or a hostile behaviour can spread at the nodes of the network, or many unpredictable faults can occur in the network. We prove lower bounds on the number of mobile agents which are necessary in order to solve the problems and design optimal algorithms that meet those lower bounds. We show how
those three important problems can be solved fast in severe hostile environments by autonomous mobile agents having very limited resources (e.g., very limited memory and no initial knowledge about the environment) and capabilities (e.g., no communication from a distance and no sensory abilities). Since in most cases our models are very weak, we hope that our techniques can be extended to handle different problems and systematically increase our knowledge in extremely malicious environments where the hostile behaviour can affect large and sometimes distant areas of the environment.
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## 1 Introduction

We often need to design algorithms used by entities which act autonomously having very little or no initial knowledge about the environment, very limited or no communication or sensor capabilities. To answer whether a problem can be collectively solved by such weak entities possibly tolerating faults or some times acting in hostile environments is not important and interesting only for theoriticians but also in practise. The challenges behind designing optimal distributed algorithms for such weak models and prove their correctness as well as showing in what models certain problems are infeasible and carefully adding the necessary capabilities that makes a problem feasible, make the issue very attractive in Theoretical Computer Science. However, such weak models are often very useful in practice, not only because many real problems are needed to be solved by entities that act autonomously in hostile environments, but also because it is usually easier to implement weaker models and at a lower cost.

For example, suppose that a number of robots are scattered in an environment, and they need to gather at the same point. Each robot has only limited information about the total number of robots and the initial configuration. It can sense the environment up to a fixed radius, it can only communicate with close-by robots and behaves autonomously. Moreover, the robots might have different coordinate systems and might not be synchronized. Furthermore, some of the robots might temporarily shut down. In other scenarios the robots might operate in a network being able to move using the links of the network. Hostile entities might exist in the network capable of damaging the robots, or at least preventing them from effectively performing a task. The links of the network may fail from time to time while the robots might need to discover and report hostile activities or might need to solve a problem like broadcasting, despite hostile activities. Alternatively, the nodes of the network might represent hosts and instead of robots, a piece of information and/or software might be able to replicate itself and move from host to host
using the links of the network, in order to maintain the network.
Such problems arise very often due to the heavy use of networks but also because of the need to handle scenarios and problems where the structures are huge or it is just not desirable to have a central authority that instructs all entities how to act. Hence it is often more realistic (and applicable) to design distributed algorithms that can be used autonomously by mobile entities so that the problem can be solved despite the absence of a central authority and/or in a hostile environment.

Although there are many interesting results on what can be achieved in such scenarios even in hostile environments, most of the work either involves non-faulty environments or environments with static hostile entities. Our knowledge on what can be achieved when the hostile entities are able to move or many faults can arise in distant areas of the environment, is rather limited. In this thesis we study three problems in such hostile environments.

We study how identical mobile agents that move autonomously in a network and have only local information about the environment, can gather at a node of a network despite the presence of a hostile mobile agent which may prevent agents from visiting a node of the network ([34]). We also study how a number of agents that move autonomously and have only local information about the environment, might collectively decontaminate a network in which there is a virus capable of infecting an area of the network ([56]). Finally, we study how mobile agents that move autonomously in a network can learn a message initially carried by only one of the agents despite the fact that the agents cannot communicate from a distance, cannot leave messages at nodes of the network and many links of the network might unpredictably fail at any time ([37]). The above problems are often needed to be solved as an early step in order to solve other problems in distributed environments. Some of those problems have been previously studied either in safe environments or when static hostile entities are present. Here we investigate more general models in which either hostile mobile agents exist in the network, or a hostile behaviour can spread at the nodes of the network, or many unpredictable faults can occur in the network. We prove lower bounds on the number of mobile agents which are necessary in order to solve the problems and design optimal algorithms that meet those
lower bounds. We show how those three important problems can be solved fast in severe hostile environments by autonomous mobile agents having very limited resources (e.g., very limited memory and no initial knowledge about the environment) and capabilities (e.g., no communication from a distance and no sensory abilities). Since in most cases our models are very weak, we hope that our techniques can be extended to handle different problems and systematically increase our knowledge in extremely malicious environments where the hostile behaviour can affect large and sometimes distant areas of the environment.

This thesis is divided into five chapters. Chapter 1 is a quick introduction into the field of distributed algorithms and a summary of related work that has been done for the problems studied here, as well as other similar problems. Chapter 2 consists of definitions and notations that are needed in order to understand the rest of the chapters. Finally, Chapters 3-5 give results on fundamental problems in a distributed context. Specifically, the results concern three problems, as mentioned above, and each problem is studied separately in each corresponding chapter.

### 1.1 Related work

There is an extended research on the problems studied in this thesis and briefly mentioned above. We will discuss the previously known results on those problems and also on related problems.

Let us discuss about the gathering problem. The problem is called rendezvous when the mobile agents are only two, gathering otherwise [65], and has been widely studied when the environment is modelled as a graph and the mobile agents can move along the edges of the graph. However, most of the studies are restricted to fault-free environments and little is known about gathering when the environment is faulty or hostile. Possible faults can be a permanent failure of a node, like for example the so called black hole that destroys agents arriving at a node [6,40], or, transient faults that can appear anywhere in the graph and are controlled by a mobile hostile entity (an intruder) that behaves maliciously [8].

Most of the research that has been done in hostile environments is on the direction of how to locate a malicious node in a graph (see, e.g., [41, 61]). Protecting the network against a malicious entity able to move along the edges of the graph, is generally a more difficult problem. Problems in this direction include the so-called network decontamination or intruder capture problem (see, e.g., [47,67]). Other types of faults or malicious behavior that have been considered in the context of the gathering problem are Byzantine agents [23,27,39], and delay-faults [20], and edge evoling graphs [79].

A Byzantine agent is indistinguishable from the legitimate or honest agents, but it may behave in an arbitrary manner and may provide false information to the honest agents in order to induce them to make mistakes, thus preventing the rendezvous of the honest agents. However the Byzantine agents cannot actively harm the honest agents or physically prevent the agents from moving. Delay-faults [20] can prevent an agent from moving for an arbitrary but finite time (i.e., they must eventually allow the agent to move), whereas probabilistic edge evolving graphs are dynamic networks where the set of communication links continuously changes thus preventing the use of standard gathering algorithms that work for static networks [79]. Finally, the gathering problem has been also studied in the plane when there are faulty agents which may crash [2,13].

We consider here a relatively new type of malicious agent that was first introduced in [35] and successively investigated in $[32,33]$. This malicious agent can move arbitrarily fast along the edges of a graph, it has full information about the graph and the location of all other honest agents, and it even has full knowledge of the actions that will be taken by the agents. The objective of the malicious agent is to prevent the honest agents from gathering by blocking their path. More precisely, when the malicious agent occupies a node $u$ of the graph, it can prevent (or block) the movement of any honest agent to node $u$, and at the same time is detected by those agents. In [32,33,35] it is shown how this malicious agent is a stronger adversary than the Byzantine agent or the Intruder agent, or the delay faults, as even one malicious agent can prevent rendezvous of honest agents in many cases.

The gathering problem has been investigated in [33,35] for asynchnonous mobile agents moving in a ring or in a grid with one malicious agent. The asynchrony among the honest agents combined with the ability of the malicious agent to move arbitrarily fast, gave the
power to the malicious agent to prevent the next move of several agents at any stage of the algorithm. Thus, gathering of the honest agents was shown to be impossible [35], in all cases except when the agents started from an initial configuration where the subgraph induced by all the occupied nodes was connected, and additionally, in the case of the grid graph, when the honest agents were able to "see" nodes at distance two in order to check if they were occupied or not.

To allow the possibility of gathering the honest agents in more scenarios, we relax the constraint of asynchrony and assume that the honest agents move in synchronous steps. Note that, if two synchronous honest agents try to move to two distinct nodes at the same time, then the malicious agent can block the move of at most one agent, even though the malicious agent can execute moves of arbitrary distances between two consecutive steps of the honest agents. This model with synchronous agents was studied in [32,33] only for the case of a ring, where it was already possible to solve gathering in more cases than with asynchronous agents.

The problem of Black Virus Decontamination (BVD) is a well known problem in the literature too. It combines the Black Hole Search (BHS) problem and the Intruder Capture (IC) problem. The Black Hole Search problem has been extensively studied for various topologies and communication models (e.g., in [24, 28, 42, 43]). A recent survey of the results on the black hole search problem can be found in [70]. The Intruder Capture problem has been also studied (e.g., in [10, 12, 38, 48, 51, 71]). The BVD problem was introduced in [16] where the problem was studied in specific topologies, namely $q$-grids, $q$-tori and hypercubes. The problem was considered for a team of initially co-located mobile agents that are injected somewhere in the network and a different solution protocol was given for each topology. In [17] the BVD problem was studied in arbitrary networks, where the agents have a map of the network and can compute an optimal exploration sequence. Furthermore, in [17] two types of black virus clones are considered; fertile clones, that maintain the same capabilities as the original black virus and sterile clones that cannot spread when visited by an agent. In [18] a protocol providing a distributed optimal solution for arbitrary graphs is presented. The main difference between [17] and [18] is that in [18] the agents have '2-hop visibility' instead of a map. Moreover, only the case of sterile clones is considered in [18]. In [15] the problem was considered for
arbitrary networks that contain multiple black viruses for the first time. The agents in [15] are provided with '2-hop visibility' and both the cases of sterile and fertile clones are investigated. Finally, the BVD problem has been studied in chordal rings in [3] and parallel strategies for the decontamination were given in [66].

The problem of broadcasting has been originally investigated in message passing multihop radio networks (e.g. see the survey [53]). Previous studies on broadcast and other communication problems have focused on the efficiency of performing the task, either in terms of time taken [22], or in terms of energy expended [26]. A slightly different line of research considers the problem of communicating in the presence of faults and the objective is to tolerate as many faults as possible. The faults can be missing links or nodes [54] in the network or loss of messages [55], in case of message passing networks. Recently there has been a lot of interest in so called dynamic networks which model both faults and changes in network topology in a uniform manner by considering that the network may change in each round during the execution of the algorithm. The evolving graph model [44] represents a dynamic network by a sequence of graphs $\mathcal{G}=G_{1}, G_{2}, \ldots$ based on the same set of vertices $V$ but the set of edges changes in each round $i$, i.e. each graph $G_{i}=\left(V, E_{i}\right)$ is a spanning subgraph of the graph $G=\left(V, \cup E_{i}\right)$, which is called the footprint of the dynamic network. For solving most problems, some assumptions about the connectivity of the dynamic network need to be made. We consider the model of constantly connected dynamic networks which is discussed in detail in Section 2.4.3. Note that, these assumptions are much weaker compared to that of $T$-interval connected networks as in several previous results [60,64] where the network is assumed to contain a stable spanning tree for a continuous period of $T$ rounds.

## 2 Preliminaries

In this chapter we discuss some preliminary definitions and observations that are going to be used in the next chapters.

The environment where, as we will see later the entities operate in, is also the environment where the problems are defined. There are two main categories for the environment where related problems have been studied: a discrete environment and a continuous environment [49]. The continuous environment is usually defined as a space in $\mathbb{R}^{d}$, where $d$ is the dimension of that space, and the discrete environment is usually defined as a graph.

### 2.1 Network

Definitions of models of a network come from the algorithmic theory of distributed computing (see for example [63,68,72]). Following the definition in [49], the network is usually defined or represented as a simple, finite, connected undirected graph $G=(V, E)$, where $V$ is the set of nodes and $E \subseteq V \times V$ is a set of edges (also mentioned as links). The nodes of the network may or may not have distinct identities. Often the network is anonymous (see [49,63]), i.e., the nodes do not have any labels. Edges may or may not have labels. For example, as defined in [49] the incident links at each node are labeled as follows. Let $V(u)=\{v \in V:(u, v) \in E\}$ denote the neighbours of $u, E(u)$ denote the set of edges incident to node $u$ and $\lambda_{u}: E(u) \rightarrow \mathcal{L}$ be an injective function which associates a distinct label (also mentioned as port number) from a set of labels $\mathcal{L}$ to each incident edge of $u$. Hence, for each edge $e=(u, v)$ there are two associated labels, namely $\lambda_{u}(e)$ and $\lambda_{v}(e)$, which may be different (for example see Figure 2.1). The labeling of graph $G$ is a set $\lambda=\left\{\lambda_{u}: u \in V\right\}$ and the pair $(G, \lambda)$ is the corresponding edge-labeled graph, also sometimes called graph world or netscape.

Another characteristic used for each link is a queuing policy [72]. An edge (or link) ( $u, v$ ) represents a channel of communication between $u$ and $v$ and when a message is sent from one node to the other, the message actually gets transmitted via this channel. We can have different outcomes when two or more messages are transmitted at the same time via a channel. The ordering of the delivery of the messages may or may not be the same as the ordering of transmission. The specific behaviour for all the edges of the network is defined in the model for each problem. An example of a link behaviour is that the link follows the principles of a queue. Queues follow a first-in-first-out (FIFO) principle and this is the behaviour of moving in such a link, i.e., the order of reception is the same as the order of transmission.


Figure 2.1: Example of an edge labeling.

### 2.1.1 Network topologies

Usually problems are studied in specific network topologies [49, 63,68,72]. A topology is the basic structure of the network and it is represented by classical graph families [74]. We provide some definitions and give examples for some graph families we use in our work.

Definition 2.1 (cyclic graph [74]). If $n \in \mathbb{Z}$ and $n \geq 3$, the cyclic graph on $n$ vertices, denoted $C_{n}$, is the simple graph having vertex set $\{1,2,3, \ldots, n\}$ and edge set $\{\{1,2\},\{2,3\}, \ldots,\{(n-$ 1), $n\},\{n, 1\}\}$ (see Figure 2.2 a).

Definition 2.2 (complete graph [74]). If $n \in \mathbb{Z}^{+}$, the complete graph on $n$ vertices, denoted $K_{n}$, is the simple graph having vertex set $\{1,2,3, \ldots, n\}$ and all possible edges.

(a)

(b)

(c)

Figure 2.2: Example of graph topologies.

Definition 2.3 (tree [78]). If $n \in \mathbb{Z}^{+}$, a tree graph on $n$ vertices, denoted $T_{n}$, is the simple graph that is connected and acyclic (see Figure 2.2 b).

Definition 2.4 (star [78]). If $n \in \mathbb{Z}^{+}$, the star graph on $n$ vertices, denoted $S_{n}$, is the graph having vertex set $\{1,2,3, \ldots, n\}$ and edge set $\{\{1,2\},\{1,3\}, \ldots,\{1, n\}\}$.

Definition 2.5 (line graph [78]). If $n \in \mathbb{Z}^{+}$, the line graph on $n$ vertices, denoted $P_{n}$, is the simple graph having vertex set $\{1,2,3, \ldots, n\}$ and edge set $\{\{1,2\},\{2,3\}, \ldots,\{(n-1), n\}\}$ (see Figure 2.4 d).

Definition 2.6 (cactus [37]). A cactus graph is a connected simple graph in which any two simple cycles have at most one vertex in common (see Figure 2.3.

Definition 2.7 (hypercube [58]). A hypercube graph $Q_{n}$ is the simple graph formed from the vertices and edges of an n-dimensional hypercube (see Figure 2.4 e, for a 3-dimensional hypercube).

Definition 2.8 (grid [75]). A two-dimensional grid graph, also known as a rectangular grid graph or two-dimensional lattice graph [1], is an $n \times m$ lattice graph that is the graph Cartesian product $P_{n} \times P_{m}$ of line graphs on $n$ and $m$ vertices. The $n \times m$ grid graph is sometimes denoted $L(n, m)$ [1] (see Figure 2.2 c for $a 5 \times 6$ grid graph) ${ }^{1}$

### 2.1.2 Sense of direction

In a labeled graph $(G, \lambda)$ a sense of direction can be defined [45,46,49,50,63]. Let $\pi$ denote a path in $G$ and let $P[x]$ denote the set of all the non empty paths that start from $x \in V$. Furthermore, $P[x, y]$ is the set of all different paths that start from $x \in V$ ending to $y \in V$,

[^0]

Figure 2.3: Example of cactus graph topology.


Figure 2.4: Example of graph topologies.
$y \neq x$. Let $\Lambda_{x}: P[x] \rightarrow \mathcal{L}^{+}$and $\Lambda=\left\{\Lambda_{x}: x \in V\right\}$ be the extensions of $\lambda_{x}$ and $\lambda$ for paths respectively. Finally, let $\Lambda[x]=\left\{\Lambda_{x}(\pi): \pi \in P[x]\right\}$ and $\Lambda[x, y]=\left\{\Lambda_{x}(\pi): \pi \in P[x, y]\right\}$.

Informally, we say that an edge-labeled graph $(G, \lambda)$ has a sense of direction when there is a consistent coding and decoding function $f$, which maps paths to values. Following the description in [46], given $(G, \lambda)$, a consistent coding function $f$ for $\lambda$ is a function, which has $\mathcal{L}^{+}$as domain, and maps paths starting from the same node to the same value if and only if they end at the same node. More formally, $\forall x, y, z \in V$, and $\forall \pi_{1} \in P[x, y]$ and $\forall \pi_{2} \in P[x, z], f\left(\Lambda_{x}\left(\pi_{1}\right)\right)=f\left(\Lambda_{x}\left(\pi_{2}\right)\right) \Leftrightarrow y=z$.

Definition 2.9 (Weak sense of direction [45]). A system ( $G, \lambda$ ) has a weak sense of direction iff there exists a coding function $f$ for $\lambda$.

Let us denote the codomain of $f$ as $\mathcal{N}$. A decoding function $h$ for $f$ is a function $h$ : $\mathcal{L} \times \mathcal{N} \rightarrow \mathcal{N}$ such that $\forall x, y, z \in V$ and $\langle x, y\rangle \in E(x)$, where $E(x)$ is the incident edges to $x$, and $\pi \in P[y, z]: h\left(\lambda_{x}(\langle x, y\rangle), f\left(\Lambda_{y}(\pi)\right)\right)=f\left(\lambda_{x}(\langle x, y\rangle) \cdot \Lambda_{y}(\pi)\right)$, where $\cdot$ is the concatenation operator. Informally, a decoding function maps the pair of an edge label $\lambda_{x}(\langle x, y\rangle)$ and an encoding of a path to the same value as the encoding of the path starting from edge $\langle x, y\rangle$.

Definition 2.10 (Sense of direction [45]). A system ( $G, \lambda$ ), has a sense of direction iff the following conditions hold:

1. there exists a coding function $f$ for $\lambda$,
2. there exists a decoding function $h$ for $f$.

We say a graph is oriented when it has a sense of direction. For example, an oriented grid graph is a grid graph where its nodes are labeled consistently with the four labels, north, south, west, and east (see Figure 2.5).

### 2.1.3 Time-varying graphs

Following the description in [49], we mention that there are many models of graphs that change over time like time-varying graphs, evolving graphs, temporal graphs etc. As mentioned in [49] time-varying graphs are the most general ones that cover most cases. The definition of time-varying graphs follows.


Figure 2.5: An example of an oriented grid-graph. Notice that the port labeling is globally consistent.

A time-varying graph [19] or TVG for short, is a graph that changes over time. It is defined as a quintuple $\mathcal{G}=(V, E, \mathcal{T}, \zeta, \rho)$, where $V$ is the set of nodes and $E \subseteq V \times V$ is the set of edges. $\mathcal{T} \subseteq \mathbb{T}$ is the time-span of the time, also mentioned as lifetime of the system, where $\mathbb{T}$ is the temporal domain which is $\mathbb{N}$ for discrete systems and $\mathbb{R}^{+}$for continuous time systems. Lastly, $\rho$ and $\zeta$ are two functions. Specifically, $\rho: E \times \mathcal{T} \rightarrow\{0,1\}$ is the function of edge presence. It shows if a specific edge is present at a specific time or not. Function $\zeta: E \times \mathcal{T} \rightarrow \mathbb{T}$ is a latency function that shows how much time is needed for an agent to cross a specific edge starting at a specific time. The static graph which consists of all the edges available during the lifetime of $\mathcal{G}$ is called the footprint of $\mathcal{G}$.

As stated in [49] dynamic networks are usually considered in a synchronous or semisynchronous models. In those models time is discrete (i.e., $\mathbb{T}=\mathbb{N}$ and is measured in rounds, and the latency function is constant $\zeta=1$, meaning that an agent needs one time unit to traverse an edge. With these assumptions, the TVG is commonly viewed as a series of static graphs $G_{1}, G_{2}, \ldots$ and the network that changes over time is called an evolving graph. Specifically, $G_{t}$ is the static snapshot of $\mathcal{G}$ at time $t[44,57]$.

### 2.2 Mobile agents

Based on the description of [69], a mobile agent is modeled by a finite state machine (initially that definition was used by Shannon in 1951 [73]). Formally, a mobile agent is defined as a hexad $\mathcal{A}=\left(X, Y, \mathcal{S}, \delta, \lambda, S_{0}\right)$, where $X \subseteq \mathcal{D}_{v} \times \mathcal{C}_{v}, Y \subseteq \mathcal{D}_{v} \times\{$ actions $\}$. $\mathcal{S}$ is a set of states that a mobile agent can be in, with $S_{0} \in \mathcal{S}$ being the initial state. $\delta: \mathcal{S} \times X \rightarrow \mathcal{S}$ is the state transition function of the mobile agent and $\lambda: \mathcal{S} \rightarrow Y$ is a function that takes a state of the mobile agent and gives the move the mobile agent will make. $\mathcal{D}_{v}$ is the set of edge labels available to the mobile agent that occupies node $v$ and $\mathcal{C}_{v}$ is the state of node $v$ (for example if there are any other agents on that node, if there is some kind of information on that node etc).

Mobile agents move in the following way. An agent starts in state $S_{0}$ and from that its first move, indicated by $\lambda\left(S_{0}\right)$, is decided. When the agent makes a move from node $u$ to node $v$ it executes the following tasks: it reads the port label $i \in \mathcal{D}_{v}$ it came from and the state $c_{v} \in \mathcal{C}_{v}$ of $v$ and with the pair $\left(i, c_{v}\right)$ decides its new state $S^{\prime}=\delta\left(S,\left(i, c_{v}\right)\right)$ using the state transition function, where $S$ is the previous state the agent was in. The new state $S^{\prime}$ indicates the new move $\lambda\left(S^{\prime}\right)$ of the agent. The mobile agent continues moving in the network like this, possibly for ever.

### 2.2.1 Communication

As mentioned in [49], the most crucial part of distributed computing with mobile agents is the communication between them, or as referred to in [14] coordination. Following the same classification as in [49] the different coordination models depend on three basic characteristics, temporal and spatial requirements, as well as in the explicitness of the information that is being communicated. We summarize the combination of those characteristics with the examples of models in Table 2.1.

Let us now discuss each communication model separately. Following the discussion in [49], the most powerful model is the $\mathcal{G}$ LobalSpace. In this model the mobile agents share a common space called globalspace in order to communicate. The operations provided are exclusive-write and concurrent-read that can be used from any node on the network. This model is also referred as associative blackboard [14]. The access to the


Table 2.1: Communication models $[14,49]$
globalspace has neither spatial nor temporal constraints and the information shared between the mobile agents is explicit. To be clear in this model the only way of communicating is through the globalspace, and the mobile agents cannot even distinguish if there are other agents on the same node.

The opposite side is the $\mathcal{F A C E}-\mathrm{TO}-\mathcal{F}$ ACE model. This is the simplest [49] model and there are both spatial and temporal constraints. In order for the mobile agents to communicate under the face-to-face model they have to be on the same node $v$ of the network at the same time. In such a case each agent can read the memory and/or state of the other colocated agents and use that information to decide its next move.

An extensively studied model is the $\mathcal{W}$ hiteboard model [4, $9,29,30,49$ ], which is spatially restricted but not temporally restricted. In this model there is a "whiteboard" (i.e. a local shared memory) at each node $v \in V$ of the network, which the mobile agents can access with the restriction of fair mutual exclusion in order to give access to at most one agent at the same time, and any agent will be given access to the whiteboard within a finite amount of time. The mobile agents that are at a node $v \in V$ of the network can read and write explicit information on the whiteboard of $v$ and use that information to decide their next move. In the case of anonymous agents, the author of any information on the whiteboard is unknown and the size of the whiteboard is an optimization parameter to be considered. An interesting result [21,31] is that in a graph $(G, \lambda)$ under the $\mathcal{W}$ hiteboard model the mobile agents can solve the same set of problems as in the more traditional message-passing [68] distributed network with the same topology of ( $G, \lambda$ ).

Another spatially restricted and not temporally restricted model is the $\mathcal{T}$ OKEN model [49], it is also one of the oldest ones. The difference between $\mathcal{T}$ OKEN and $\mathcal{W}$ hiteboard is that
in $\mathcal{T}$ OKEN the information given is implicit. The mobile agents have in their possession one or more tokens (also mentioned as pebbles) and when a mobile agent is at a node $v \in V$ of the network it can request access to the tokens at $v$ respecting the fair mutual exclusion restriction. When the mobile agent gets access, it can count the number of tokens at $v$ and using that as information the mobile agent can decide whether to put down a subset of its tokens, pick up a subset of the tokens on $v$ or do nothing. There are also the unmovable token and the enhanced token (see [49]). The former is a stricter model and the latter is a more powerful model.

The $\mathcal{W}$ Ireless model is a model with temporal restrictions and no spatial restrictions. Essentially, the mobile agents can communicate with each other no matter where they are located in the network. The only restriction is that there is a specific point in time when the agents must be active in order to communicate. Usually this model assumes that the agents cannot "see" the other agents even if they are on the same node [49]. This model has been used e.g. in [36,52].

The $\mathcal{B}$ Eeping model [49] has the same restrictions, temporal but not spatial, as $\mathcal{W}$ IReLess, but the difference is that the information is implicit. It was first introduced in [25] and in this model again the agents are not visible to each other, even when they are on the same node. Each agent can transmit a signal called beep. If there are other agents active at that time, they hear that beep, but not if they are transmitting themselves, i.e. an agent can either transmit or listen.

### 2.2.2 Mobile agent capabilities

Mobile agents may have different range of visibility [49]. For local visibility the agents can only read the port labels of the node they are at, and they may or may not detect if there are more than one agent at that node. Depending on their memory they could know the exact number of agents at that node. Another model is for the agents to be able to see at some range (i.e., at $q$ hops from the node an agent is at), this model is called $q$-hop visibility and studied in, e.g., $[7,11,59]$. The visibility range $q \geq 1$ is independent of the size of the graph [49]. The last model is for the agents to be able to see the whole network as well as the position of every agent in the network, which is called global visibility [49].

Except from visibility, mobile agents may have other knowledge too. Based on the description in [49], we remind the reader some of the knowledge that might be given to the agents before they start executing their protocol. Depending on their memory the agents might know $n$ (i.e., the number of nodes in graph $G$ ) or $m$ (i.e., the number of edges in graph $G$ ) or both. They might also know $k$ (i.e., the number of agents operating in the network), also as an alternative the agents might be given just an upper-bound on those numbers (i.e., $n, m$, and $k$ ) and not the exact information. Other knowledge that the agents might have is information about the network topology (for example if they operate on a tree, grid, hypercube, etc.), if they don't know the topology the agents might have sense of direction or they might have a full map of the network. Finally, we say that the agents have full knowledge if they are provided with a full map of the network and the initial location for each agent in the network.

Another capability that we have to consider is the memory of the mobile agents, a notion which is used throughout the literature (e.g., [49, 63, 72]). In order for the agents to be able to compute their next actions, they need memory which may or may not be persistent [49]. We say the memory is persistent if the mobile agents retain the information saved in their memory even when they are not active. There is also a model called oblivious [49] where the agents lose all memory when they deactivate. The memory of the agents can either be finite, or bounded by some parameter. We could say that a lower bound for an agent's memory is at least the space needed to represent its states, but in some cases the total memory needed by an agent might be dependent on the space necessary to give some more powerful capabilities to the agent (e.g., global visibility). In the problems studied in this thesis when an agent has constant memory it means that it has constant number of states. In any case optimizing the memory usage of the mobile agents is an assessment measure for the protocols executed by the mobile agents (i.e., space complexity).

One more capability that we have to consider is whether the agents have distinct identities [63]. Usually the agents do not have such distinct identities initially, such agents are called anonymous agents. However, the mobile agents may be able to assign such distinct identities during the execution of the protocol.

### 2.2.3 Time

The notion of time is quite important for the agents. Each agent having a clock can operate based on the ticks that clock makes. Even if all the agents have such a clock, that does not ensure that all the agents will move and operate synchronously [49]. In fact, the time spent by each agent moving, observing, interacting with the environment, and computing, might be different from agent to agent and different in different stages of their operation. Also, the time between two consecutive active stages for each agent might differ too. Two very important models, that have been extensively studied are $\mathcal{A}$ sync and Ssync [49].

In the semi-synchronous (SSYNC also known as just synchronous) time is divided in time units; some of the agents then are active on any specific time unit (or round). These agents can compute, interact with the environment, move etc. and all the other agents are inactive for the entire time unit. An adversarial activation scheduler chooses which agent is active and which is inactive. A fairness to the activation scheduler is enforced, for every agent $a \in \mathcal{A}$ and time $t$, where $\mathcal{A}$ is the set of mobile agents operating in the network, there is a time $t^{\prime} \geq t$ on which agent $a$ is activated (i.e., each agent is activated infinitely often). At the extremes of $\mathcal{S}$ sync we have the fully synchronous ( $\mathcal{F}$ sync) model. Under this model, in each time unit all agents are activated at the same time. Another extreme is the sequential (SEqUENTIAL) model. Under this model at each time unit only one agent is activated.

On the contrary, in the asynchronous (ASYNC) model there is no notion of time between the agents. There is no assumption as to how much time it takes for an agent to operate, but any agent can be active for only a finite amount of time. The agents are activated by the activation scheduler totally independently from one another, but the scheduler is said to be fair as mentioned before (i.e., each agent is activated infinitely often). Notice that even though the activation scheduler is fair in both the Async and the $\mathcal{S}$ Sync models, the number of activations of other agents between two consecutive activations of the same agent $a$ might be unbounded. There is though a stronger assumption of a $p$-bounded (or $p$-fair) activation scheduler. Under that assumption, for every agent $a \in A$, between two successive activations of agent $a$, every other agent has been activated at most $p$ times. Note that, in $\mathcal{F}$ sync, the scheduler is 1 -bounded by definition.

Time is also one of the assessment measures for any algorithm (i.e., time complexity).

### 2.3 Adversary

In the analysis of algorithms in order to prove correctness of an algorithm and show upper and lower bounds on time complexity as well as proving infeasibility under certain models, the abstract notion of an adversary is often used. In the case of mobile agents, the analysis of a problem can be thought of as a game between a proposed algorithm executed by mobile agents and the adversary. The adversary may have "powers" which it utilizes in order to prevent the mobile agents from executing the algorithm successfully. The powers of the adversary depend on how weak the model is. All parameters of an instance of a problem can be decided by the adversary. For example, the initial positions of the agents, the network topology, the time needed for a mobile agent to traverse an edge in the $\mathcal{A s y n c}$ model, the number of the agents, the size of the network. We say that the problem is infeasible if the adversary can set the parameters in such a way to make any algorithm fail, and when the problem is feasible then the algorithm that solves the problem works for any options of the adversary.

### 2.4 Problems

In this section we discuss the main problems studied in the present thesis. Specifically, we have three main problems which are studied, namely the gathering problem, the broadcast problem, the black virus decontamination problem. We will formally define all details of the problems later in the relevant chapters.

### 2.4.1 Gathering

Consider a set of mobile entities that are able to move in an environment and whose task is to meet at the same location. This is a fundamental problem in the area of distributed computing with mobile agents (or robots), since agents, to execute specific tasks, may need to meet to share information or to coordinate. The problem is called rendezvous when the mobile agents are only two, gathering otherwise [65], and has been widely studied when the environment is modelled as a graph and the mobile agents can move
along the edges of the graph. However, most of the studies are restricted to fault-free environments and little is known about gathering when the environment is faulty or hostile. Possible faults can be a permanent failure of a node, like for example the so called black hole that destroys agents arriving at a node [6,40], or, transient faults that can appear anywhere in the graph and are controlled by a mobile hostile entity (an intruder) that behaves maliciously [8].

We investigate the gathering of multiple honest agents scattered in a graph in the presence of a malicious adversary as discussed in Section 2.3. We assume that the honest agents are much weaker than the malicious agent.

Problem 1. Given a graph $G=(V, E)$ and $k$ honest mobile agents scattered at distinct vertices on the network, find a protocol that gathers all agents at a single vertex.

### 2.4.2 Black virus decontamination

We study the Black Virus Decontamination (BVD) problem within the distributed computing and especially the mobile agents' area. A Black Virus is a malicious entity and the goal is to find the minimum number of agents that can decontaminate a given network with a Black Virus initially located at an unknown place and design a fast distributed algorithm for a certain (preferably weak) model of mobile agents. In our study specifically we discuss the problem on rings but the problem can be defined in a general graph environment.

Problem 2. Given a graph $G=(V, E)$ and $k$ mobile agents scattered at distinct vertices of the graph, and a vertex of $G$ unknown to the agents which is contaminated by a black virus, find a protocol that if followed by all mobile agents $G$ gets decontaminated.

### 2.4.3 Broadcasting

We are interested in communication problems for mobile agents moving in a network. The classical problems of broadcast or convergecast deal with the dissemination of information in the network. In the case of message passing networks, broadcast is achieved by spreading the information from the source node to all other nodes. For a system of mobile agents, the equivalent problem is the propagation of information from one source
agent to all other agents in the system. Such problems are relevant for teams of mobile sensor robots sent on data collection missions. We assume that the agents autonomously move along the edges of a graph that represents the network; when two agents are at the same node, they can communicate and share information. We would like to stress here that the agents are not allowed to use any means of communicating at a distance (e.g., due to security reasons). The information to be broadcast can be transferred only when the agents meet physically.

We define formally the problem of broadcasting bellow:
Problem 3 (The broadcast problem as defined in [37]). Given a constantly connected dynamic network $\mathcal{G}$ based on an underlying graph $G$ consisting of $n \geq 2$ nodes, a source agent that has a message $\mathcal{M}$ and $k \geq 1$ other agents that are initially located at distinct nodes of the network, the goal is to broadcast this message $\mathcal{M}$ to all the agents.

## 3 Gathering of Mobile Agents

The problem of gathering two or more agents, in a graph is an important problem in the area of distributed computing and has been extensively studied especially for the fault free scenario. In this chapter we consider the mobile agents gathering problem in the presence of an adversarial malicious agent which by occupying an empty node prevents honest agents from entering that node. The honest agents move in synchronous rounds and at each round an agent can move to an adjacent node only if this node is not occupied by the malicious agent. We model the agents as finite state automata moving in an environment modeled by an anonymous oriented grid graph and having no information on the size of the graph. The malicious agent is assumed to be arbitrarily fast and to have full knowledge of the graph, the locations, and the strategy of the honest agents at all times. The honest mobile agents are anonymous, synchronous, cannot leave messages at nodes and they have constant memory. Two agents can see or communicate with each-other only when they meet at a node. Previous studies consider the problem for ring networks and for asynchronous grids, where rendezvous was solved only for the special case of agents starting already in connected configurations. We study here the problem for synchronous agents in anonymous oriented grid networks for any starting configuration without multiplicities and any number of agents. We first show that rendezvous is impossible for 2 agents even when the agents can see the locations of eachother at all times. We then present a universal deterministic algorithm that solves the problem for any number of at least 3 agents with only local visibility and constant memory in any oriented grid with one malicious agent. Some of those results have appeared in [34]

### 3.1 Mobile agents with global visibility

We first study the case where the agents have global visibility. In this scenario the agents are able to determine the locations of all other agents on the grid at all times. We first show some basic properties.

Let us consider a two dimensional oriented grid consisting of $n$ rows and $m$ columns. Port labels have been consistently assigned at each vertex:

$$
\{\text { north, south, east, west }\}
$$

and analogously for vertices on the border.

```
Algorithm 1: Solving the trivial case of no malicious agent.
while not on the north border do
    move north
while not on the east border do
    move east
```

Notice that if there is no malicious agent, then any number of agents with constant memory, having no initial information about the size of the grid, can easily gather within at most $n+m-2$ steps by executing Algorithm 1. Eventually, each agent moves to the North-East corner of the grid. It is shown below that when there is a malicious mobile agent on the grid, a similar strategy can gather at least $(k-1)$ out of the $k$ agents. In this strategy when the agents are blocked by the malicious agent then they diverge a little and all except one can reach the meeting point.

```
Procedure MoveToNECorner
repeat
    Compute S
    Let }A\mathrm{ be the agent such that,}x(A)=\mp@subsup{\operatorname{min}}{\forall\mp@subsup{A}{i}{}\inS}{}x(\mp@subsup{A}{i}{}
    S=S-A
    if S=\emptyset then Compute S without considering A
    Let B be the agent such that, x(B)=\mp@subsup{m}{\forall\mp@subsup{A}{i}{}\inS}{}x(\mp@subsup{A}{i}{})
    if A not at the north border then moves one step north
    else moves one step east
    if B not at the east border then moves one step east
    else moves one step north
until there exists at most one agent }\mp@subsup{A}{}{\prime}\mathrm{ such that x( }\mp@subsup{A}{}{\prime})+y(\mp@subsup{A}{}{\prime})>
```

Let us now discuss an algorithm that gathers $k-1$ agents with global visibility in the presence of a malicious agent. The idea of the algorithm is the following: The goal of that algorithm is to gather all but one agents at the north-east corner, or if the corner is occupied by the malicious at a neighboring node (i.e., the node immediately at the west or at the south of the corner). To achieve that, the agents would chose at each step two agents that are the closest to the corner but not at the corner or the adjacent nodes of the corner. The choice is made by selecting the agent which is closest to the north border as agent $A$ and the second closest to the north border agent $B$. If there are ties, we break them by using the distance from the east border ${ }^{1}$. The agents that have been chosen make a move, one towards the north border and one towards the east border. At least one of them will reach the border and when they do, they start moving towards the north-east corner until they reach one of the adjacent nodes of the corner. When all but one have reached one of the two adjacent nodes of the corner, they can collectively decide at which node the should gather.

```
Algorithm 2: Gathering of \(\geq k-1\) agents with global visibility.
Execute MoveToNECorner
if less than \(k-1\) agents are collocated then
    if there are at least two agents \(A_{1}, A_{2}\) with \(y\left(A_{1}\right)=y\left(A_{2}\right)=0\) then
        Select \(A_{1}, A_{2}\) (with smallest ids)
        \(A_{1}\) moves east and \(A_{2}\) moves south
        while \(\exists\) agent \(C\) : \(y(C)=0\) do
            moves through connected path south of \((0,0)\)
        if \((1,1)\) is occupied then that agent moves east
    else
        if there are at least two agents \(A_{1}, A_{2}\) with \(x\left(A_{1}\right)=x\left(A_{2}\right)=0\) then
            Select \(A_{1}, A_{2}\) (with smallest ids) and \(x\left(A_{1}\right)=x\left(A_{2}\right)=0\)
            \(A_{1}\) moves north and \(A_{2}\) moves west
            while \(\exists\) agent \(C: x(C)=0\) do
                moves through connected path west of \((0,0)\)
            if \((1,1)\) is occupied then that agent moves north
        else there is one agent at \((0,1)\) and one at \((1,0)\)
            Both agents move towards \((0,0)\) and if blocked move towards \((1,1)\)
    if \((0,0)\) is occupied then all agents move to \((0,0)\)
```

We define here some additional notation used in Algorithm 2. Let $(0,0)$ be the north east corner for description purposes, $y(A)$ be the distance of mobile agent $A$ from the north

[^1]border, $x(A)$ be the distance of mobile agent $A$ from the east border, and the set of the agents who are closer to the north border, but not at nodes $(0,0),(1,0)$, or $(0,1)$, is defined as
$$
S=\left\{A_{i} \mid y\left(A_{i}\right)=\min _{\forall C} y(C), \text { and } y(C)+x(C)>1\right\}
$$
where $(1,0)$ and $(0,1)$ are the neighboring nodes of $(0,0)$ to the west and south respectively.

Lemma 3.1. In an oriented grid of size $n \times m$, with $n, m \geq 3, k \geq 3$ honest agents, initially placed at distinct nodes, and one malicious agent, at least $(k-1)$ honest agents executing Algorithm 2 can gather under the global visibility model.

Proof. Notice that initially the agents can assign distinct identities to each agent, for example using the combination of their distances from the east and north borders. In view of Lemma 3.3 at least $k-2$ agents are located at nodes $(1,0)$ and $(0,1)$ collectively. If there are at least two agents at $(1,0)$, then two of that group is chosen (for example, two with the smallest identities) and they try to move south and east respectively. At least one agent succeeds effectively creating a "bridge" towards $(0,1)$. Then the rest of the agents move through the occupied by an agent neighboring node (i.e., the bridge) towards ( 0,1 ) and finally the agent or agents, that moved initially, move to $(0,1)$. Finally, if $(0,0)$ is occupied then all agents move there and $k-1$ agents have gathered. If $(0,0)$ is not occupied then there were $k-1$ agents initially at nodes $(1,0)$ and $(0,1)$ collectively, and thus all $k-1$ agents have gathered at $(0,1)$.

If there is only one agent at $(1,0)$ then there are at least two agents at $(0,1)$ except from two special cases which we will consider later. The agents at $(0,1)$ form a bridge towards node $(1,0)$ and with the same argument as before at least $k-1$ agents gather either at $(1,0)$ or $(0,0)$.

The two special cases arise when $k=3$ or $k=4$. For $k=3$, there might be one agent at each node $(1,0)$ and $(0,1)$ respectively. If the malicious agent blocks the third agent then $k-1$ agents can gather at $(0,0)$ (the same happens if there was an agent at $(0,0)$ from
the beginning). For $k=4$, in order to only have at most one agent in both $(1,0)$ and $(0,1)$ nodes then $(0,0)$ must be occupied, which is the node where $k-1$ agents gather.

Lemma 3.2. Let agents $A$ and $B$ be the agents chosen by Algorithm 2. At least one of agents $A$ and $B$ executing Algorithm 2 reaches node $(0,1)$ or $(1,0)$ after a finite amount of time.

Proof. The agents $A$ and $B$ are chosen depending on their distances from the north and east borders. Since the initial placement of the agents is at distinct nodes, each pair of agents $(A, B)$ would have either $y(A) \neq y(B)$ or $x(A) \neq x(B)$ or both. Moreover, agent $B$ who is closer to the east border moves east and agent $A$ moves north, their paths towards the nodes $(1,0)$ and $(0,1)$ for $A$ and $B$ respectively do not intersect, and because they are the closest agents to those nodes they do not meet any other agent. If there was an agent in any of those paths of $A$ and $B$, then that agent would have been chosen as $A$ or $B$.

The malicious agent can block only one of the agents $A$ and $B$ during that procedure. Notice that blocking one of them does not change their states, $A$ remains $A$ and $B$ remains $B$. Therefore, after a finite amount of time if $A$ (resp. $B$ ) is not blocked, then it reaches node $(1,0)$ (resp. ( 0,1 )).

Lemma 3.3. After a finite amount of time at least $k-2$ agents that execute Algorithm 2 are located at nodes $(0,1)$ and $(1,0)$ collectively.

Proof. In view of Lemma 3.2 at least one agent reaches either $(1,0)$ or $(0,1)$. Without loss of generality, let $A$ be the agent that reaches $(1,0)$. If $A$ is the only agent that managed to reach its node, then it has $x(A)+y(A)=1$, thus on the next round a new pair of agents $A$ and $B$ is chosen. If there are two agents $A$ and $B$ that reach nodes $(1,0)$ and $(0,1)$ respectively, then both agents have $x(A)+y(A)=1$ and $x(B)+y(B)=1$, hence on the next round a new pair of agents $A$ and $B$ is chosen.

Applying at each phase Lemma 3.2 eventually at least $k-2$ agents would have gathered at nodes $(1,0)$ and $(0,1)$ collectively. The two agents $C_{1}, C_{2}$ that might be missing is one that has $x\left(C_{1}\right)+y\left(C_{1}\right)>1$ and is indefinitely blocked by the malicious agent and the other which has $x\left(C_{2}\right)+y\left(C_{2}\right)=0$

Let us now recall the following property of a grid graph:


Figure 3.1: Two agents gathering configurations $C_{1}, C_{2}$, and $C_{3}$. The two agents are denoted by letters $A$ and $B$ and the malicious agent is denoted by the letter $M$.

Definition 3.1 (vertex cut [77,78]). A vertex cut, also called a vertex cut set or separating set, of a graph $G$ is a subset of the vertex set $S \subseteq V(G)$ such that $G-S$ has more than one connected component.

Definition 3.2 (minimum vertex cut $[76,78]$ ). Given a graph $G$ a minimum vertex cut is a vertex cut of smallest possible size.

Property 3.1. An $n \times m$ grid graph $G=(V, E)$, with $n, m \geq 3$ has a minimum vertex cut of size 2, and every minimum vertex cut consists of the occupied nodes of either configuration $C_{2}$ of Fig. 3.1, or a symmetric one (all the pairs of nodes which are neighbours of a corner of the grid).

### 3.1.1 Impossibility result for two honest agents

We first show that two agents cannot gather in an oriented grid, even if they have unlimited memory and global visibility. Notice that the agents can assign themselves distinct identities. More specifically, each agent can assign an identity to itself consisting of two integers by observing the distances from the borders. The first integer will be its distance from the north border, and the second integer will be its distance from the east border. Since the agents have global visibility and they have been initially placed at distinct nodes they can compute those distinct identities.

Lemma 3.4. In an oriented grid of size $n \times m$, where $n, m>3$, two agents cannot gather in the presence of one malicious agent, even if they have unlimited memory and global visibility.

Proof. Let $G=(V, E)$ be an oriented grid. Suppose that there is an algorithm $\mathcal{A}$ that gathers the two agents at a node of the grid at time $t$. Consider the last configuration of the agents before they meet (i.e., the configuration at time $t-1$ ). We first prove that the last configuration should either be the one in which: 1) the two agents are adjacent somewhere in the grid (let us call this configuration $C_{1}$ ) or, 2) they are both at distance one from the same corner of the grid (let us call this configuration $C_{2}$ ). Examples of those two configurations are shown in Figure 3.1. Suppose for the sake of contradiction, that the last configuration $C$ is not $C_{1}$ or $C_{2}$. In that case the agents in $C$ have to be at distance two (but not as in $C_{2}$ ) at time $t-1$, otherwise they cannot meet at time $t$. This means that both agents have to move to the same (free) node $u$ in order to meet. From Property 3.1, if $n, m \geq 3$, we have that the only vertex cut of size less than 3 is a vertex cut of size 2 which is the one of configuration $C_{2}$, or the symmetric ones. Thus, in all other configurations, the subgraph induced by all free nodes (i.e., nodes which are not occupied by honest agents) is connected. Hence, in that case the malicious agent $M$ can always reach the free node $u$ before the agents and thus prevent them from meeting each-other, even if the agents, have unlimited memory and they can see each other's locations. Thus, the last configuration before the gathering should be $C_{1}$ or $C_{2}$.

Let us now define configuration $C_{3}$ in which one of the agents occupies a corner node $u$ of the grid and the other agent occupies the node $v$ which is at distance 2 from $u$ and not in the same row or column with $u$. We will show that unless the agents initially start in configuration $C_{1}, C_{2}$, or $C_{3}$, it is impossible to form any of those configurations, and hence it is impossible to gather. Suppose for the sake of contradiction that the agents are able to form a configuration of type $C \in\left\{C_{1}, C_{2}, C_{3}\right\}$ starting from a different configuration and let $C^{\prime} \notin\left\{C_{1}, C_{2}, C_{3}\right\}$ be the last configuration before $C$ is formed.

First observe that since $C^{\prime}$ is different than configuration $C_{2}$ and its symmetric ones, according to Property 3.1 configuration $C^{\prime}$ cannot have a vertex cut smaller than 3 . Hence, if both agents at configuration $C^{\prime}$ try to move to the same node $z$, or only one agent tries to move to a node $z$ in order to form configuration $C$, then $M$ can reach node $z$ before the agent(s) (since, in any configuration apart from $C_{2}, M$ is able to reach any node which is not occupied). Therefore configuration $C$ cannot be formed if at $C^{\prime}$ only one agent tries to move, or if both agents try to move at the same node. Let us study now the remaining


Figure 3.2: Two agents in a $n \times m, n, m>3$ grid trying to move to two distinct nodes $(z, w)$ from two distinct nodes $(x, y)$ not in a configuration of type $\left\{C_{1}, C_{2}, C_{3}\right\}$ respectively. Nodes $(z, w)$ are not occupied nodes, but need to be in order to get a configuration of type: $C_{1}, C_{2}, C_{3}$.
case in which both agents at $C^{\prime}$ try to move to two distinct nodes.
Consider a configuration $C^{\prime} \notin\left\{C_{1}, C_{2}, C_{3}\right\}$ composed of a node $x$ containing agent $A$ and a node $y$ containing agent $B$. Suppose that the two agents $A, B$ located at nodes $x, y$ in configuration $C^{\prime}$ are trying to move to two distinct nodes $z$ and $w$ respectively in order to form configuration $C$. If $z, w$ are not the occupied nodes of a configuration $C \in\left\{C_{1}, C_{2}, C_{3}\right\}$, then the malicious agent $M$ does not block anyone and therefore $C$ cannot be formed. If $z, w$ are indeed the occupied nodes of a configuration $C \in\left\{C_{1}, C_{2}, C_{3}\right\}$ but either the pair $(x, w)$ or the pair $(z, y)$ are not the occupied nodes of a configuration $C \in\left\{C_{1}, C_{2}, C_{3}\right\}$, then the malicious agent $M$ could block either node $z$ (so that the new occupied nodes are $(x, w)$ ) or node $w$ (so that the new occupied nodes are $(z, y)$ ) respectively. Hence, again the malicious agent $M$ has a strategy to prevent the agents from forming configuration $C$.

The only remaining hypothetical scenario in which the malicious agent $M$ would not be able to prevent the formation of configuration $C$ from $C^{\prime}$ is when all pairs of nodes $(x, w)$, $(z, y)$, and $(z, w)$ are the occupied nodes of configurations in $\left\{C_{1}, C_{2}, C_{3}\right\}$. We show below that this is impossible.

- Suppose that the nodes $(z, w)$ (in configuration $C$ ) are the occupied nodes of configuration type $C_{1}$. In other words, if both agents $A, B$ move then the resulting configuration is connected (see an example in Figure 3.2(a)). Node $x$ could not be at $w$, since then configuration $C^{\prime}$ would be of type $C_{1}$. Node $x$ can only be either North or South of $w$ in Figure 3.2(a), since otherwise $(x, w)$ cannot be the occupied nodes of some configuration in $\left\{C_{1}, C_{2}, C_{3}\right\}$. Suppose without loss of generality that $x$ is
as shown in Figure 3.2(a). Then $y$ cannot be adjacent to $x$ (otherwise configuration $C^{\prime}$ would be of type $C_{1}$ ) and can only be as shown in Figure 3.2(a), since otherwise $(z, y)$ cannot be the occupied nodes of some configuration in $\left\{C_{1}, C_{2}, C_{3}\right\}$. However, even in that case, the pairs of nodes $(x, w)$ and $(z, y)$ cannot be the occupied nodes of configuration types $C_{2}$ or $C_{3}$ if $n, m>3$.
- Suppose that the nodes $(z, w)$ (in configuration $C$ ) are the occupied nodes of configuration $C_{2}$ (see an example in Figure 3.2(b)). Then nodes $x, y$ have to be the other two nodes of the corner $2 \times 2$ subgrid in Figure 3.2(b), otherwise $(x, w)$ or $(z, y)$ cannot be the occupied nodes of some configuration in $\left\{C_{1}, C_{2}, C_{3}\right\}$. However, this means that configuration $C^{\prime}$ was of type $C_{3}$, which is a contradiction.
- Suppose that the nodes $(z, w)$ (in configuration $C$ ) are the occupied nodes of configuration $C_{3}$ (see an example in Figure 3.2(c)). Then nodes $x, y$ have to be the other two nodes of the corner $2 \times 2$ subgrid in Figure 3.2(c), otherwise $(x, w)$ or $(z, y)$ cannot be the occupied nodes of some configuration in $\left\{C_{1}, C_{2}, C_{3}\right\}$. However, this means that configuration $C^{\prime}$ was of type $C_{2}$, which is a contradiction.

Hence, if the two agents initially start at a configuration of type different than $C_{1}, C_{2}$, or $C_{3}$, then they cannot form a configuration of type $C_{1}, C_{2}$, or $C_{3}$, and therefore they cannot gather. Notice that, this impossibility result holds even when the agents have unlimited memory and can see each-other's location at any time on the grid.

We will see later that 3 or more agents can always gather in this model.

### 3.1.2 Gathering any number of at least 3 agents

In this section, we show that under the global visibility model, even three honest agents (with constant memory) can gather in an oriented grid in presence of a malicious agent. Some notations:

- Let $C_{0}^{3}$ be the set of all connected configurations with 3 agents (i.e., the nodes occupied by the agents form a connected subgraph of the grid).



Figure 3.3: Three agents in a grid: A tower of 2 and a single agent at distance two.

- Let $C_{1}^{3}$ be the set of all configurations with 3 agents, where two agents are colocated and the third agent is at distance two from them on a straight line (i.e., either on the same row or on the same column, see an example in Fig. 3.3).
- Let $C_{2}^{3}$ be the set of all configurations with 3 agents, where two agents are colocated and the third agent is at distance two from them not on a straight line (i.e., the agents are not all on the same row or on the same column, see an example in Fig. 3.3).

Theorem 3.1. Three honest agents with global visibility can gather in an oriented grid in spite of one malicious agent.

Proof. It is sufficient to show that the agents can form a connected configuration (it is straightforward to gather from a connected configuration if the agents can see each other). Due to Lemma 3.1, we know that 2 of the 3 agents can always gather at a node, if they have global visibility. So, let us assume that we start from a configuration where 2 agents are colocated (form a tower) and the third agent is in some distinct node of the grid. Due to the global visibility capability, the agents can approach each other, i.e., they can try to move to reduce the (vertical and then horizontal) distance between them. The two agents in the tower will move together during this process. Note that, if the distance between them is more than two then $M$ can block either the tower or the third agent but not both at the same time. Thus, at each time step, the distance will be reduced until the distance is no more than two. If the distance is less than two then the agents already form a connected configuration and they can immediately gather. So, suppose that the
agents reach a configuration where the distance between the tower and the third agent is exactly two.

Thus this configuration can be either of type $C_{1}^{3}$ or of type $C_{2}^{3}$. We show that: (i) From a configuration of type $C_{1}^{3}$ we can reach a configuration of type $C_{2}^{3}$ or a connected configuration, and (ii) from a configuration of type $C_{2}^{3}$ we can always reach a connected configuration.

To prove (i), let us consider, w.l.o.g., the particular configuration $C \in C_{1}^{3}$ where the third agent is two steps to the EAST of the tower of two agents (see Fig. 3.3). Note that for the other configurations in $C_{1}^{3}$, similar arguments hold, with rotation of directions etc. In configuration $C$, the algorithm will instruct the tower to perform GO(North) and the solitary agent to perform Go(WEST). If both moves succeed, then the resulting configuration is in $C_{2}^{3}$ and we are done. If only the move of the tower is blocked then we have a connected configuration. So, we need to consider the only other case where the move of the solitary agent is blocked by $M$. The resulting configuration has the tower one step North and two steps West of the solitary agent (as shown in the figure). From this configuration, in the next step, the algorithm will instruct the tower to perform GO(EAST) and the solitary agent to perform Go(WEST). If both moves succeed then we have a connected configuration and if either one of the moves is blocked then the resulting configuration is in $C_{2}^{3}$. Thus we have proved (i).

To prove (ii), note that in any configuration of type $C_{2}^{3}$, there are two unoccupied nodes of the grid that are both at distance one from the tower and from the solitary agent. The algorithm will instruct the agents in the tower to split and move towards those two nodes respectively ${ }^{2}$. The malicious agent $M$ cannot block the moves of both and if at least one of the moves succeeds then the resulting configuration is a connected configuration. Thus we have proved (ii). So, three agents with global visibility can always gather starting from any configuration.

Notice that the above result can be extended to any number of $k$ agents, by first forming a tower of $(k-1)$ agents (cf., Lemma 3.1) and repeating the technique of Theorem 3.1 with the $k-2$ agents of the tower acting as a single agent. However, we will show in

[^2]the next section that for $k>3$ agents, gathering is still possible in the more challenging model with local visibility.

### 3.2 Local visibility

### 3.2.1 Gathering any number of at least 4 agents

In this section, we show that four or more honest agents can always gather in an $n \times m$ oriented grid with one malicious agent, where $n, m>1$. Notice that, if $n$ or $m$ equals 1 (i.e., the grid is just one row or column), the gathering of all honest agents is trivially impossible since the malicious agent can divide the agents into two separate groups and prevent them from gathering. Hence we are interested in $n \times m$ oriented grids, where $n, m>1$. Notice also that, if in the starting configuration there are nodes with more than one agents, then those initially colocated agents will always behave in the same way since they are anonymous deterministic automata acting synchronously and they always have the same input. Thus, for an initial configuration with two colocated groups of agents the problem is unsolvable since the two groups will act as two agents and Lemma 3.4 will apply. Hence, in general the problem is unsolvable for initial configurations with multiple agents at distinct nodes. Therefore, we are interested in initial configurations with scattered agents (i.e., at most one agent at each node).

The high level description of the algorithm is the following: The agents first form at least one group of at least 3 colocated agents. Each such group moves to the South-West corner of the grid. Then, each group of at least 3 agents sweeps the whole grid towards the North-East corner and on the way collects all the agents not belonging to a group. Finally, all agents meet either at the North-East corner of the grid or at its adjacent node on the West.

The main algorithm, called GridWalk, first creates at least one group of three colocated agents, called tower, and then moves the towers of agents towards the South-West corner of the grid. After arriving at the South-West corner the towers sweep the grid towards the North-East corner, by exploring each column and changing columns only via the South border while on the way collect all the agents that do not belong to any tower. Note that, when two (or more) agents are moving at the same time to different nodes, the malicious
agent $M$ can block at most one of them at each step, since the movements of the agents are synchronous. An agent can move in a chosen direction only if the neighbouring node is not occupied by $M$, otherwise it stays (we say it is blocked) for this step.

```
Procedure FormTower
/* Algorithm to form Towers of at least 3 agents for k\geq4 */
/* Returns the state of the agent
*/
State := Initial
while there are less than 3 agents at the current node and there is an edge North do
    if there is exactly one agent at the current node then
        if previous move was North and blocked and there is an edge East then move
            one step East
        else move one step North
    else
        // there are exactly two agents at the current node
        if previous move was North and blocked for both agents at state Initial then
            A1 moves one step North
            if there is an edge East then A2 moves one step East
            else A2 moves one step West
        else move one step North
```

```
State := NB-reached
```

State := NB-reached
while there are less than 3 agents at the current node and there is an edge East do
while there are less than 3 agents at the current node and there is an edge East do
if there is exactly one agent at the current node then move one step East
if there is exactly one agent at the current node then move one step East
else
else
// there are exactly two agents at the current node
// there are exactly two agents at the current node
if previous move was East and blocked for both agents at state NB-reached
if previous move was East and blocked for both agents at state NB-reached
then
then
A1 moves one step East
A1 moves one step East
if there is an edge North then A2 moves one step North
if there is an edge North then A2 moves one step North
else A2 moves one step South
else A2 moves one step South
else move one step East
else move one step East
while there are less than 3 agents at the current node and there is an edge North do
while there are less than 3 agents at the current node and there is an edge North do
move one step North
move one step North
while there are less than 3 agents at the current node do WAIT(1)
while there are less than 3 agents at the current node do WAIT(1)
State := Tower
State := Tower
return State

```
return State
```

The formal description of GridWalk is shown in Algorithm 3. The algorithm uses a number of procedures. The first one, is called Procedure FormTower and creates at least one tower of at least 3 collocated agents. The second one, is called Procedure TowerWalk and moves a tower of 3 agents to the next node in the intended direction. Finally Procedure

ExploreLine, is used to move a tower in a straight direction.
Let us now describe all procedures in more detail. The main idea of Procedure FormTower is to let each agent navigate towards the North-East corner, by first instructing the agent to move North up to the North border and then East up to the East border. During this navigation, if an agent is blocked by the malicious agent while moving North and it is alone, in the next move it will try to move East for one step (or West if it is located on the East border column). If at some point the agent (which still moves towards North) meets with exactly one more agent and both of them were blocked while trying to move North, then one of them moves East for one step (or West if it is located on the East border), while the other one moves North. If two agents which have already reached the North border are blocked on the North border while they try to move East, then one of the agents moves South for one step. The agents that reach the North-East corner wait until at least 3 agents are there.

Lemma 3.5. Consider $k \geq 4$ agents in a $n \times m$ oriented grid, initially placed at distinct nodes, with one malicious agent, where $n, m>1$. If the agents execute Procedure FormTower then at least 3 agents will meet at a node at the same time within $O(n+m)$ time units.

Proof. Initially every agent is moving towards the North border of the grid. If an agent which is alone is blocked by the malicious agent $M$ while trying to go North, and the agent is not on the East-border column, then it tries to go East for just one move, i.e., before continuing to try to go North. If there are two co-located agents which have been blocked while they are trying to go North, then one of them tries to go East (or West if they are moving on the East-border column) for just one move, while the other one tries to go North. Note that even though the agents are anonymous, since they initially started at distinct nodes, they can assign to themselves different labels when they gather at a node, based on the arrival times and on the incoming directions. Since $M$ can only block at most one node at a time, it might prevent at most 2 agents from approaching the North border while executing the first while-loop of Procedure FormTower: $M$ might prevent one agent $A$ (or a group of at most two co-located agents) from going North and at the next time unit (when $A$ tries to go East) it might prevent another agent $B$ (or a group of at most two co-located agents) from going North; $M$ can continue to prevent
agent $A$ (when $B$ goes East) and $B$ (when $A$ goes East) from going North. Hence at least $k-2$ agents will finish executing their first while-loop in the procedure approaching the North border of the grid. At least one of the remaining two agents will first reach the East border and then it will try to move North. Even if both remaining agents at some point occupy the same node on the East border, they will split, one going West, and the other North, hence at least one of them will manage to approach the North border.

Thus at least $k-1$ agents will exit the execution of their first while-loop in the procedure and reach the North border after $O(n+m)$ time units. Now every agent on the North border will execute its second while-loop trying to go East. The malicious agent $M$ can divide those $k-1$ agents on the North border, into at most two groups and can prevent the western group from approaching the East border. Notice that, since $k-1 \geq 3$ at least one of these groups should have at least two agents.

If there is only one agent on the western group of the North border, then either it will be eventually unblocked, or otherwise the agent which was still blocked without exiting its first while-loop, will be unblocked and reach the North border, joining one of the two groups there.

If there are two agents on the western group of the North border, then those agents (by executing their second while-loop) will split after they are blocked at the same node (one of them continuing moving East and the other one moving South for one step). Hence, the malicious agent can only prevent at most one of them from moving East within the next two steps. Overall, at most one agent might not exit its first while-loop and at most one more agent might not exit its second while-loop. This case can only happen if the malicious agent has blocked the North-East corner of the grid. Otherwise, at most one agent might not exit its first while-loop, or at most one agent might not exit its second while-loop. Notice that the agents which have exited their first while-loop they are later located either in the North border or one row below. The agents which have also exited their second while-loop they are later located either in the North-East corner or one node below. Hence if $k-1 \geq 3$ agents have exited their second while-loop they meet and finish the procedure. If the malicious agent blocks the North-East corner then it might happen that one agent has not exited its first while-loop and is located one node South of the North-East corner and another agent has not exited its second while-loop and is
located one node West of the North-East corner. However, in such a case at least two of the remaining $k-2 \geq 2$ agents will soon join one of the blocked agents. Notice that, in the special case where two groups of two agents each are temporarily formed, one West and one South of the North-East corner, two agents might swap positions once, but then at least three agents will gather at the node South of the North-East corner.

Hence at least one group of at least 3 co-located agents will be formed.

## Procedure TowerWalk(X, Y)

/* A tower of at least 3 agents moves from a node $u=(x, y)$ either to an adjacent node in direction $X$, or to a node at a distance 2 from $u$ in direction $X Y$. If at some step there are no applicable instructions for an agent, this agent does not move in that step. All other agents associated with the tower except the 3 basic agents, are just following one of the three basic agents.

## Step 1

## Step 2

$A_{3}$ : [together with $A_{1}$ ]: move to $(x, y+1)$
$A_{3}:$ [together with $A_{2}$ ]: move to $(x+1, y)$

## Step 3

A1 : [alone at $(x, y)$ ]: move to $(x+1, y)$
$A 2$ : [alone at $(x, y+1)$ ]: move back to $(x, y)$
$A 2$ : [alone at $(x, y)$ ]: move to $(x+1, y)$
$A 2$ : [otherwise]: move to $(x+1, y+1)$

## Step 4

$A 1$ : [alone at $(x, y)$ ]: move to $(x, y+1)$
$A 2$ : [together with $A 3$ at $(x, y+1)$ ]: move to $(x+1, y+1)$
$A 2$ : [together with $A 3$ at $(x, y)$ ]: move to $(x+1, y)$
$A 3$ : [together with $A 2$ at $(x, y+1)$ ]: move to $(x, y)$
$A 3$ : [together with $A 2$ at $(x, y)$ ]: move to $(x+1, y)$

```
Step 5
    \(A 1\) : [together with \(A 3\) at \((x, y+1)\) ]: move to \((x+1, y+1)\)
    \(A 2\) : [alone at \((x, y+1)\) ]: move back to \((x, y)\)
    \(A 3\) : [alone at \((x, y+1)\) ]: move to \((x+1, y+1)\)
    \(A 3\) : [together with \(A 1\) at \((x, y+1)\) ]: move to \((x+1, y+1)\)
Step 6
    A2 : [alone at \((x+1, y+1)\) ]: move to \((x+1, y)\)
    \(A 2\) : [together with \(A 3\) at \((x, y)\) ]: move to \((x+1, y)\)
    \(A 2\) : [together with \(A 3\) at \((x+1, y+1)\) ]: move to \((x+1, y)\)
    \(A 3\) : [alone at \((x, y)]\) : move to \((x+1, y)\)
    \(A 3\) : [together with \(A 2\) at \((x, y)\) ]: move to \((x+1, y)\)
    \(A 3\) : [together with \(A 2\) at \((x+1, y+1)\) ]: move to \((x+1, y)\)
```

Consider a number of at least three agents which gather at a node constructing a tower ${ }^{3}$. Even in the case that more than three agents gather at the same node, three agents can always be elected as the three distinct agents that form the tower (e.g., by comparing arrival times, incoming directions, already assigned identities and making an ordered list in which all agents agree). The remaining agents (if any) are then identified as followers of the constructed tower. Hence assume a tower of at least three agents which has been formed by agents $A 1, A 2$ and $A 3$.

Procedure TowerWalk, moves all agents associated with the tower either to an adjacent node towards a given direction or to a node at distance 2 from the agents' current position. Let $X$ be the given direction and $Y$ (which is also given) be the direction 90 degrees clockwise or counterclockwise from $X$. For example if $X$ is North then $Y$ will be either East or West and so on. Suppose the tower is at position $(x, y)$, where $x$ is the current rowposition and $y$ is the current column-position. Let $(x+1, y)$ be the node which is adjacent to node $(x, y)$ towards direction $X$ and let $(x, y+1)$ be the node which is adjacent to node $(x, y)$ towards direction $Y$. Then, after an execution of TowerWalk $(X, Y)$, the new position of the tower is either $(x+1, y)$ (if the node $(x+1, y)$ was not blocked) or $(x+1, y+1)$ (if the node $(x+1, y)$ was blocked). For example if at least 3 agents belong to a tower at a node $u$ then Procedure TowerWalk (North, East) will move all agents associated with the tower either to node $v$ adjacent to $u$ in the North direction (if $v$ is not blocked) or to node $w$ at distance 2 from $u$ in direction North-East (if $v$ was blocked).

[^3]The formal description of Procedure TowerWalk $(X, Y)$ can be found in Algorithm TowerWalk. The algorithm has also been demonstrated in Figures 3.4, 3.5, 3.6 for $X=$ North and $Y=$ East, the remaining cases for $X$ and $Y$ work in a similar way. In the algorithm, the related figures and correctness lemma we only analyze the movements of the three agents $A 1, A 2$ and $A 3$ which formed the tower. If there are more agents associated with the tower then those agents just follow one of the three previously mentioned agents.

Lemma 3.6. Consider $k \geq 4$ agents in a $n \times m$ oriented grid, initially placed at distinct nodes, with one malicious agent, where $n, m>1$. Suppose that in the grid there is at least one tower consisted of at least $l \geq 3$ colocated agents located at a node $u=(x, y)$ at time $t$. If the tower-agents execute Procedure TowerWalk $(X, Y)$, then after at most 6 time units, they all move either 1) to a node $v=(x+1, y)$ which is adjacent to $u$ towards direction $X$, if $v$ was not blocked at time $t+1$ or $t+3$ or, 2) to a node $w=(x+1, y+1)$ which is at a distance 2 from $u$ towards direction $X-Y$, if $v$ was blocked at time $t+1$ and $t+3$.

Proof. We will prove the lemma for directions $X, Y$, where $X$ is any direction and $Y$ is the direction 90 degrees clockwise from $X$. The case when $Y$ is the direction 90 degrees counterclockwise from $X$ can be proved in a similar way. We have depicted the algorithm in Figures 3.4, 3.5 and 3.6, for $X=$ North and $Y=$ East. We describe the algorithm by just illustrating and analyzing the movement of the 3 basic agents $A 1, A 2$ and $A 3$ that formed the tower. If there are more agents associated with the tower then those agents just move together with one of the three previously mentioned agents. If one of the three basic agents meets at any time another agent $C$ which has not yet been associated with any tower, then agent $C$ is associated with the tower and after that it just moves together with one of the three basic agents of the tower. If one of the agents associated with the tower meets at any time an agent $C$ which is associated with a different tower, then the agents just ignore each-other. Note that two tower-agents that meet at the same node can always decide whether they are associated with the same tower or not: Suppose that two agents $A, B$ associated with towers started the execution of Procedure TowerWalk at nodes $u_{A}, u_{B}$ respectively and meet at a node $v$ while executing the procedure. The two tower agents communicate and compare their port-sequences from the starting nodes $u_{A}, u_{B}$ to the meeting node $v$. Since, as we will prove, Procedure TowerWalk lasts at most 6 steps,
a tower-agent needs only constant memory to keep the sequence of ports from the node that started the execution of the procedure.

In the first step of the Procedure TowerWalk ( $X, Y$ ), agents $A 1$ and $A 2$ move synchronously to different nodes and therefore the malicious agent can only block at most one of the agents. Agent $A 3$ does not move. Thus the following three cases arise:
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Figure 3.4: Consider three colocated agents with identities $1,2,3$ which have formed a tower and are located at node $u$. The agents execute Procedure Towerwalk(North, East). The arrows depict the intended moves at step 1 on the left of the figure. Each possible configuration from step $t$ to step $t+$ 1 is shown under the title 'After step $t$ '. In each configuration the arrows depict the agents' intended moves of the next step. For the series of the lower configurations, the demonstration continues in Figure 3.5.

- $A 2$ is blocked at step 1 , hence $A 1$ moves to node $(x+1, y)$ and $A 3$ does not move. After step $1 A 1$ is at $(x+1, y)$ and $A 2$ is at $(x, y)$ with $A 3$, as shown in the first row of Figure 3.4. Therefore at step $2 A 1$ and $A 2$ do not move and $A 3$ moves to $(x+1, y)$ where $A 1$ is located. After step $2 A 1$ is with $A 3$ at $(x+1, y)$ and $A 2$ is alone at $(x, y)$ (first row, second column, of Figure 3.4). Therefore at step $3 A 1$ and $A 3$ do not move, $A 2$ moves to $(x+1, y)$ where $A 1$ and $A 3$ are located. Therefore after step $3 A 1, A 2$ and $A 3$ are all together at $(x+1, y)$ (first row, third column, of Figure 3.4).
- Both $A 1$ and $A 2$ move at step 1. Hence, after step $1 A 1$ is at $(x+1, y)$ and $A 2$ is at
$(x, y+1)$ and A3 is at $(x, y)$, as shown in Figure 3.4, second row. Then at step 2 no one will move, since $A 3$ is alone at $(x, y)$, therefore after step 2 there is no changes at the locations (second row of Figure 3.4). At step $3 A 1$ and $A 3$ do not move and $A 2$ moves back to $(x, y)$ to meet $A 3$. After step $3 A 1$ is alone at $(x+1, y)$ and $A 2$ and $A 3$ are at $(x, y)$. Therefore at step 4, $A 1$ does not move and $A 2$ and $A 3$ move to $(x+1, y)$ where $A 1$ is located. Therefore after step $4 A 1, A 2$ and $A 3$ are all together at $(x+1, y)$.
- $A 1$ is blocked at step 1, hence $A 2$ moves to $(x, y+1)$. Therefore, after step $1 A 2$ is at $(x, y+1)$ and $A 1$ and $A 3$ are at $(x, y)$, as shown third row of Figure 3.4. In step 2 $A 1$ and $A 2$ do not move, $A 3$ moves to $(x, y+1)$. Hence after step $2 A 1$ is at $(x, y)$ and $A 2$ and $A 3$ are at $(x, y+1)$ (third row of Figure 3.4). At step $3 A 3$ does not move, $A 1$ tries to move to $(x+1, y)$ and $A 2$ tries to move to $(x+1, y+1)$. Depending on which agent succeed in his/her movement, three sub-cases arise, which are presented in Figure 3.5:

Step 3


After step 3

$\longrightarrow$
After step 4

$\qquad$

After step 3

$\longrightarrow$
After step 4


After step 3


After step 5


After step 5


Figure 3.5: Continuation of the series of the lower configurations of Figure 3.4. For the series of the lower configuration, the demonstration containuses in Figure 3.6.

- Both $A 1$ and $A 2$ move. Hence after step $3 A 1$ is at $(x+1, y), A 2$ is at $(x+1, y+1)$ and $A 3$ is at $(x, y+1)$, as shown in first row, Figure 3.5. At step 4 no one moves, hence after step 4 there is no change at the locations (first row, Figure 3.5). At
step $5 A 1$ and $A 2$ do not move and $A 3$ moves to $(x+1, y+1)$, where $A 2$ is located. Therefore after step $5 A 1$ is at $(x+1, y)$ and $A 2$ and $A 3$ are at $(x+1, y+1)$ (first row, Figure 3.5). At step $6 A 2$ and $A 3$ move to $(x+1, y)$, where $A 1$ is located. Therefore after step $6 A 1, A 2$ and $A 3$ are all together at $(x+1, y)$.
- $A 1$ is blocked, hence $A 2$ moves to $(x+1, y+1)$. After step $3 A 1$ is alone at $(x, y)$, $A 2$ is at $(x+1, y+1)$ and $A 3$ is at $(x, y+1)$, as shown in second row, Figure 3.5. At step $4 A 1$ moves to $(x, y+1), A 2$ and $A 3$ are alone so they do not move. Therefore after step $4 A 1$ and $A 3$ are at $(x, y+1)$ and $A 2$ is at $(x+1, y+1)$ (second row, Figure 3.5). At step 5 A2 does not move, $A 1$ and $A 3$ move to $(x+1, y+1$ ), hence after step $5 A 1, A 2$ and $A 3$ are all together at $(x+1, y+1)$.
- $A 2$ is blocked, hence $A 1$ moves to $(x+1, y)$. After step $3 A 1$ is at $(x+1, y)$ and $A 2$ and $A 3$ are at $(x, y+1)$, as shown in third row, Figure 3.5. At step $4 A 1$ does not move, $A 2$ tries to move to $(x+1, y+1)$ and $A 3$ tries to move back to $(x, y)$. Again depending on which agent succeed in his/her move, three sub-cases arise which are presented in Figure 3.6:
* $A 3$ is blocked, hence $A 2$ moves to $(x+1, y+1)$. After step $4 A 1$ is at $(x+1, y)$, $A 2$ is at $(x+1, y+1)$ and $A 3$ is at $(x, y+1)$, as shown in the first row of Figure 3.6. Therefore at step $5 A 1$ and $A 2$ do not move and $A 3$ moves to $(x+1, y+1)$, where $A 2$ is located. After step $5 A 1$ is at $(x+1, y)$ and $A 2$ and $A 3$ are at $(x+1, y+1)$ (the first row of Figure 3.6). Hence at step 6 A1 does not move and $A 2$ and $A 3$ move to $(x+1, y)$, where $A 1$ is located. Therefore after step $6 A 1, A 2$ and $A 3$ are all together at $(x+1, y)$.
* $A 2$ is blocked, hence $A 3$ moves to $(x, y)$. After step $4 A 1$ is at $(x+1, y), A 2$ is at $(x, y+1)$ and $A 3$ is at $(x, y)$, as shown in the second row of Figure 3.6. Therefore at step $5 A 1$ and $A 3$ do not move and $A 2$ moves back to $(x, y)$, where $A 3$ is located. After step $5 A 1$ is at $(x+1, y)$ and $A 2$ and $A 3$ are at $(x, y)$ (second row of Figure 3.6). At step $6 A 1$ does not move and $A 2$ and $A 3$ move to $(x+1, y)$, where $A 1$ is located. Therefore after step $6 A 1, A 2$ and $A 3$ are all together at $(x+1, y)$.
* Both $A 2$ and $A 3$ move. Hence after step $4 A 1$ is at $(x+1, y), A 2$ is at $(x+1, y+1)$
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Figure 3.6: Continuation of the series of the lower configuration of Figure 3.5.
and $A 3$ is at $(x, y)$, as shown in the third row of Figure 3.6. At step 5 no one moves, hence after step 5 there is no change at the locations (third row of Figure 3.6). At step $6 A 1$ does not move and $A 2$ and $A 3$ move to $(x+1, y)$, where $A 1$ is located. Therefore after step $6 A 1, A 2$ and $A 3$ are all together at $(x+1, y)$.

```
Procedure ExploreLine(Dir)
/* Algorithm for Exploring a line (row or column) of the Grid towards
    direction Dir */
    X= Dir
    Y is the direction 90 degrees clockwise from direction X
    parity = 0
    while there is an edge towards direction X do
        if there is no edge towards direction }Y\mathrm{ then
            Y is the direction 90 degrees counter-clockwise from direction X
    Let u}\mathrm{ be the location of the tower
    Perform TowerWalk(X,Y)
    Let v}\mathrm{ be the location of the tower after executing Procedure TowerWalk
    if node v is at a distance 2 from u on the XY direction then
            if there is an edge towards }X\mathrm{ then
            Let }Z\mathrm{ be the opposite direction of }
            Perform TowerWalk(Z,X)
        else
            parity = 1
return parity
```

Procedure ExploreLine (Dir), moves a tower consisting of at least 3 agents from a node $u$ either to a node $v$ on the border of the grid in a straight direction Dir from $u$, or to a node $v^{\prime}$ on the border adjacent to $v$ (if $v$ was blocked at that time). The procedure repeatedly calls Procedure TowerWalk $(X, Y)$, where $X=\operatorname{Dir}$ and $Y$ is a direction 90 degrees clockwise or counterclockwise from $X$. If at some point the tower ends up at a node $w \neq v^{\prime}$ which
is not on the straight direction connecting nodes $u, v$, then a suitable correction move is executed. For example, if the tower had to move North but ended up North-East (before it reaches the target border) then it moves West, thus going back to its track. This ensures that the tower always moves in a straight direction. Note that for parameter Dir we use only the directions of north, south, or west. ${ }^{4}$

Possible executions of Procedure ExploreLine are shown in Figures 3.7, 3.8.


Figure 3.7: Possible executions of Procedure ExploreLine. (a) A tower traversing back and forth a column without been blocked (Procedure ExploreLine (North), followed by Procedure ExploreLine(South) and Procedure TowerWalk(East, North)). (b) A tower traversing the West border column towards North (Procedure ExploreLine(North)). The tower was blocked two times and those times temporarily ended up in the next column. (c) A tower traversing the West border column towards South (Procedure ExploreLine (South), followed by Procedure TowerWalk (East, North)). The tower was blocked once and that time temporarily ended up in the next column.

Lemma 3.7. Consider $k \geq 4$ agents in $a n \times m$ oriented grid, initially placed at distinct nodes, with one malicious agent, where $n, m>1$. Suppose that in the grid there is at least one tower consisted of at least $l \geq 3$ colocated agents located at a node $u$ at time $t$. Let $v$ be the node on the border of the grid towards direction Dir furthest from $u$ and let $p$ be the distance (i.e., the length of the shortest path) between nodes $u$ and $v$. If the tower-agents execute Procedure ExploreLine(Dir), then after $O(p)$ time units the agents will end up either at node $v$ (in this case the procedure returns Parity $=0$ ) or at a node on the border adjacent to $v$ (in that case the procedure returns Parity $=1$ ) depending on the location of node $u$ and direction Dir as follows:
i) Dir is North and $u$ is not on the East border: $v$ or East of $v$

[^4]- Tower (i.e three or more colocated agents)

(d)

(e)

(f)

Figure 3.8: Possible executions of Procedure ExploreLine. (d) A tower traversing a non-border column towards north (Procedure ExploreLine(North)). The tower was blocked once and that time temporarily ended up in the next column. (e) A tower traversing a non-border column towards South (Procedure ExploreLine(South), followed by Procedure TowerWalk(East, North)). The tower was blocked once and that time temporarily ended up in the previously traversed column. (f) A tower traversing the East border column towards North (Procedure ExploreLine(North)). The tower was blocked once and that time temporarily ended up in the previously traversed column.
ii) Dir is North and $u$ is on the East border: $v$ or West of $v$
iii) Dir is South and $u$ is not on the West border: $v$ or West of $v$
iv) Dir is South and $u$ is on the West border: $v$ or East of $v$
v) Dir is West and $u$ is on the South border: $v$ or North of $v$

Proof. Consider a tower of at least three agents at a node $u=(x, y)$ not on the East border. Assume that the agents associated with the tower execute Procedure ExploreLine towards direction North (i.e., case (i)). Let $v$ be the node on the North border which is the furthest node on the same column and north of $u$ and let $p$ be the shortest path from $u$ to $v$. According to Algorithm ExploreLine direction $X=$ North and direction $Y=$ East. The tower will execute Procedure TowerWalk (X, Y) and by Lemma 3.6 will either reach node $(x+1, y)$ (which is the node next of $u$ on path $p$ ) or node $(x+1, y+1)$ (which is the node at distance 2 from $u$ towards direction $X-Y$ (i.e., North-East) within at most 6 time units. The tower agents repeatedly execute Procedure TowerWalk(X, Y) from their current node (say $u^{\prime}$ ) until they either reach node $v$ in the X (i.e., north) border (in which case the procedure ends and Parity $=0$ is returned), or they reach a node $w$ which is not straight in direction $X$ (i.e., north) from $u$ for the first time. In that case node $w$ has
to be at distance 2 in direction $X-Y$ (i.e., North-East) of node $u^{\prime}$. If $w$ is on the $X$ (i.e., north) border then it must be $Y$ (i.e., East) of $v$ and the procedure ends and Parity $=1$ is returned. If $w$ is not on the $X$ border, then the agents execute TowerWalk(Z, X), where $Z$ is opposite than $Y$ (i.e., $Z$ is West when $Y$ is East). Therefore the agents will either reach the node next of $u^{\prime}$ on $p$ or the second next node of $u^{\prime}$ on $p$. Hence the agents will either reach node $v$ or the node $Y$ (i.e., east) of $v$ on the $X$ (i.e., north) border within $O(p)$ time units.

If the starting node $u$ is on the East border (case (ii)), then the tower agents always execute TowerWalk (North, West). The proof of this case can be done in a similar way as before by taking $X=$ North and $Y=W$ est.

If the direction is South and the starting node $u$ is not on the west border (case (iii)), then the proof can be done in a similar way as before by taking $X=$ South and $Y=$ West.

If the direction is South and the starting node $u$ is on the west border (case (iv)), then the proof can be done in a similar way as before by taking $X=$ South and $Y=$ East.

Finally, if the direction is West and the starting node $u$ is on the south border (case (v)), then the proof can be done in a similar way as before by taking $X=$ West and $Y=$ North.

We now present Algorithm GridWalk which gathers $k>3$ agents in an oriented grid with one malicious agent. The algorithm first instructs the agents to form at least one tower (using Procedure FormTower). Each tower moves to the South-West corner of the grid (using Procedure ExploreLine). Then each tower explores the grid, starting from the South-West corner, and traversing the grid moving back and forth on each column and changing columns from the south border using Procedures ExploreLine and TowerWalk, trying to reach the North-East corner of the grid. Along the way the towers collect any agents which do not belong to any tower. The formal algorithm is shown in Algorithm 3.

Theorem 3.2. Consider $k \geq 4$ agents in a $n \times m$ oriented grid, initially placed at distinct nodes, with a malicious agent, where $n, m>1$. If the (honest) agents execute Algorithm GridWalk then they gather within at most $O(n m)$ time units.

```
Algorithm 3: GridWalk
/* Algorithm for Gathering \(k \geq 4\) agents in Oriented Grid */
/* State = Tower */
execute FormTower
if there is an edge towards South then execute ExploreLine(South)
if there is an edge towards West then execute ExploreLine(West)
/* The tower has reached the West border */
while there is an edge towards East do
    execute ExploreLine(North)
    if ExploreLine returns 1 then execute TowerWalk(West, South)
    Perform ExploreLine(South)
    if ExploreLine returns 0 then execute TowerWalk(East, North)
    if ExploreLine returns 1 and the ExploreLine was not performed at the West border
        then
            Let \(u\) be the current node
            execute TowerWalk(East, North)
            if tower ended up at distance 2 North-East of \(u\) then
            Let \(v\) be the current node
            execute TowerWalk(South, East)
            if tower ended up South of \(v\) then execute TowerWalk(East, North)
        else execute TowerWalk(East, North)
/* The tower has reached the East border */
execute ExploreLine(North)
if ExploreLine returns 1 then
    while there is an edge towards East do move East
```

Proof. The agents first execute Procedure FormTower. In view of Lemma 3.5, they form one or more groups (towers) of at least 3 agents within $O(n+m)$ time units. Then, each tower first moves to the South and then to the West border (using Procedure ExploreLine). Hence, in view of Lemma 3.7 each tower will eventually reach either exactly the South-West corner of the border, or one node above the South-West corner, of the grid within another $O(n+m)$ time units. Then each tower traverses the whole grid as follows: it traverses each column back and forth (using Procedure ExploreLine) and moves to the next column in direction East (using Procedure TowerWalk). Examples of such traversals are shown in Figures 3.7, 3.8. By repeatedly applying Lemmas 3.6 and 3.7, we get that each tower will either reach the North-East corner or its neighbour node $z$ to the west, within at most $O(n m)$ time units in total. Any tower that reaches node $z$ tries for ever to move East to the North-East corner. Therefore within at most $O(n m)$ time units all towers will meet either at the North-East corner or at node $z$.

What remains to be proved is that any agents not belonging to a tower will be discovered and collected by a tower on its way to the North-East corner. Notice that any agent $H$ which has not yet been associated with a tower, must still execute Procedure FormTower and therefore according to that procedure, agent $H$ either waits at the North-East corner or otherwise tries to move towards North, East, or West ${ }^{5}$.

Let us closely follow the exploration of a tower starting at the South-West corner of the grid (or its neighbour node on the north).

Let $u$ be the starting node of such an exploration (i.e., either the South-West corner of the grid or its neighbour node on the north). First notice that if $u$ is not the South-West corner, then it means that the tower could not reach the South-West corner during the execution of Procedure ExploreLine(West). The only case where this can happen is if the South-West corner is blocked during step $t$ of the last call of Procedure TowerWalk, as it can be verified in the procedure. Since agent $H$ cannot move to the South-West corner from any other node, it means that if $u$ is not the South-West corner, agent $H$ can not move at the South-West corner at time $t$ or later.

Hence the tower executes Procedure ExploreLine(North) starting at node $u$ at time $t^{\prime}$ (e.g., see Figure 3.7(a), (b)). Agent $H$ cannot move to the South-West corner or to node $u$ at $t^{\prime}$ (without meeting a tower agent) or later. Let $v$ be the node where the tower endsup after the execution of the procedure. Since $n, m>1$, this first column is not the East border of the grid.

Suppose that the column is not adjacent to the East border of the grid. In view of Lemma 3.7, since the column (where $u$ is located) is not on the East border, node $v$ is on the North border and either on the same column with $u$ or on the next column towards east. Let $t$ be the first time when one of the tower agents was blocked while trying to move towards North to a node $u^{\prime}$ on the same column with $u$ (i.e., while executing Procedure TowerWalk(North, East) within Procedure ExploreLine(North)). Since, up to this moment, no tower agent was blocked while moving North, if agent $H$ was at any node in the shortest path $p$ from $u$ to $u^{\prime}$, then the tower agents should have met it. Moreover, if $u^{\prime}$

[^5]is not adjacent to $v$ then $H$ can not move at $u^{\prime}$ at time $t$ (without meeting a tower agent) or later since agent $H$ always tries to move towards North or East (unless it is located on the North or East border) and therefore cannot reach $u^{\prime}$ from a node not in $p$. If $u^{\prime}$ is indeed adjacent to $v$, then it might happen that $H$ will try to move to $u^{\prime}$ at $t$ or later. However, the tower agents will finish the current Procedure TowerWalk (North, East) by either gathering at $u^{\prime}$ or at a node east of $u^{\prime}$. In the first case if $H$ is at $v$ a tower agent will meet $H$ within the first step of the next Procedure TowerWalk(North, East). In the second case if $H$ is at $u^{\prime}$ or $v$ the tower agents will meet $H$ during the next two executions of Procedure TowerWalk (i.e., either during the correction movement by calling Procedure TowerWalk(West, North), or during the next Procedure TowerWalk(North, East)). Hence when the tower reaches the north border of the grid at time $t^{\prime}$, either a tower agent has met $H$ or $H$ will never try to move to a node in the same column with $u$ at time $t^{\prime}$ or later.

If $u, v$ are not on the same column, then the tower executes Procedure TowerWalk (West, South) and moves to a node $v^{\prime}$ on the same column with $u$ either on the North border or one row below.

Afterwards, the tower executes Procedure ExploreLine(South) (e.g., see Figure 3.7(c)) and let $w$ be the node where the tower is located after finishing the execution of Procedure ExploreLine (South).

Since $v^{\prime}$ was on the West border then in view of Lemma 3.7, nodes $v^{\prime}, w$ either belong to the same column or $w$ is on the next column towards East. If $v^{\prime}, w$ are on the same column, Procedure ExploreLine returns 0, and the tower executes Procedure TowerWalk(East, North) and moves from $w$ to the next column $c$ towards East at a node $v^{\prime \prime}$ either on the South border or one row above (see Figure 3.9). If the tower after TowerWalk(East, North) is located one row above the south border, then that means that the malicious agent was blocking the tower from moving to node $v^{\prime \prime}$ on the south border, hence there can be no agent $H$ at that location at any later time.

The tower continues exploring this next column $c$ towards north until it reaches the north border at a time $t$ (e.g., see Figure 3.8(d)). If $c$ is not adjacent to the east-border column, then using the same arguments as before, any agent $H$ cannot move to any node of that column $c$ within time $t$ (without meeting a tower agent) or at a later time. Therefore agent
$H$ (if not already met with a tower agent) is located at a column not yet traversed. Then the tower executes Procedure ExploreLine (South) and ends up on the south border either on the same column $c$ or one column to the west (e.g., see Figure 3.8(e)). In the first case the tower agent acts exactly as described a few lines above. In the second case, Procedure ExploreLine returns 1 and the tower executes 2 or 3 times Procedure TowerWalk as it can be seen in Figure 3.10, in order to move to the next (not yet explored) column to the east. Once more if the tower never reaches the initially intended node, then the malicious was blocking the tower (and any other agents) from moving to that node, hence there can be no agent $H$ at that node at that time or any time later.


Figure 3.9: A tower executed Procedure ExploreLine (South) traversing a column and ended up at a node $w$ located in the same column (the procedure returns 0). Then the tower executes Procedure TowerWalk(East, North) and ends up at node $v^{\prime \prime}$.

Now, consider the case of a tower entering and starting to explore (i.e., towards north) a column $c$ which is adjacent to the East border column of the grid (i.e., $c$ is not the East border but the adjacent column on the west) (e.g., see Figure 3.8(d)). In that case, if agent $H$ is somewhere on the east border, it might happen that $H$ will try to move to a node on the west. Nevertheless it is easy to see that when the tower traverses column $c$ towards North it explores both column $c$ and the east border column. To see why, suppose that agent $H$ is located at a node $x$ in the east border column and let $x^{\prime}$ be the node on column $c$ which is adjacent to $x$. Suppose also that the tower is located at a node $z$ in column $c$ on the shortest path between the south border and node $x^{\prime}$. Each time the tower executes Procedure TowerWalk (North, East), one tower agent tries to move north of $z$ and another one tries to move east of $z$. Hence, since agent $H$ will not try moving South, will be either collected by one of the tower agents by the time the tower agents reach the north border


Figure 3.10: A tower executed Procedure ExploreLine (South) traversing a column which is not on the West border, and ended up at a node $w$ located one column to the West (the procedure returns 1). Then the tower executes Procedure TowerWalk (East, North) and ends up at node $v^{\prime \prime}$. After that, the tower executes one or two more times the Procedure TowerWalk in the appropriate direction(s) and ends up on the next (unexplored) column towards East.
or $H$ will reach the North-East corner of the grid. Notice that by the time the first tower finishes the exploration (i.e., traversing towards north) of the column which is adjacent to the east-border column, if there are agents not associated with a tower, then those agents must wait at the North-East corner of the grid.

Finally, when the tower reaches the East border, the execution of ExploreLine(North) starts, and as a result the tower is now located either at the north-east corner of the grid or at an adjacent node to the west (say $y$ ) (e.g., see Figure 3.8(f)). In the second case all agents associated with that tower try to move East until they reach the North-East corner. Notice that, if there is at least one tower at node $y$ trying to go East (at the NorthEast corner of the grid), then either the malicious agent prevents all agents from moving to the North-East corner, or there is an agent that reaches the North-East corner. Hence all agents will gather either at node $y$ or at the North-East corner.

### 3.2.2 Gathering three or more agents

Let us now present a more sophisticated technique for gathering any number of three or more agents. We start with a high-level description of the algorithm.

Notice that in the algorithm for 4 agents, as discussed in Section 3.2.1, the idea was to form a group of 3 agents which can explore the grid (while the members of the group stay close to each other), and this can be done independently of whether other agents are also moving at the same time or not. In the algorithm for 3 agents the idea is to form a group of two agents which can explore the grid (while the members of the group stay close to each other). However now it is necessary that at least one other agent is also trying to explore the whole grid. The reason is that if all other agents plan to move within a limited area, then the adversary could block one of the group agents and therefore it would be impossible for the group agents to explore the whole grid staying close to each other.

For all the reasons mentioned above, the algorithms, procedures, and proofs for 3 agents are much more complicated: A tower of 3 agents (as in the algorithm for 4 agents) can never be blocked by the adversary and it will always explore the grid (even if there were
no other agents). However, a tower of 2 agents (as in the algorithm for 3 agents) can sometimes be blocked without making any progress, but the malicious agent while blocking the tower should allow the alone agents to move freely. Therefore, the algorithms for 3 agents have to be carefully designed so that the tower can not be blocked together with another agent at the same time, which would bring as to a standstill.

The agents executing the algorithm are moving as follows: At least two of the agents meet and form a group of explorers. Then they explore the whole grid moving in a "cautious way" and maintaining a distance of at most one edge between them until they either meet a third agent or they are blocked by the malicious agent. If the routing distance $h$ (i.e., the distance with respect to the routing, that we formally define later) between one of the agents in the group and an agent not in the group is $h \leq 2$, then they all meet after a constant number of steps. On the other hand, if the routing distance is $h>2$, then within $O(h)$ steps either the two agents of the group meet again and their routing distance from the third agent is at most 2 , or one of the agents in the group meets the third agent. In this last case all agents meet after a constant number of extra steps. We describe below the algorithm in detail.

Each agent is initially located at a distinct node, and starts at state initial moving towards the North border of the grid and then towards the East border until it either reaches the North-East corner or it meets another agent.

If an agent reaches the North-East corner of the grid (i.e., without meeting another agent), it switches to state Explorer1 and starts exploring the grid by a zig-zag technique: it first traverses the current column to the South; then it proceeds (via an edge on the South border) to the next column to the West and it repeatedly traverses that column initially moving North and then back South until it reaches the South border; it then moves to the next column to the West, and so on (see Figure 3.11). The agent follows the described route with the following additional local moves (see Figure 3.11): it moves one step forward along the route, then back (i.e., to the previous position) and forward again. If the agent is blocked while taking the move backwards it continues moving forward, while if it gets blocked while moving forward it keeps trying to move forward. Hence, if an agent is blocked while moving, on the next step it tries to move again forward until it succeeds.


Explorer1


Explorer 1 Local


Explorer 2


Explorer 2 Local

Figure 3.11: Both Explorer1 and Explorer2 routes are shown. The explorers' local moves depend on the general route direction. For example, when Explorer1 moves towards South, North, or West, then "forward" means towards South, North or West, respectively.

After having traversed back and forth the column on the Western border of the grid (i.e., reaching for the second time the South-West corner), the agent switches to state Explorer2 and explores the grid in the opposite way (i.e., traversing one by one the columns from the West to the East and changing columns only via edges on the South border), until it again reaches the North-East corner (see Figure 3.11). The agent at state Explorer2 follows the described route with the additional local moves: it repeatedly moves one step along the route and then (if not blocked) waits for one time unit before it moves again (see Figure 3.11). In case the agent is blocked while trying to move it tries to move again (i.e., without waiting) until it succeeds.

Each agent repeats those procedures until it meets another agent or reaches the NorthEast corner of the grid while at state Explorer2. We will later show that at least two agents will meet before an agent visits twice the North-East corner of the grid (i.e., at state Explorer2). In fact, we will show that at most one agent will switch to state Explorer2 and before the first agent at state Explorer2 finishes its traversals, at least two agents meet.

If two agents meet (at any time during the main algorithm) they change their state to Group-Explorer1 and Group-Explorer2 respectively (they can always switch to different states since they either come from different directions or one of them did not move in the previous step), and they start (or continue) the exploration in the zig-zag route: the agent at state Group-Explorer1 follows a similar movement as an Explorer2 (i.e., starts or continues a zig-zag route towards the North-East corner by repeatedly moving one step forward and waiting for one time unit), while the agent at state Group-Explorer2
just follows Group-Explorer1 with one time unit delay; in other words Group-Explorer1 moves forward while Group-Explorer2 waits and on the next time unit Group-Explorer1 waits until Group-Explorer2 joins.

The group of explorers moves as described until one of them meets a third agent or Group-Explorer1 is blocked (notice that only a Group-Explorer1 could be blocked) by the malicious agent. If they reach the North-East corner they switch direction and move in a similar way towards the South-West corner and then back to the North-East corner.

If Group-Explorer1 is prevented to move by the malicious agent, then the two agents change their states to Group-Trace1 and Group-Trace2 and start moving in a special local way which is described in detail later, which guarantees that they progress in the exploration while maintaining a close distance between them and almost preserve the exploration route. We show later that before the two agents reach twice the North-East corner of the grid they meet a third agent.

```
Algorithm 4: Gathering \(k \geq 3\) agents in a \(n \times m\) grid
State \(=\) Initial
while you are alone and not on the North border do move North
while you are alone and not on the East border do move East
if you are alone then
/* you have reached the North-East corner */
State = Explorer1
else
    if you have met with exactly one more agent \(B\) then
            if agent B's state is either Initial, Explorer1 or Explorer2 then GroupMove
            else State = Group-Follower
```

Lemma 3.8. Consider $k \geq 3$ agents initially placed at distinct nodes in $a n \times m$ grid. By executing Algorithm 4, within $O(n+m)$ time units either at least two agents meet or at least one agent reaches the North-East corner. If $k>3$ then at least two agents meet. Furthermore, all agents (if any) that meet at the same node switch to distinct states.

```
Procedure GroupMove
Let \(u\) be the current node
Let \(\mathcal{A}\) be the ordered set \(\mathcal{A}=\{\) West, North, East, South \(\}\)
Let \(d_{1}\) be the direction from which you entered node \(u\)
Let \(d_{2}\) be the direction from which the other agent entered node \(u\)
if \(d_{1} \neq d_{2}\) then
    if \(d_{1}\) appears before \(d_{2}\) in set \(\mathcal{A}\) then State \(=\) Group-Explorer1
    else State = Group-Explorer2
else
    if you were already at node \(u\) in the previous step then State = Group-Explorer 1
    else State \(=\) Group-Explorer2
```

Proof. Since the malicious agent may only block one node $u$ at a time, it might only (forever) prevent agents of the same column to reach the North border. Hence either at least $k-1$ agents finish the execution of the first while-loop of Algorithm 4 and reach the North border or at least 2 agents meet within $O(n+m)$ time units. Therefore, if no two agents meet sooner then at least $k-1 \geq 2$ agents will reach the North border within $O(n+m)$ time units.

The malicious agent can divide those $k-1$ agents on the North border, into at most two groups and can prevent the western group from approaching the East border. Notice that, if $k>3$ at least one of these groups should have at least two agents.

Therefore if $k>3$ then at least two agents meet while if $k=3$ either at least two agents meet or at least one agent will reach the North-East corner of the grid within $O(n+m)$ time units.

Moreover, two agents that meet at the same node anywhere on the grid, should have been at different nodes at the previous step and hence they can switch to different states as shown in Procedure GroupMove.

Hence by executing Algorithm 4 within $O(n+m)$ time units either at least two agents have met or one agent has reached the North-East corner of the grid. We show below that within a total number of $O(n m)$ traversals at least two of the $k \geq 3$ agents have met. Before going on let us present the notation we use in the following proofs and figures. On the figures the transition between configurations are shown. On each configuration the

```
Procedure Explorer1
/* Explorer1 state */
while you are alone and not on the South border do
    MoveFBF(South)
while you are alone and not at the South-West corner do
    MoveFBF(West)
    while you are alone and not on the North border do
        MoveFBF(North)
        while you are alone and not on the South border do
        MoveFBF(South)
if you are alone then
    /* you have reached the South-West corner */
    State \(=\) Explorer2
else
    if you have met with exactly one more agent \(B\) then
        if agent \(B\) 's state is either Initial, Explorer1 or Explorer2 then
            GroupMove
            else State = Group-Follower
```

| Procedure MoveFBF(dir) | $* /$ |
| :--- | :--- |
| /* Move forward-back-forward towards direction dir |  |
| Move one step at direction dir until you succeed |  |
| 2 Move one step back |  |
| if succeeded moving backwards then |  |
| 4 Move one step at direction dir until you succeed |  |

geometric shapes represent the positions of the honest agents, while the arrows denote the move of each corresponding agent. The position of the malicious agent is omitted.

Depending on all possible positions of the malicious agent, two or more configurations may arise. In most cases when the goal of a procedure is achieved the word "Done" followed by a specific time unit $t$ is written on the configuration. Some configurations can occur in two different times from the start of this procedure. We denote $t=\{x, y\}$ if a configuration may occur either at $t=x$ or at $t=y$. When two arrows are associated with an agent, then that agent tries those moves interchangeably until another agent arrives or one of those moves succeeds.

The figures show a very specific movement, usually North-to-South and South-to-North, but the protocol for these moves, and more specifically for the agents in a state of Group-Trace1 or Group-Trace2, can be generalized with a main and a secondary directions. Let us define these directions as ( $f w d, a u x$ ) which take values based on the following rule.

$$
\begin{cases}\text { aux } \in\{\text { east, west }\} & \text { if } f w d \in\{\text { north, south }\} \\ \text { aux } \in\{\text { north,south }\} & \text { if } f w d \in\{\text { east }, \text { west }\}\end{cases}
$$

Lemma 3.9. Consider $k \geq 3$ agents initially placed at distinct nodes in a $n \times m$ grid. By executing Algorithm 4, within $O(n m)$ steps at least two agents meet. Furthermore, all agents that meet at the same node switch to distinct states.

Proof. In view of Lemma 3.8, if $k>3$ then at least two agents meet while if $k=3$ either at least two agents meet, or at least one agent has reached the North-East corner of the grid within $O(n+m)$ time units.

Suppose that $k=3$ and no two agents have met until one agent reaches the North-East corner of the grid. Let $A$ be the first agent that reaches the North-East corner. According to Algorithm 4, agent $A$ 's state changes to Explorer1 and then moves according to Algorithm Explorer1. Agent $A$ will either meet another agent as it moves, or it will be blocked, possibly for many time units, or it will reach the South-West corner of the grid without meeting an agent. It is easy to see that agent $A$ can not be overtaken by another agent at state Explorer1 without the two agents meet. Therefore, as long as no agents have met,
all other agents at state Explorer 1 except agent $A$, may only exist in the same column as $A$ or in different columns closer to the East border of the grid.

Suppose that, while no agents have met, agent $A$ is blocked while moving forward ${ }^{6}$ towards a node $u$ (i.e., the malicious agent is at $u$ ). There are three cases for the location of node $u$. It could be either on the north border, on the south border, or somewhere in between.

- If node $u$ is on the North border, then only an agent (at state Initial) coming from the West could be blocked at the same time, since no agent would try to move to node $u$ coming from the East. Hence, in that case, at most one more agent could be blocked while moving to $u$.
- If node $u$ is not on the North or the South border, then only an agent coming from the opposite direction of $A$ (i.e., moving in the same column as $A$ ) could be blocked at the same time, since no agent would try to move to node $u$ coming from the East or West. Hence, again at most one more agent $B$ could be blocked while moving to $u$ (notice that $B$ should either be at state initial if $u$ is at the East border, or at state Explorer1, otherwise).
- If node $u$ is on the South border, then again only one more agent $B$ could be blocked at the same time: when $A$ is coming from the North and $B$ is coming from the East (notice that $B$ should also be at state Explorer1).

Since, in all above cases, at most two agents can be blocked at the same time, either $A$ will be unblocked, or a third agent will meet agent $A$ or $B$, within $O(n m)$ time units. Hence either two agents meet or agent $A$ is the first agent that reaches the South-West corner, switches to state Explorer2 and moves according to Algorithm Explorer2.

We now show that at least two agents meet before agent $A$ reaches again the North-East corner. To show this we first observe that while no two agents have met and $A$ has not been blocked, if at a time $t$ there is an agent at a node $v$ and at state Initial while agent $A$ (at state Explorer2) is moving towards the North-East corner, then agent $A$ will pass from $v$ at a time $t^{\prime}>t$ and before reaching the North-East corner. We also observe that as

[^6]long as no two agents have met and agent $A$ has not been blocked: if at a time $t$ there is an agent $B$ at a node $v$ and at state Explorer1 while agent $A$ (at state Explorer2) is moving towards the North-East corner, then agent $A$ would either pass from $v$ at a time $t^{\prime}>t$ and before reaching the North-East corner or agents $A$, $B$, will meet at time $t+1$.

Hence while agent $A$ at state Explorer2 is moving towards the North-East corner without having been blocked and before two agents meet, any other agent $B$ is either at state Initial or Explorer1. Moreover as long as no two agents have met and agent $A$ is not blocked, $A$ will meet with another agent $B$ before reaching the North-East corner.

We now show that if $A$ is blocked, then it will either eventually be unblocked or otherwise two agents will meet after a finite number of time units. If $A$ is blocked while trying to move to a node $u$ then it might happen that another agent $B$ is also blocked at the same time while trying to move to $u$ (in that case agent $B$ cannot be at state Initial). Similarly as in the cases above (i.e., when agent $A$ was at state Explorer1), if node $u$ is not on the South border, then no third agent can be blocked while moving to $u^{7}$, and since any other agent at state Explorer1 should pass from node $u$ on its way to the South-West corner either $A$ will be unblocked or a third agent would meet agent $A$ or $B$ within $O(n m)$ time units. If however node $u$ is on the South border, then there is a single case where 3 agents could be blocked at the same time: it might happen that $B$ is at state Explorer1 coming from the North and moving to $u$ and another agent $C$ at state Explorer 1 is coming from the East and moving to $u$ while $A$ was trying to move to $u$ coming from the West. Note that there can be no two agents at state Explorer2 since if agent $B$ was at state Explorer2 it would have met agent $A$.

In order to avoid a scenario like this, agent $A$ (at state Explorer2) is instructed to deviate a little from its usual algorithm when it is blocked while trying to move to a node on the South border, coming from the West, on its way to the North-East corner, while agents $B, C$ execute Algorithm Explorer1. The details are shown in Figures 3.12, 3.14 where all possible scenarios are demonstrated.

Because of this route-deviation of agent $A$, now it is not clear whether agents $A, B$ could

[^7]miss each other. However, we show in Figures 3.12, 3.14 that in any configuration $A, B$ cannot miss each other and continue their way to the corners of the grid.

Hence in all cases at least two agents will meet before agent $A$ reaches for the second time the North-East corner of the grid. Two agents that meet at the same node anywhere on the grid, they should have been in different configurations at the previous step and hence they can switch to different states as shown in Procedure GroupMove.

```
Procedure Explorer2
/* Explorer2 state */
MoveFW(East)
while you are alone and not on the North border do
    MoveFW(North)
while you are alone and not at the North-East corner do
    while you are alone and not on the South border do
        MoveFW(South)
    if you are alone then MoveFW(East)
    while you are alone and not on the North border do
        MoveFW(North)
if you have met with exactly one more agent B then
    if agent B's state is either Initial, Explorer1 or Explorer2 then
        GroupMove
    else State = Group-Follower
```

Procedure MoveFW(dir)
/* Move forward-wait towards direction dir */
Move one step at direction dir
if you have been blocked then
if $(\operatorname{dir}=$ East $)$ AND (state $=$ Explorer2) then
Move as shown in Figures 3.12, 3.14
else
Move one step at direction dir until you succeed
Wait for one time unit
else
Wait for one time unit

Notice that, all agents except those at state Initial are moving on the same route (excluding a temporary deviation of an Explorer2 when it is blocked on the South border).

```
Procedure Group-Explorer1
/* Group-Explorer1 state */
/* First moving towards the North-East corner */
Group-Explorer1MoveNE
/* Then moving towards the South-West corner */
Group-Explorer1MoveSW
/* Then moving again towards the North-East corner */
Group-Explorer1MoveNE
if you have been blocked and you have not met a third agent then
State=Group-Trace1
```

```
Procedure Group-Explorer1MoveNE
    /* Moving towards the North-East corner */
while you have not met a third agent and you are not on the North border and not
    blocked do
        MoveFW(North)
    while you have not met a third agent and you are not at the North-East corner and
    not blocked do
        while you have not met a third agent and you are not on the South border and not
        blocked do
            MoveFW(South)
        if you have not met a third agent and not blocked then MoveFW(East)
        while you have not met a third agent and you are not on the North border and not
        blocked do
        MoveFW(North)
```

    Procedure Group-Explorer1MoveSW
    /* Moving towards the South-West corner */
    while you have not met a third agent and you are not on the South border and not
        blocked do
        while you have not met a third agent and you are not on the South border and not
        blocked do
            MoveFW(South)
        if you have not met a third agent and not blocked then MoveFW(West)
        while you have not met a third agent and you are not on the North border and not
        blocked do
            MoveFW(North)
    while you have not met a third agent and you are not at the South-West corner and
not blocked do
MoveFW(South)

```
Procedure Group-Explorer2
/* Group-Explorer2 state */
Wait for one time unit
/* First moving towards the North-East corner */
Group-Explorer2MoveNE
/* Then moving towards the South-West corner */
Group-Explorer2MoveSW
/* Then moving again towards the North-East corner */
Group-Explorer2MoveNE
if you have been blocked and you are together only with a Group-Explorer1 then
State=Group-Trace2
Procedure Group-Explorer2MoveNE
    /* Moving towards the North-East corner */
while you have not met a third agent and you are not together with a
Group-Explorer1 on the North border do
    MoveFW(North)
while you have not met a third agent and you are not together with a
Group-Explorer1 at the North-East corner do
    while you have not met a third agent and you are not together with a
        Group-Explorer1 on the South border do
            MoveFW(South)
    if you have not met a third agent and you are not together with a Group-Explorer1
        then
            MoveFW(East)
    while you have not met a third agent and you are not together with a
        Group-Explorer1 on the North border do
        MoveFW(North)
    Procedure Group-Explorer2MoveSW
    /* Moving towards the South-West corner */
    while you have not met a third agent and you are not together with a
    Group-Explorer1 on the South border do
    while you have not met a third agent and you are not together with a
        Group-Explorer1 on the South border do
        MoveFW(South)
    if you have not met a third agent and you are not together with a Group-Explorer1
        then
        MoveFW(West)
        while you have not met a third agent and you are not together with a
        Group-Explorer1 on the North border do
        MoveFW(North)
    while you have not met a third agent and you are not together with a
    Group-Explorer1 at the South-West corner do
    MoveFW(South)
```

Let us now define the routing distance, denoted by $h_{t}(A, B)$, between agents $A$ and $B$ at time $t$ :

Definition 3.3. Let $A$ be a group agent colocated with its related group agent and let $B$ be either an agent at state Explorer1, Explorer2 or another group agent colocated with its related group agent. Agents $A$ and $B$ are executing the corresponding algorithms and hence they are moving on the same main route between the North-East and the South-West corner back and forth as instructed by the algorithms. Suppose that agent A occupies node $u$ and agent $B$ occupies node $v$ at time $t$. We define the routing distance $h_{t}(A, B)$ as the number of edge traversals, without including back and forth or local moves, the agents need to do (where each agent follows its instructed route) in order to meet if the agents had not been blocked.

In Figure 3.18 the routing distances of agents $A, B$ are shown in three different cases.
The procedures that are executed by an agent at state Group-Trace1 and the other agent at state Group-Trace2 are quite technical and therefore are only shown in the corresponding figures. An agent at state Group-Follower "sticks" together with (i.e., follows) the agent that met.

In view of Lemma 3.9, within $O(m n)$ time units there is at least one group of agents and any agent not belonging to a group is either at state Initial, Explorer1 or Explorer2.

Observe that, if an agent at state Explorer1 is blocked while trying to move forward or backward then it tries to move forward on its route (i.e., at most every 2 time units tries to move forward). Also observe that, an agent at state Explorer2 tries to move forward on its route every 2 time units (unless it was blocked on the South border going East).

In the next lemmas we analyze the movements of agents at the explorer states (i.e. Explorer1 and Explorer2) without taking into account the local movements (shown in Figure 3.11) of those agents for keeping the presentation simpler. Nevertheless the results continue to hold even if we include the local movements of the agents, since the only difference is that due to the local movement an agent instead of going forward it might first go back or wait for one step (unless it was blocked on the South border going East, which case we handle separately). In order to explain further why these local moves do not interfere with the algorithms while ensuring the gathering of the two agents moving
in opposite directions let us consider the following. Explorer2, which is moving one step forward and then waits for one time unit, is located at any node for at least two time units, while Explorer 1, which moves one step forward, then one step backward, and one step forward again, is located at a node different from the one trying to reach for at most one time unit. Therefore, there are not enough time units in order for an Explorer1 and an Explorer2 to cross on an edge of the grid without noticing each other. They are going to meet at a node, assuming there is no malicious agent interfering.

Lemma 3.10. Let $k \geq 3$ agents initially placed at distinct nodes in $a n \times m$ grid. Suppose that the agents are executing Algorithm 4. Consider a group of explorers $A_{1}, A_{2}$ at states Group-Explorer1 and Group-Explorer2 respectively, which are co-located at a node u and an alone agent $A_{3}$ at state Explorer1 or Explorer2 which is located at a node $v$ at time $t=0$. Suppose also that all agents are about to start their movement. If the routing distance between the group of agents and the alone agent is $h_{0}\left(A_{1}, A_{3}\right) \leq 2$ then within at most 11 additional time units either all three agents meet or the alone agent has met another agent.

Proof. If $h_{0}=1$, then in the next time unit Group-Explorer1 and the alone agent will cross the same edge (without noticing each-other) effectively swapping positions, while the alone agent meets Group-Explorer2. At the next time unit Group- Explorer2 and the previously alone agent move to Group-Explorer1 while Group-Explorer1 waits, thus all three agents meet within a total of 2 time units.

If $h_{0}=2$ then the malicious agent can either block or not block the agents by moving to the node (say $w$ ) between the group explorers and the alone agent.

If the malicious agent does not block the agents then Group-Explorer1 will meet with the alone agent at node $w$. On the next time unit the agent in state Group-Explorer2 moves to $w$ while both Group-Explorer1 and the previously alone agent wait. Thus after a total of 2 time units all three agents meet.

In the last case where the malicious agent occupies node $w$ the agents Group-Explorer1 and Group-Explorer2 change their states to Group-Trace1 and Group-Trace2 respectively and no agent moves. Depending on the exact location of node $u$ there are a number of cases which are shown in Figures 3.15, 3.16, 3.17, 3.19 and 3.20.

If node $w$ is on the South border and the agent at state Explorer2 was trying to move to $w$ coming from a node West of $w$ on the South border, then the situation is depicted in Figures 3.15, 3.16. A similar case where $w$ is one row above the south border but again the agent at state Explorer2 is trying to move to $w$ coming from west of $w$ is depicted in Figure 3.17.

In every other case, on the next time unit the agents start a procedure as shown in Figure 3.19. The starting configuration for this case along with all resulting configurations until all agents meet (if no other agents interfere) are depicted in Figures 3.19 and 3.20. Hence, if no other agents interfere, then the agents meet within at most 11 time units. If within less than 11 time units, a fourth agent interferes and meets one of the group agents, then if the agent was alone, it becomes a follower of the group, while if it was a member of another group then one of them is elected as a follower of the other group. If another agent interferes and meets the alone agent, then the alone agent joins another group.

Notice that the protocols are consistent since for any two possible configurations $C_{1}, C_{2}$ at any fixed time $t$ the strategy of a fixed agent $A$ is the same when the recent history of $A$ is the same at both $C_{1}, C_{2}$.

Lemma 3.11. Let $k \geq 3$ agents in $a n \times m$ grid initially located at distinct nodes. Suppose that the agents are executing Algorithm 4. Consider a group of explorers $A_{1}, A_{2}$ at states Group-Trace1 and Group-Trace2 respectively, which are located at nodes $u$, $v$, where $u \neq v$ and an alone agent at state Explorer1 or Explorer2 which is located at node u at time $t=0$ in the configurations shown in Figure 3.20. Then after at most 4 additional time units, all three agents meet.

Proof. Agents $A_{1}$ and $A_{2}$ are located at different nodes either at distance one or at distance two diagonally from each other. In the first case if the alone agent is together with either $A_{1}$ or $A_{2}$ then the three agents meet on the next time unit as it is shown in Figure 3.19. In the second case where the agents of the group are at distance two diagonally from each other, the alone agent somehow helps the two group agents in order to meet.

The agents of the group behave in the following manner. One agent is waiting, while the other is trying to move either south or west interchangeably until either it succeeds or the group agent meets with another agent that moves to the same node. Notice that these moves depend on the general direction of the group. We suppose that the group was moving south without loss of generality since we can change the direction of the moves based on the rotation and the forward and secondary directions mentioned earlier. Thus, if there is no other agent the two group agents can be blocked by the malicious agent indefinitely. When the alone agent meets the agent that tries to move interchangeably south and west, they can do a simultaneous move (i.e., one agent moves west and the other south) and after at most three time units all three agents gather. If the alone agent meets the group agent that waits, it tries to move in such a way in order to create a "bridge". As shown in Figure 3.20 that move is either north or east (which is actually the opposite moves of south and west). In any case it is easy to see that after at most three time units all agents gather.

The proof is depicted in Figure 3.20. Notice that the protocols are consistent since any two possible configurations $C_{1}, C_{2}$ at any fixed time $t$ the strategy of a fixed agent $A$ is the same when the recent history of $A$ is the same at both $C_{1}, C_{2}$.

Lemma 3.12. Let $k \geq 3$ agents in $a n \times m$ grid, initially located at distinct nodes. Suppose that the agents are executing Algorithm 4. Consider a group of explorers $A_{1}, A_{2}$, at states Group-Explorer1 and Group-Explorer2 respectively, which are co-located at a node u and an alone agent $A_{3}$ at state Explorer1 or Explorer2 which is located at a node $v$ at time $t=0$. Suppose also that all agents are about to start their movements. Let $h_{0}\left(A_{1}, A_{3}\right)$ be the routing distance at time $t=0$ between the group of agents and the alone agent. Then at time $t \leq 8 h_{0}+11$ either three agents meet, or the alone agent has met another agent.

Proof. If $h_{0}\left(A_{1}, A_{3}\right) \leq 2$ then in view of Lemma 3.10 all agents meet within at most 11 time units or the alone agent meets another agent. Consider the remaining case where $h_{0}\left(A_{1}, A_{3}\right)>2$. We will first prove that within a time $t^{*} \leq 8 h_{0}$, if no other agent interferes, then either all three agents meet or one of the group explorers meets the alone agent in the configurations shown in the upper part of Figure 3.20.

Then in view of Lemma 3.11 within an additional time of at most 4 time units all three agents meet.

In order to prove our first claim, we will show that every at most 8 time units there is at least one of the group agents $A^{\prime} \in\left\{A_{1}, A_{2}\right\}$ (not necessarily always the same) for which the routing distance between $A^{\prime}$ and the alone agent $A_{3}$ strictly decreases by at least one. Hence eventually one of the group agents meets the alone agent. We will also prove that when this happens, the possible formed configurations are the ones shown in the upper part of Figure 3.20.

As it can be seen in Figure 3.23, within at most $t_{1} \leq 4$ time units, either there is at least one of the group agents $A^{\prime} \in\left\{A_{1}, A_{2}\right\}$ for which the distance between $A^{\prime}$ and node $v$ (i.e., the node where the alone agent $A_{3}$ was located at time $t=0$ ) has strictly decreased by at least one, or the situation is the one depicted at the bottom-rightmost configuration. In the last case after 4 time units more there is at least one of the group agents $A^{\prime} \in\left\{A_{1}, A_{2}\right\}$ for which the distance between $A^{\prime}$ and node $v$ has strictly decreased by at least one.

Notice that, at every single time unit, at least one of the agents $A_{1}, A_{2}$ either is located on the main-route where all three agents move or tries to move there and hence there is no chance that agent $A_{3}$ could escape without meeting at least one of the group agents. Furthermore, within those 8 time units, either agent $A_{3}$ has moved at least two times, or there is at least one of the group agents $A^{\prime}$ for which the distance between $A^{\prime}$ and node $v$ has strictly decreased by at least two. Therefore within a total of at most 8 time units there is at least one of the group agents $A^{\prime} \in\left\{A_{1}, A_{2}\right\}$ for which the distance between $A^{\prime}$ and agent $A_{3}$ has strictly decreased by at least one. There is a special case where $A_{3}$ is an Explorer2 moving on the south border trying to move to the same column the group tries to move to, where the routing distance is actually greater than two, but their normal distance is 2 and hence this case is as if their routing distance was 2 . Then in view of Lemma 3.10 all agents meet within at most 11 time units or the group passes and progress is made as shown in Figure 3.15.

Hence within a total of at most $8 h_{0}$ time units, at least one of the group agents meets the alone agent. The possible configurations are shown in the upper part of Figure 3.20. Notice that it might be the case that $A_{3}$ is collected by another group which was closer.

Then the meeting would not occur but there will be progress in the general sense.

Lemma 3.13. Consider $k \geq 3$ agents in a $n \times m$ grid, initially located at distinct nodes. Suppose that the agents are executing Algorithm 4. Then, within $O(n m)$ time units, either at least 3 agents gather or there is no agent at state Initial.

Proof. In view of Lemma 3.9, two agents $A, B$ meet at a time $t=O(n m)$. Suppose that at time $t$ the remaining agent $C$ is at state Initial. We show below that within $O(m n)$ time units, either at least three agents meet, or all non-group agents have switched to state Explorer1 or Explorer2. In other words, an agent $C$ cannot be blocked 'for a long time' to state Initial. Notice that, if an agent $C$ at state Initial is not blocked while moving then it will either meet an agent (hence entering a different state) or it will reach the North-East corner of the grid switching to state Explorer1.

Suppose that $C$ is not located at the North border and is blocked while trying to move towards the North border. Then the situation is similar to the one that agent $C$ is at a state Explorer1 or Explorer2, and for those cases we proved that $C$ soon meets at least one of the group agents.

Suppose that $C$ is located at the North border and is blocked while trying to move East. Then the situation is similar to the one that agent $C$ is at state Explorer1 located on the South border and trying to switch columns towards the West border, and for those cases we proved that $C$ soon meets at least one of the group agents.

Lemma 3.14. Consider $k \geq 3$ agents in $a n \times m$ grid initially located at distinct nodes. Suppose that the agents are executing Algorithm 4. Consider a group of explorers $A_{1}, A_{2}$ at states Group-Explorer1 and Group-Explorer2 respectively, which are co-located at a node $u$ and another group of explorers $B_{1}, B_{2}$ at states Group-Explorer1 and Group-Explorer2 respectively, which are co-located at a node $v$ at time $t=0$. Suppose also that all agents are about to start their movements. If the routing distance between the two groups of agents is $h_{0}\left(A_{1}, B_{1}\right) \leq 2$ then within at most 8 time units at least one group of at least 3 co-located agents has been formed.

Proof. When $h_{0}=1$ the groups cannot be blocked since they are on adjacent nodes moving toward each other. After one time unit the Group-Explorers 1 meet the GroupExplorers 2 of the opposite group. Since the groups where moving opposite to each other, one was moving toward the northeast corner and the other toward the southwest corner. The group that was moving toward the northeast corner follows the other group.

When $h_{0}=2$ and the groups are not blocked, the Group-Explorers 1 of both groups meet after one time unit, then after one more time unit the Group-Explorers 2 will join them. When the groups are blocked they change states into group traces. As it is shown in Figures 3.21 and 3.22 the agents move following the group-trace protocol, except when two agents of different groups meet. As shown in the figures, that is bound to happen after at most three time units.

The case in Figure 3.21 would be the same on the South-border if we rotate every configuration $90^{\circ}$ counter-clockwise. This is achieved with the following transformation of the $f w d$ and aux directions respectively. For the group moving South the directions change in the following way: $f w d$ from $\mathbf{S}$ to $\mathbf{E}$ and $a u x$ from $\mathbf{E}$ to $\mathbf{N}$.

Those agents carry now the information that the two groups are near each other. Having that knowledge the agents can now deviate from the original group trace protocol and as shown in the figures, after at most eight time units at least one group of at least 3 co-located agents has been formed.

Lemma 3.15. Consider $k \geq 3$ agents in $a n \times m$ grid initially located at distinct nodes. Suppose that the agents are executing Algorithm 4. Consider a group of explorers $A_{1}, A_{2}$ which are co-located at a node $u$ and another group of agents $B_{1}, B_{2}$ which are co-located at a node $v$ at time $t=0$. Suppose also that all agents are about to start their movements. Let $h_{0}\left(A_{1}, B_{1}\right)$ be the routing distance at time $t=0$ between the two groups of agents. Then at time $t \leq O\left(h_{0}\right)$ at least one group of at least three agents has been formed.

Proof. At $t=0$ the initial routing distance between the two groups of explorers is $h_{0}$. If $h_{0}>2$ then after a constant number of steps and because the malicious agent can only block one of the two groups, group $A$ and group $B$, will get closer. Let us consider without loss of generality that group $A$ is the group which is not blocked. Then, group $A$ being free to move will reach, after a constant number of steps, a node which is closer to group $B$.

Hence, the new routing distance $h_{1}\left(A_{1}, B_{1}\right)$ is strictly less than the initial routing distance (i.e. $h_{0}<h_{1}$ ).

The same procedure goes on for a number of steps $O\left(h_{0}\right)$, until the two groups reach a routing distance $h_{l} \leq 2$. Then it follows from Lemma 3.14 that the two groups meet. The two groups will meet if and only if they are moving on opposite direction on the same column, or on the south border, or trying to move to the same node. Since the agents move to the north-east corner of the gird and then change their direction moving opposite towards the south-west corner, any two groups will eventually move in opposite directions during the execution of the algorithm.

When a group of at least three agents is formed, the group can still execute the previous algorithms which consider a group of two agents. The agents split into two groups which represent the two agents which are in state Group-Explorer1 and Group-Explorer2 and continue the movement of the group from where it stopped. Hence we have the following theorem.

Theorem 3.3. Consider $k \geq 3$ agents in a $n \times m$ oriented grid, initially placed at distinct nodes, with a malicious agent, where $n, m>1$. If the (honest) agents execute Algorithm 4 then they gather within $O(n m)$ time units.


Figure 3.12: This is the case where Explorer2 is coming from the West, whereas Explorer1 is coming from the East. Both of them want to switch columns and go to node $u$. We can see that if Explorer2 follows the depicted protocol, then Explorer 1 will either manage to switch column and therefore progress is done, or a third agent will meet either Explorer1 or Explorer2. Notice that the protocol is consistent since at any given time the moves of the agents are the same for all configuration of that time, unless their very recent history is different. For the second time moving to $u$ see Figure 3.13.


Figure 3.13: This is the case where Explorer2 is coming from the West, whereas Explorer 1 is coming from the East for the second time due to local movement (forward-backward-forward). Both of them want to switch columns and go to node $u$. We can see that if Explorer2 follows the depicted protocol, then Explorer 1 will either manage to switch column and therefore progress is done, or a third agent will meet either Explorer1 or Explorer2 even if they are blocked in a loop as shown at the bottom leftmost configuration. Notice that the protocol is consistent since at any given time the moves of the agents are the same for all configuration of that time, unless their very recent history is different.



Figure 3.14: This is the case where Explorer2 is coming from the West, whereas Explorer 1 is coming from the North. In $t=3$ if the West move by Explorer2 fails then the same move is executed until it succeeds. In $t=4$ the South move follows the same principle "try South until you succeed". For the cases where Explorer2 is not on the south border and tries to move south towards the same node as Explorer1 then the agents can be blocked until a third agent meets with one of them.


Figure 3.15: The case where a group of explorers, which are at states Group-Explorer1 and Group-Explorer2, and an alone agent, which is at state Explorer2, are blocked on the South border.


Figure 3.16: The case where a group of explorers, which are at states Group-Explorer1 and Group-Explorer2, and an alone agent, which is at state Explorer2, are blocked on the South border.
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FIGURE 3.17: The case where a group of explorers, which are at states Group-Explorer1 and Group-Explorer2, and an alone agent, which is at state Explorer2, are blocked on the South border.


Figure 3.18: Let $A, B$ be two agents located at nodes $u, v$ respectively. The routing distance is depicted in three examples. (a) The agent located at $u$ is moving towards the North-East corner by first going to the South border while the agent located at $v$ is moving towards the South-West corner by first going to the South border: in that case the routing distance is the number of edge traversals one of the agents had to do in order to meet the other agent if the other agent was not moving. (b) The agents are moving towards the South-West corner of the grid and both agents are first moving towards the South border: in that case the routing distance is the number of edge traversals the agent at $u$ has to do in order to meet the other agent if the other agent was not moving. (c) The agent located at $u$ is moving towards the South-West corner by first moving towards the South border of the grid, while the agent located at $v$ is moving towards the North-East corner by first moving towards the North border of the grid: in that case the routing distance is the number of edge traversals the agent at $u$ has to do in order to reach node $v$ plus the number of edge traversals the agent at $v$ has to do in order to reach again node $v$ with direction the South-West corner by first going towards the South border.
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Figure 3.19: This figure depicts the algorithm of two agents in states Group-Trace1 and Group-Trace2 respectively. In this figure the group of agents is moving towards the south. The case where the group moves towards the north and the alone agent moves towards the south is analogous. Notice that at $t=4$ Group-Trace1 and Group-Trace2 start the algorithm from the start, but this time their intended direction is West and their auxiliary line is to the South.


Figure 3.20: This figure depicts the algorithm for the special case of Fig.
3.19.


Figure 3.21: In this figure we can see two groups trying to move to the same node. One is moving South and the other is moving North.


Figure 3.22: In this figure we can see two groups moving to the same node. One is moving South and the other, changing column, is moving East.


Figure 3.23: Two agents which consist a group of explorers are blocked at a routing distance more than two from the alone agent. Note: In the cases depicted as Special Case in this figure, the group agent associated with two outgoing arrows repeatedly tries directions 1 and 2 until it succeeds. Since there is at least one other agent besides this group of agents, either this third agent or the group agent will move. Finally the third agent will either meet the group agent on the bottom left node (see Figure 3.20) or the group agent on the upper right node. On the latter case, the agents choose distinct identities and move in different directions in order two create a path towards the bottom left group agent.

### 3.3 Discussion

Comparing our results with the previously known results for asynchronous agents in an oriented grid, we notice that $k \geq 3$ synchronous agents with only local visibility capability can gather starting from any configuration without multiplicities, while for asynchronous agents it has been previously proved that the agents can only gather if they can "see" at distance two and they start from a connected configuration. On the negative side we proved that two synchronous agents cannot gather even if they have global visibility capability.

When the synchronous agents start from a configuration with multiplicities (i.e., including nodes with more than one agents), then the problem is unsolvable in the general case, since the initial configuration could be such that the agents form two groups located at two distinct nodes and they behave like two agents.

Some interesting directions include the study of the problem in other network topologies such as oriented multidimensional grids, well structured graphs that are easy to explore by constant memory agents, and arbitrary graphs where agents have a map. Another scenario is one with a less powerful malicious agent which has limited speed capabilities. It would be interesting to see whether the impossibility results could be circumvented in this case, and to investigate whether the problem could be solved even in the presence of multiple malicious agents.

## 4 Black Virus Decontamination

In this chapter we discuss the black virus decontamination problem. We often need to solve problems in networks when hostile entities are present which may harm the system. A model of a hostile static entity which is called black hole has been defined and extensively studied. A black hole is assumed to be a node which is infected by a malicious process that destroys any incoming agent without leaving any trace, and the goal is for a group of agents to locate the black hole within finite time. Another type of a malicious mobile entity is the intruder. In the intruder capture problem (also known as graph decontamination and connected graph search) a harmful agent, called the intruder, can move in the network and infect the visited nodes. The objective is for a team of mobile agents, that cannot be harmed by the intruder, to decontaminate the network. Hence a black hole is harmful to the mobile agents but not to other nodes of the network, while an intruder damages nodes but not agents.

We study here a model of another hostile entity called Black Virus which has been introduced by J., Cai et al in 2014. In particular we study the Black Virus Decontamination (BVD) problem within the distributed computing and especially the mobile agents' area. The Black Virus is a malicious entity similar to a black hole which is initially located at a node $u$ of the network and has the following behaviour: when a mobile agent enters node $u$, the agent is removed from the network without leaving any trace. The Black Virus spreads to all unoccupied by agents neighbouring nodes of $u$, effectively expanding its contamination over the network, but node $u$ is now clean (decontaminated). The goal is to find the minimum number of agents that can decontaminate a given network with a Black Virus initially located at an unknown place and design a fast distributed algorithm for a certain (preferably weak) model of mobile agents.

Hence the black virus model combines some of the characteristics of both the black hole
and the intruder. More specifically, the black virus combines the threat of a harmful node with the need for decontamination and the ability to infect additional nodes.

In order to prevent the Black Virus from spreading the agents must occupy the node(s) where the Black Virus is going to spread to. Hence the only way to clear a contaminated node and at the same time prevent it from spreading the contamination, is to have the node visited by an agent while at the same time all adjacent nodes are occupied by agents.

We study the black virus decontamination problem on synchronous ring graphs. More specifically, a ring (or cyclic defined in 2.1) graph is an undirected simple graph $G=$ $(V, E)$ where each vertex $u \in V$ has exactly two neighbours. The nodes of the ring are anonymous. The ring initially contains a number of mobile agents, initially located at distinct nodes, and one black virus. All edges incident to a node have distinct port labels, visible to an agent at the node. In the case of an oriented ring the port labels at each node are globally consistent and all agents agree in a common sense of direction. In the case of an unoriented ring the port labels at each node are locally consistent, hence when two agents which are initially located at different nodes choose the same port label, they might choose different directions. Thus, in this case it might happen that not all agents perceive the same direction as clockwise (resp. counter-clockwise) direction.

The ring is synchronous meaning that an agent needs one unit of time to traverse an edge. The time an agent needs in order to compute its next move is negligible.

The mobile agents are computational entities that operate in the network and are able to move from one node to another. The agents can only move from a node to a neighbouring one, in one time unit. The agents may have distinct identities. Most of our negative results hold even for agents with distinct identities. Our algorithm for oriented rings, although it is initially presented (for convenience) assuming that the agents have distinct identities, as we later describe, it can be slightly modified to work for anonymous agents.

The agents are identical (apart from their identities when they are distinct) and they are equipped with movable identical tokens, which they can leave at (or pick-up from) nodes. In all our algorithms each agent has at most one token. An agent can communicate with other co-located agents. More specifically, when two (or more) agents are at the same node they can read each other's state, as in the face-to-face model of communication
described in Chapter 2. Moreover, they can read each other's identity (only in the case of having distinct identities). They cannot exchange messages. Their memory, although it is enough for reading other agents' identities when needed, it is not related to the number of nodes of the ring and therefore for example the agents cannot count more than a constant number of nodes. The agents can only meet at nodes and not inside edges, i.e., two agents traversing the same edge do not notice each other.

All the agents are initially scattered in the network and they execute the same deterministic protocol starting at the same time. The agents do not initially have any knowledge about the size of the ring or their configuration.

The black virus is a malicious entity which is initially placed at an unknown location in the ring. The interaction between the agents and the Black Virus is the following. When an agent decides at time $t$ to move to a node $w$ where the Black Virus resides three events occur. At time $t+1$ the agent vanishes without a trace, node $w$ is cleaned, and the virus copies itself to any neighbouring nodes of $w$ which are unoccupied by agents at time $t+1$. Notice that if an agent tries to move to a node $v$ and at the same time a clone of the black virus tries to move to $v$, then the agent moves to $v$ while the clone does not. If a clone of the Black Virus moves to a node (unoccupied by agents) where a clone already exists (or moves there at the same time), then the two clones merge to one. In other words any node can contain at most one clone of the Black Virus.

The goal of the Black Virus Decontamination problem is to design an algorithm which eliminates any clones from the network within finite time and at least one agent survives. The agents are able to coordinate using the $\mathcal{T}$ oken model defined in 2.2.1. The agents may have one or more tokens which can be put down or picked up by any agent in the ring. Preliminary results of this chapter have appeared in [56] and more results can also be found in [62].

### 4.1 Decontaminating an oriented ring

### 4.1.1 Impossibility results

The following simple observations easily lead to a few impossibility results.

Consider a ring with a black-virus located at a node $u$. The only way to clean the blackvirus, demands having an agent visiting the contaminated node $u$. It is obvious that one agent is not enough to decontaminate the ring, even if the nodes of the ring are distinctly labelled (in that case we say that the ring is labelled) and the agent knows exactly the location of the black-virus, since the agent will vanish and the virus will spread to the adjacent nodes of $u$. Two agents are also not enough to solve the problem, even if the ring is labelled and the agents know exactly the location of the black-virus, since at least one agent will vanish and at that time at least one of the adjacent nodes of $u$ will be unoccupied by agents. Hence the virus will spread there and due to the previous observation, the (only one) remaining agent cannot decontaminate the network.

Lemma 4.1. Consider a synchronous, oriented and labelled ring whose one node is contaminated by a black-virus. Then 2 agents are not enough to decontaminate the ring, even if they have distinct ids, an unlimited number of tokens, unlimited memory and know the initial configuration on the ring (i.e., they have an exact map of the ring and know the initial locations of all agents), and the location of the black-virus.

Consider an interval of $x \geq 2$ consecutive nodes (i.e., an interval of length $x-1 \geq 1$ edges) in a synchronous, oriented and labelled ring so that its two endpoints $u, v$ are occupied by clones of the virus and no node of the interval is occupied by an agent. We call such an interval a contaminated interval (notice that any other node of the interval apart from its endpoints could be either clean or not). Then the only strategy which can be used to decrease the length of the contaminated interval, is first having an agent located at a node $w$ which does not belong in the interval and is adjacent to an endpoint, say $u$. We call it guarding action. Then another agent should visit node $u$ (we call it attacking action), and hence $u$ will be cleared and since $w$ is guarded, the length of the contaminated interval will be decreased. The guarding action should take place either before or at the same time as the attacking action. We will later define formally a combination of those two actions in order to effectively scan unexplored nodes of the network.

Lemma 4.2. Consider an interval of $x \geq 2$ consecutive nodes in a synchronous, oriented and labelled ring so that the two endpoints of the interval are occupied by clones of the virus and no node of the interval is occupied by an agent. Then $x+1$ agents are not enough to decontaminate the interval, even if they have distinct ids, an unlimited number of tokens,
unlimited memory and know the initial configuration on the ring (i.e., they have an exact map of the ring and know the initial locations of all agents) and the exact location of the contaminated interval.

Proof. While the contaminated interval consists of $x \geq 2$ nodes, the only strategy that can be used in order to decrease its length $l(l=x-1 \geq 1)$ should be a combination of an attacking and a guarding action as described before. Hence at least one agent should vanish in order to decrease the length of the interval by one node. Finally, when the interval has been decreased to just one contaminated node, in view of Lemma 4.1, the remaining two agents are not enough to completely clean the black-virus.

An immediate consequence of Lemma 4.2 is the following lemma which gives us a better lower bound on the number of agents when the location of the black-virus is not initially known, even for a powerful model of agents.

Lemma 4.3. Consider a synchronous, oriented and labelled ring which is contaminated by a black-virus. Then five initially scattered agents are not enough to decontaminate the ring, even if they have distinct ids, an unlimited number of tokens, unlimited memory and know the initial configuration, i.e., have an exact map of the ring and know the initial locations of all agents.

Proof. Suppose for the sake of contradiction that there is an algorithm that solves the problem in any ring and for any initial configuration (and initially unknown location of a black-virus). Consider an initial configuration in which the distance $d_{i j}^{0}$ between any two agents $i, j$ at time $t=0$ is greater than 3 edges. The algorithm should eventually move at least one agent. Let $A$ be the first agent that moves from its initial location $u$ to an adjacent node $v$ at time $t$ (if more than one agents simultaneously move then let $A$ be anyone of them). Then the adversary places the virus at $v$ and agent $A$ vanishes. Since the distance $d_{A j}^{t} \geq d_{A j}^{0}-2 \geq 2$, where $j$ is any of the two agents closest to $A$, the adjacent nodes $u, w$ of $v$ cannot be occupied by agents other than $A$ at time $t$ or before. Hence clones of the virus contaminate the nodes $u, w$ creating a contaminated interval which consists of 3 nodes: $u, v, w$ as shown in Figure 4.1. In view of Lemma 4.2, the four remaining agents are not enough to decontaminate this 3-node interval. Hence five agents are not enough to decontaminate the ring.


Figure 4.1: Five agents are initially scattered on a ring containing a virus. The first agent that moves, vanishes and the resulting configuration is shown here.

Moving to weaker agent models and following a similar reasoning we can easily improve the lower bound from 5 to 7 when the agents do not know their initial configuration.

Lemma 4.4. Consider a synchronous, oriented and labelled ring which is contaminated by a black-virus. Then seven initially scattered agents are not enough to decontaminate the ring, even if they have distinct ids, an unlimited number of tokens, unlimited memory and know the size of the ring.

Proof. Suppose for the sake of contradiction that there is an algorithm that solves the problem in any ring and for any initial configuration and consider an initial configuration in which the distance between any two agents is greater than 3 edges. The algorithm should eventually move at least one agent $A$. Similarly as in the proof of Lemma 4.3, after the first move of the first agent $A$ that moves, this agent vanishes along with its tokens (even if some of them had been left at its initial position) and the configuration is like the one shown in Figure 4.2. Suppose the initial configuration was selected so that for the distances $x, y$ in Figure 4.2 it holds $x \geq 2 y$ and $y \geq 1$.

The algorithm should eventually move at least one of the remaining agents for at least $y$ nodes on the same direction in order to meet with another agent, meet another agent's token or approach the contaminated area. The agent $B$ that first moves such a distance can always be selected by the adversary to be one of the agents closest to the contaminated interval in such a way that this agent vanishes (possibly leaving many tokens), and the contaminated interval now consists of at least 4 nodes, since the closest agent to $B$ towards the safe area is at a distance greater or equal to $x \geq 2 y \geq 2$ (see Figure 4.3).


Figure 4.2: Seven agents are initially scattered on a ring containing a virus. The first agent that moves, vanishes and the resulting configuration is shown here.


FIGURE 4.3: Seven agents are initially scattered on a ring containing a virus. The resulting configuration after two agents have met the black-virus.

In view of Lemma 4.2, the remaining 5 agents cannot decontaminate the interval consisting of 4 nodes and therefore the algorithm cannot decontaminate the network.

In order to prove the impossibility result for 7 agents (Lemma 4.4) it was enough to initially place the agents so that at least two of them vanish while the black-virus spreads to a contaminated interval consisting of at least four nodes. Then Lemma 4.2 applies. If however more than 7 agents are initially available, then after 2 agents vanish, the contaminated interval consisting of at least four nodes combined with the fact that the number of the remaining agents in that case is more than 5 do not immediately permit the application of Lemma 4.2. Moreover, some tokens (which belonged to agents that vanished) might have been left over, and could potentially help the remaining agents to decontaminate the ring. Nevertheless with a more careful initial placement of the agents, we can show that for any possible algorithm there is an initial placement of nine agents so that, the first two agents vanish leaving behind at most one token which cannot
help the remaining agents to form a group of at least two agents before a third agent also perishes thus increasing the length of the contaminated interval to 5 nodes. Hence, due again to Lemma 4.2, 6 remaining agents cannot solve the problem.

Lemma 4.5. Nine agents are not enough to decontaminate an $n$-node, synchronous, oriented and labelled ring, even if they have distinct ids, an unlimited number of tokens, unlimited memory and know the size of the ring.

Proof. Suppose for the sake of contradiction that there is an algorithm $\mathcal{A}$ that solves the problem in any ring and for any initial configuration. Consider the first two agents $A, B$ which are instructed to move by Algorithm $\mathcal{A}$ (if more than two move at the same time take any two of them). Agents $A, B$ should either simultaneously move, or one of them first moves and then, within a finite time, a second one moves. Notice that an algorithm that does not move a second agent within a finite time, cannot be a correct algorithm, since the adversary can initially place the agents so that the first one immediately vanishes and then nobody moves.

First consider the case where the agents $A, B$ do not move simultaneously. Let $A$ be the first agent that moves from node $u$ to an adjacent node $v$. The adversary initially places the black virus at $v$ and agent $A$ vanishes along with its tokens (even if some of them were placed at $u$ before the agent moves). Now the contaminated interval extends to the two neighbouring nodes $u, w$ of $v$. Agent $B$ moves within a finite time. According to the direction agent $B$ selects, the adversary can select its initial position to be at an adjacent node of $u$ or $w$ different than $v$, and therefore $B$ vanishes after its move at time $t$ along with its tokens (even if some of them were placed at its initial position). The contaminated interval at time $t$ has increased to 4 nodes. A third agent should be instructed to move either simultaneously with agent $B$ or within a finite time after agent $B$ 's move. If the remaining agents have been initially placed so that the distance between any two of them is more than 3 edges, and two of them $C, D$ occupy nodes at a distance of at most two edges at time $t$ from the endpoints of the current contaminated interval, then the first agent that moves a distance of at least 2 edges towards one direction (there must be such an agent, otherwise the agents will never meet other agents or tokens different than their tokens, or approach the contaminated interval) is selected to be one of the agents $C$
or $D$ and therefore vanishes. The contaminated interval increases to 5 nodes, while the remaining agents are 6 . Hence due to Lemma 4.2, the 6 remaining agents cannot solve the problem.

Now consider the remaining case where the agents $A, B$ move simultaneously. If those are the only agents that move at the same time and they move towards different directions then the adversary can initially place them at a distance two at nodes $u, w$ and place the black virus at the common neighbour $v$ of $u, w$. Therefore both agents along with their tokens (even if some of them were placed at nodes $u, w$ ) are vanished. Now the remaining 7 agents are in their initial configuration and they need to clean a contaminated interval of 3 nodes which is impossible since they cannot solve the problem even when there is only one contaminated node as we showed in Lemma 4.4. In the remaining subcases, either agents $A, B$ are not the only ones that moved simultaneously, or they moved towards the same direction. Notice that if more than two agents moved simultaneously then at least two of them moved towards the same direction. Hence in all the remaining subcases there are at least two agents that moved simultaneously towards the same direction. Let $A, B$ be two agents that moved simultaneously towards the same direction. If among all agents that moved simultaneously there is at most one agent $A$ that left some of its tokens before its move, then the adversary can initially place the agents so that agent $A$ vanishes along with its tokens (even if some of them were left at its initial location) and two other agents occupy the two nodes adjacent to the endpoints of the contaminated interval which now consists of 3 nodes. Hence, the next agent which moves can be selected by the adversary to be one of those two agents, which vanishes along with its tokens. Now there are 7 remaining agents with a contaminated interval consisting of 4 nodes (see Figure 4.4). The configuration is similar to the one in Figure 4.2, but with 7 agents and a contaminated interval consisting of 4 nodes. Following the same arguments as in the proof of Lemma 4.4, we can show that the agents cannot solve the problem. Finally, suppose that there are at least two agents $A, B$ that leave some of their tokens and move simultaneously towards the same direction (say counter-clockwise without loss of generality). The adversary can arrange the initial positions of the agents so that agent $A$ vanishes along with its tokens, while the tokens that


Figure 4.4: Nine agents are initially scattered on a ring containing a virus. This is the resulting configuration after two agents have met the black-virus without leaving any tokens behind.
agent $B$ had left, are vanished and $B$ is now located next to a contaminated node. A resulting configuration is shown in Figure 4.5, where $\Delta$ denotes the nodes where the agents were initially located. If the next agent moves clockwise then the adversary can select


Figure 4.5: Nine agents are initially scattered on a ring containing a virus. This is the resulting configuration after one agent has met the black-virus. The nodes denoted with $\Delta$ clockwise next to each agent are the initial homebases of the respective agents. The initial homebase of agent $B$ is now contaminated and therefore any token that had been left there by $B$ has disappeared.
$B$ as the next agent and the situation is exactly like in the previous case with 7 agents and a contaminated interval consisting of 4 nodes and can be again treated in the same way. If the next agent moves counter-clockwise then the adversary can select $C$ as the next agent (which was initially located at a distance 2 clockwise from agent $A$ ) which vanishes and the contaminated interval consists of 4 nodes. Now each of the remaining agents can safely move clockwise until one node before its respective initial homebase $(\Delta)$ (without reaching it) and counter-clockwise until the closer (another agent's) initial homebase. Notice that all those intervals do not have a node in common. Therefore at least one agent should eventually move to a node outside its safe area (otherwise no agent can meet any other agent or the black-virus). The first agent that moves clockwise
(respectively counter-clockwise) to a node outside its safe area is selected to be agent $B$ (respectively the next agent clockwise of $C$ ) and vanishes. Due to Lemma 4.2 the remaining 6 agents cannot clean a contaminated interval consisting of 5 nodes.

### 4.1.2 An algorithm with ten agents

In this section we present an algorithm that decontaminates an oriented ring using ten agents. In order to make the presentation easier, we first describe the algorithm for agents with distinct identities and then we discuss how this algorithm can work with anonymous agents.

Before describing the algorithm, we define the Cautious-Move procedure, which we use in all our algorithms. This procedure is a combination of an attacking and guarding action which is used by a group of at least two co-located agents in order to scan unexplored nodes and decrease the length of a contaminated interval, as follows. One of the agents (leader) of the group located at a node $u$ at time $t$, moves to an adjacent node $v$ while the remaining agents of the group (companion) wait at $u$. Hence at time $t+1$ the leader agent is at $v$ while the remaining agents of the group are at $u$. In the next time unit all remaining agents of the group move to $v$ while the leader (if it is still alive) waits at $v$.

```
Procedure Cautious-Move(dir)
if leader then
    Move 1 step dir
    Wait(1)
else if companion then
    Wait(1)
    Move 1 step dir
```

It is easy to see that if node $v$ was safe when the leader moved there then all agents of the group gather at $v$ within two time units. If there was a black-virus at $v$ when the leader moved there, then the leader has vanished but the virus did not spread to node $u$, and node $v$ is now safe. Hence if the companion agents do not meet the leader at node $v$, they can conclude that the virus was at $v$. Furthermore, if $v$ was an endpoint of a contaminated interval consisting of at least two nodes, now its length has been decreased by one.

The general idea of the algorithm which cleans any oriented ring is the following. First each agent tries to discover whether there is another agent at distance one. Then each
agent leaves its token and moves clockwise until it finds a token. This is a special case which we handle separately in the algorithm. Now each agent moves back to its homebase, picks up any tokens, and moves clockwise again until it finds a token. This time it waits at the node with the token until another agent comes. Now the group scans the ring, using Procedure Cautious-Move, until it meets the black-virus. Then the remaining agent of the group waits there forever. The rest of the agents repeatedly form groups of at least two agents and scan the ring in order to find the other endpoint (i.e., other than that guarded by an agent) of the contaminated interval and decrease one-by-one its length. The algorithm takes care of situations where some agents were initially located at distance one, or an agent which belongs to a group meets another agent, etc.

```
Procedure Initialize
Release token
Move one step cw
if there is a token on the node then
    pick up token
    move one step ccw
    release token
    wait(1)
    if there is another agent on the node then state \(\leftarrow\) leader
    else state \(\leftarrow\) explorer
else
    move one step ccw
    if no token on the node then
        move one step ccw
        if no token on the node then state \(\leftarrow\) guard
        else state \(\leftarrow\) companion
    else
        state \(\leftarrow\) explorer
return state
```

Lemma 4.6. At most three agents are lost until at least two agents meet. The length of the contaminated interval can be increased to at most five nodes.

Proof. We will first show that at most two agents can be lost while executing Procedure Initialize, increasing the length of the contaminated interval to at most 4 nodes. Then we will show that at most one more agent can be lost while executing Procedure Explorer, increasing the length of the contaminated interval to at most 5 nodes. First, all agents begin executing Procedure Initialize. During Initialize an agent first moves

```
Procedure Explorer
Move cw until you find a token and return to your homebase
Pick up token(s)
if there is another agent on the node then execute Leader(cw)
repeat
    Move 1 step cw
    v\leftarrowcurrent_node
until (a member of a pair moving ccw is encountered) OR (a token is detected)
if there is a token at v then
    if there is a companion at v then
        execute Leader(cw)
    else
        Switch to state companion and wait until an agent gets to v
        execute Companion(dir_of_leader)
else
    execute Companion(ccw)
```

Procedure Companion(dir)
state $\leftarrow$ companion
while true do
execute Cautious-Move(dir)
if $d i r=c w$ then
if leader not on node then execute Guard()
else if guard on node then $d i r=c c w$
else if $d i r=c c w$ then
if leader not on node then
Companion with smallest ID becomes leader
if you became the leader then execute Leader(ccw)
one step clockwise and then one step counterclockwise. During those two steps at most two agents might vanish. This case may only occur when one agent vanishes during the first step and a second agent vanishes during the second step. Notice that some agents may perform an additional counterclockwise step. However, no agent can be lost during this step. Let us suppose that there is an agent $A_{1}$ that performs the additional counterclockwise step. This means that $A_{1}$ did not encounter a token during the clockwise step and another agent, $A_{2}$, that is at distance one from $A_{1}$, moved the token left by $A_{1}$. If $A_{2}$ is also the agent that is lost during the second step, $A_{1}$ moves to a node incident to the contaminated interval and becomes a guard. If $A_{2}$ is not one of the agents that are lost then $A_{1}$ moves to the same node as $A_{2}$ and the two agents form a pair. In either case, $A_{1}$ is not lost. Next, the agents begin executing Leader, Companion, Guard or Explorer. The

```
Procedure Leader(dir)
state \(\leftarrow\) leader
Let \(v\) be the current node
while true do
    execute Cautious-Move(dir)
    if \(d i r=c w\) then
        if you meet another leader on \(v\) then execute Companion(ccw)
        else if guard on \(v\) then \(d i r=c c w\)
```


## Procedure Guard

```
state }\leftarrow\mathrm{ guard
Let v be the current node
repeat
    Wait on v
until leader at v AND dir_of_leader = ccw
execute Companion(ccw)
```

agents executing Leader or Companion always move using Cautious-Move and therefore even if an agent is lost, the contaminated interval is decreased. Furthermore, an agent executing Guard waits on a safe node and therefore is not lost. Let us now consider the agents executing Procedure Explorer. Those agents move clockwise until they detect a token. Exactly one agent that is moving towards the black virus in the path that does not contain a token is lost. Notice that the token that was left by the agent that was lost cannot be destroyed, therefore all other agents will reach a token and eventually at least two agents will meet.

The first agent that is lost increases the size of the contaminated interval from one to three nodes ${ }^{1}$. Each additional agent that is lost infects one node that is already in the contaminated interval and one previously clean node. Therefore, each agent that is lost increases the size of the contaminated interval by one node. After at most three agents are lost, the contaminated interval consists of five nodes. Finally, any other agent that visits an infected node is executing Procedure Cautious-Move and will decrease the size of the contaminated interval.

[^8]```
Algorithm 5: ScatteredBVD
State \(\leftarrow\) Initialize
switch State do
    case leader do Leader (cw)
    case companion do Companion (cw)
    case explorer do Explorer
    case guard do Guard
```

Lemma 4.7. The algorithm Scattered BVD solves the black virus decontamination problem in any synchronous oriented ring consisting of n nodes within $O(n)$ time units, using ten scattered agents with constant memory and one token each.

Proof. First the agents begin executing Procedure Initialize. As we showed in Lemma 4.6, at most two agents can be lost during this step. The agents that did not form a pair during Procedure Initialize, begin executing Procedure Explorer. During this procedure at most one agent can be lost as we showed in Lemma 4.6. Each one of the remaining agents executing Procedure Explorer reaches a token while moving clockwise, return to its homebase, picks-up its own token and once again moves clockwise until it reaches a token. The agents that reach a token for the second time are at a node containing a token left either by an agent that has not yet returned or by the agent that was lost. In the first case, another agent will eventually return and the two agents will form a pair. In the second case, since the agent that is waiting has removed its own token, at least one more agent will reach the same node. Therefore, eventually at least one pair is formed. The agents executing Procedures Leader or Companion move using Procedure Cautious-Move. As we showed in Lemma 4.6, the contaminated interval consists of at most five nodes. At some time $t$, a pair will reach the contaminated interval for the first time. The leader of the pair will be lost, the contaminated interval will be decreased by one node and the companion will become a guard when it detects the loss of the leader. Any other pair moving clockwise will reach the guard and change direction, therefore no additional agent moving clockwise will be lost. Furthermore, any agent that encounters a pair or a team of agents moving counterclockwise begins executing Companion and follows the leader of the team. Therefore, eventually all the remaining agents in the ring except the guard (i.e., six agents), will be part of the same team, moving counterclockwise. At most
four of those agents will be lost decreasing the length of the contaminated interval (consisting of at most five nodes) to one infected node. Let $v, u$ and $w$ be three consecutive nodes and let $u$ be the last infected node in the ring. The guard is located at $v$ and the last leader and companion are located at $w$. In the last step of the algorithm, the leader moves to the infected node and is destroyed by the black virus. The black virus copies itself and attempts to spread to $v$ and $w$. However, both nodes are already occupied by the last two agents and the ring is decontaminated. It is easy to see that the agents travel a distance equal to at most a constant times the length of the ring.

Although, the algorithm above has been described for agents with distinct identities, it is easy to slightly modify it so that it works for anonymous agents. Notice that the agents use the distinct identities in order to assign different roles to themselves only when they are co-located. Hence, a mechanism could be used to help co-located agents to assign themselves different roles. For example, as soon as (i.e., the first time that) two agents occupy the same node $u$ and they are at the same state, they may differentiate themselves according to the direction by which they entered node $u$ and the actions they were doing one time unit before. Notice that if the agents entered $u$ through the same edge, they have the same state and they were not co-located before, then exactly one of them was moving to $u$ one time unit before, while the other one was already at $u$.

### 4.2 Decontaminating an unoriented ring

### 4.2.1 Impossibility results

Suppose that the agents do not agree on the clockwise direction of the ring. Naturally, all impossibility results for oriented rings hold for unoriented rings. We first show that ten agents with distinct identities and an unlimited number of tokens cannot solve the problem. We then show that eleven agents with distinct identities and one token each are also not enough. We also show that if the agents are anonymous then they cannot solve the problem no matter how many they are and how many tokens they have.

Lemma 4.8. Ten agents are not enough to decontaminate any synchronous, unoriented ring, even if they have distinct identities, an unlimited number of tokens and unlimited memory.

Proof. Let $A$ and $B$ be two agents that are located at the two nodes which are adjacent to the one containing the black virus. Furthermore, let $C$ and $D$ be two agents that have been placed so that the initial distance between $A$ and $C$ and between $B$ and $D$ is two edges. Finally, let no other agent be located between $A$ and $C$ or $B$ and $D$ in the part of the ring that does not contain the black virus. We will first consider the case in which at least two agents begin moving simultaneously. The adversary can pick the direction in which the agents move so that both $A$ and $B$ will begin moving towards the infected node. $A$ and $B$ are destroyed in the first step along with their tokens, and the contaminated interval consists of three nodes. Notice, that their tokens are destroyed regardless of whether they were placed before $A$ and $B$ moved. Now, $C$ and $D$ are located closest to the contaminated interval. The adversary can always pick $C$ and $D$ as the next agents to move a distance of at least two edges in the same direction so that both agents are lost, while their tokens possibly survive. The length of the contaminated interval has been increased to five nodes. The six remaining agents cannot clean a contaminated interval of five nodes as we showed in Lemma 4.2.

If only one agent moves first then there are nine remaining agents (at their initial positions) with a contaminated interval consisting of three nodes. Hence in view of Lemma 4.5 the problem is unsolvable.

Lemma 4.9. Eleven agents with distinct IDs and one token each do not suffice to decontaminate an unoriented synchronous ring.

Proof. If at most two agents first move simultaneously then the adversary initially places the agents so that they meet the black-virus and vanish after their first step. Hence at most ten agents remain located in their initial nodes while the contaminated interval consists of three nodes. Thus in view of Lemma 4.8 the problem is unsolvable.

Suppose now that at least three agents first start to move simultaneously and consider the following initial configuration. Two agents, $A$ and $B$ are initially placed at nodes
which are adjacent to the node containing the black virus. Another agent $C$ is the closest neighbour of $A$ in the part of the ring that does not contain the black virus, and agent $D$ is the closest neighbour of $B$ in the part of the ring that does not contain the black virus. The adversary arranges chirality of agents so that agent $A$ will move towards the black virus, agents $B$ and $C$ will move in the same direction as $A$ and $D$ will move in the opposite direction. The adversary selects all those four agents (if at least four move simultaneously) or $A, B$ and $C$ (if only three first move) to move simultaneously. The agents might place their token, and begin moving. Notice that as long as the agents do not place their tokens on a node, when an agent is lost, its token is lost as well and the surviving agents do not learn anything about the location of the black virus or of the other agents. Therefore we can assume that the agents place their token, and begin moving. After the first step, $A$ along with its token and the token left by $B$ are destroyed and the black virus copies itself and infects its neighbouring nodes. The remaining agents can either move for a specific number of steps or move until they detect a token or an agent. Notice that if the agents do not move, the ring cannot be decontaminated. If the agents only move for a specific number of nodes and return to their respective homebase, the ring will not be decontaminated. Therefore, the agents need to move until they find a token or an agent. If the agents move then agents $C$ and $D$ are destroyed, the black virus infects two additional nodes and $B$ reaches the token left by $D$. Now, there are five nodes that need to be cleaned, eight agents and nine tokens in the network. Agent $B$ can either move past the token left by $D$, remain at the node containing the token or change direction and continue moving. If $B$ stops moving when it encounters a token, all the agents in the ring will eventually reach a token and stop moving. If $B$ continues moving past the token, $B$ will not be harmed by the black virus, but some other agent will also move past the tokens left by $D$ and $C$ and be destroyed by the black virus. Hence, there will be seven remaining agents and in view of Lemma 4.2 the problem is unsolvable in this case. Let us consider the case in which $B$ changes direction and continues moving. If $B$ only moves for a number of steps less than the distance to its homebase, all other agents will also move likewise and the agents will not be able to meet, since no two agents will visit a common node in this case. Therefore, $B$ needs to move until it reaches its homebase. However, $B$ will be destroyed by a black virus before reaching its homebase. Now, there are seven agents and a contaminated interval consisting of six nodes in the ring. The
remaining agents are not enough to decontaminate the ring as we showed in Lemma 4.2.

Lemma 4.10. An unoriented synchronous ring cannot be cleaned by any number of anonymous agents even if they have an unlimited number of tokens and unlimited memory.

Proof. Assume an unoriented ring with $k$ anonymous agents and consider the starting configuration of Figure 4.6 (if $k$ is even) or of Figure 4.7 (if $k$ is odd). If the initial number of agents is even, the ring consists of $n=k+1$ nodes and there are initially $k$ agents and one black virus. Each node is initially occupied by one agent, except the node that contains the black virus (see Figure 4.6). If the initial number of agents is odd, the ring consists of $n=k+2$ nodes and there are initially $k$ agents and one black virus. Each node is initially occupied by one agent, except the node that contains the black virus and one of the nodes incident to the black virus (see Figure 4.7). In either case, each agent has the same number of tokens and neighbouring agents are forced by the adversary to move in different directions: agent $A_{1}$ moves clockwise and agent $A_{i+1}$ moves opposite than $A_{i}$, $\forall i \geq 1$.


FIGURE 4.6: An initial configuration consisting of $n-1$ anonymous agents, where $n-1$ is an even number.


Figure 4.7: An initial configuration consisting of $n-2$ anonymous agents, where $n-2$ is an odd number.

If the initial number of agents is even, two agents, $A_{1}$ and $A_{n-1}$, along with their tokens are destroyed after the first step. If the initial number of agents is odd, one agent, $A_{1}$, along with its tokens is destroyed after the first step. In both cases, each of the remaining agents reaches a node containing the same number of tokens. The configuration is that of Figure 4.8.


Figure 4.8: The resulting configuration after the agents' first move in con-
figuration of Figure 4.6 or Figure 4.7.

The agents cannot stop moving after finding a token, otherwise, the ring will not be cleaned. If the agents continue moving in the same direction, two additional agents and two piles of tokens are lost immediately and once again all the remaining agents reach the same number of tokens. If the agents change direction and move until they find a token, all agents return to their respective homebases and no agent is destroyed. However, the agents cannot keep moving between any two nodes with tokens indefinitely, otherwise the ring will not be decontaminated. Therefore, the agents eventually have to move to a node they have not visited before. Consequently, in any case two additional agents and two piles of tokens are destroyed, leaving $k-4$ agents, $k-4$ nodes with (the same number of) tokens and five nodes that need to be cleaned. The configuration is shown in Figure 4.9.


Figure 4.9: The resulting configuration after some moves of agents in the configuration of Figure 4.8

The configuration of Figure 4.9 is similar to that of Figure 4.8, with the difference that there are two more nodes that need to be cleaned and two agents less. The agents on Figure 4.9 do not have any further knowledge of the network and cannot move in a more effective / different way than the agents of Figure 4.8. More generally, the ring cannot be cleaned unless the agents visit new nodes. However, each time the agents move to a new node, the two agents close to a node containing a black virus are destroyed along
with their tokens. Each time an agent is lost, a pile of tokens is lost as well. Thus, any two agents have always the same input and therefore they cannot break this symmetry and they all eventually vanish.

### 4.2.2 An algorithm with twelve agents

We present here an algorithm for twelve agents with distinct identities and one token each which can decontaminate any unoriented synchronous ring. We use the following notation.

$$
f \in\{c w, c c w\}
$$

The direction $f$ is chosen by the adversary to be either $c w$ (i.e., clockwise) or $c c w$ (i.e., counter-clockwise), with the agent not having knowledge of that. We define $f^{\prime}$ as the opposite direction of $f$. The agents start by releasing their tokens at their initial locations, and move one step forward (either $c w$ or $c c w$ whichever the adversary chooses). Then the agents that survived move back to pick up their respective tokens and move forward to the safe node they explored and release their tokens there. Afterwards, the agents start moving towards the direction opposite to the direction they moved on their first move trying to converge with another agent onto the same node.

During this phase, the agents bounce back and forth between the two tokens they find, bringing those tokens closer and closer (by moving only their token). Eventually, at least two agents meet and start to move trying to decontaminate the ring using Procedure Cautious-Move.

```
Algorithm 6: ClearRing
release token
move one step towards \(f\)
execute Secure
if did not meet agent during Secure then
    execute Converge
    repeat
        wait
    until meet with another agent carrying a token OR meet a pair
execute Decontaminate
```

```
Procedure Secure
move one step towards f
pick up token
move one step towards f
release token
```

```
Procedure Bounce
repeat
    move one step towards f
until token found
repeat
    move one step towards f
until token found
```

Lemma 4.11. At most four agents are lost until all agents have finished executing Procedure Converge. Furthermore, the contaminated interval has been surrounded by tokens and all remaining agents are located in the part of the ring divided by those tokens and not containing the black virus.

Proof. In the first two lines of Algorithm 6, each agent leaves its token at its initial node and moves one step towards direction $f$. After the move, there are $c \geq 10$ agents still alive, and $c^{\prime} \geq 10$ tokens.

The remaining agents proceed to line 3. In Procedure Secure the agents first move back to their starting node to pick up their token. If $c>c^{\prime}$ then in the previous phase two tokens and one agent were lost. Notice that at least one agent must vanish in order for a token to disappear. The agent that has no token, due to the black virus, is destroyed trying to return back to its token. We still have $c \geq 10$ and $c^{\prime} \geq 10$ but now $c=c^{\prime}$.

After line 3 of Algorithm 6 each remaining token must be at least two edges away from any black virus towards $f^{\prime}$. Thus, any agent moving towards $f^{\prime}$ does not result in the loss of any more tokens, but it may result in the loss of more agents. More specifically, the agents that can be destroyed are the two agents located closest to both endpoints of the contaminated interval since all other agents reach a node containing a token.

Lemma 4.12. After a finite number of moves, at least two agents meet.

```
Procedure Converge
repeat
    execute Bounce
    if token is one step away then
        execute Check
    else
        pick up token
        move one step towards f
        release token
until another token is on same node
```


## Procedure Check

Let $x$ be your identity number
wait for $x$ time units
pick up token
move one step towards $f^{\prime}$

Proof. In view of the previous lemma, by the time the agents finish the execution of the Procedure Converge, the contaminated interval is surrounded by two tokens and the part of the ring divided by those tokens and including the black virus does not contain any of the at least 8 remaining agents. Let $p_{1}$ and $p_{2}$ be those tokens and let, without loss of generality, $p_{2}$ be the token clockwise from the endpoint of the contaminated interval. There are two distinct cases:

1. Each surviving agent $A_{i}$ executing Procedure Converge has the same sense of direction as any other surviving agent $A_{j}$ executing the same procedure (i.e., $f_{A_{i}}=$ $f_{A_{j}} \forall i \neq j$ ). Since all remaining agents have a common sense of direction either $p_{1}$ or $p_{2}$ (or both) should have been initially belonged to an agent that vanished. Since none of the remaining agents move past a token left by another agent, at some time $t_{1}$, an agent $A$ will move its token to a node with a token left by the agent that was lost. Agent $A$, stops and waits until another agent reaches the same node. Since all agents move in the same direction, another agent $A^{\prime}$ will reach the same node as $A$ at some time $t_{2}>t_{1}$.
2. There are at least two consecutive agents $A_{1}^{\prime}, A_{2}^{\prime}$ that move in opposite directions when executing the same command (i.e., $f_{A_{1}^{\prime}}=f_{A_{2}^{\prime}}^{\prime}$ ). If there are more than two such agents, we choose $A_{1}^{\prime}$ and $A_{2}^{\prime}$ to be two consecutive agents that move towards
```
Procedure Decontaminate
agent with biggest id becomes leader and all others become companions
guard_found \(\leftarrow\) false
repeat
    execute Cautious-Move(dir_of_leader)
    if meet agent performing guarding action then
        if guard_found = false then
            change direction
            guard_found \(\leftarrow\) true
            else if guard_found = true then
            guarding agent becomes companion and executes
                Cautious-Move(dir_of_leader)
    else if meet another pair then
        agent with biggest id becomes leader and all others companions
until leader lost
if number of companions on node \(=1\) then
    begin guarding action
else
    agent with biggest id becomes leader and all others companions
    if guard_found = false then
            agent with smallest id begin guarding action
            all other agents on node change direction
repeat
    execute Cautious-Move(dir_of_leader)
    if leader not on node then agent with biggest id becomes leader
until ring is clean
```

each other if such a pair exists. If there is originally an odd number of nodes between $A_{1}^{\prime}$ and $A_{2}^{\prime}$ eventually the two agents simultaneously move their tokens to the same node $v$, where the distance $\operatorname{dist}\left\{A_{1}^{\prime}, v\right\}=\operatorname{dist}\left\{A_{2}^{\prime}, v\right\}$ at any time. If there is originally an even number of nodes between the two agents, the agents eventually place their tokens on neighbouring nodes and detect that there is an agent on a neighbouring node (Procedure Check). After detecting another agent and a token on a neighbouring node, the agent returns to the node where it left its token and waits for a number $x$ of time units, where $x$ is the agent's identity label. The agent that finishes waiting first, moves one step towards $f^{\prime}$ and the two agents meet. Let us now consider the case in which $A_{1}^{\prime}$ and $A_{2}^{\prime}$ move away from each other. In this case, all the remaining agents in the ring are divided into two groups. One of the groups consists only of consecutive agents that move in the same way as $A_{1}^{\prime}$, while the other group consists only of consecutive agents that move in the same way as
$A_{2}^{\prime}$. Any one of the groups can possibly contain only a single agent ( $A_{1}^{\prime}$ or $A_{2}^{\prime}$ respectively). The agents in the group or the groups that contain more than one agents will form at least one pair in the way described in case 1 of this lemma.

Lemma 4.13. Twelve agents with distinct identities (taken from the set of natural numbers), constant memory and one token each can decontaminate any n-node, synchronous, unoriented ring using Algorithm 6 within $O\left(n^{2}+L\right)$ time units, where $L$ is the maximum identity label.

Proof. As we showed in Lemma 4.11, at most four agents are lost until all agents have finished executing Procedure Converge. The first agent that is lost creates a contaminated interval of three nodes. Each subsequent agent that is lost increases the size of the contaminated interval by one node. Therefore until the agents start executing Procedure Decontaminate, the contaminated interval consists of at most six nodes. As we showed in Lemma 4.12, at least two agents will meet after a finite number of steps and will therefore start executing Procedure Decontaminate. When executing Procedure Decontaminate, the agents only move using Procedure Cautious-Move. When a pair meets another pair or team, all agents form a single team and the agent with the biggest ID becomes the leader. When a team of agents encounters for the first time an agent that is guarding the contaminated interval, the team changes direction. Notice that since at least one team of agents reaches one end of the contaminated interval, changes direction and approaches the contaminated interval from the opposite direction all teams in the ring will eventually merge. When a leader is lost, its companion begins guarding the node incident to the contaminated interval until a team that has already met another guard reaches it. Therefore, when the agents clean more than one nodes in the same direction, both ends of the contaminated interval are guarded and the black virus cannot spread to new nodes. Finally, the eight remaining agents clean the six nodes in the contaminated interval in the following way. Five agents clean five of the nodes in the contaminated interval by moving using Procedure Cautious-Move. One black virus and three agents remain. When one of the agents moves to the infected node, both of the nodes incident to the last contaminated node are occupied by one companion and an
agent performing a guarding action and the ring is cleaned. It is easy to see that the algorithm takes at most $O\left(n^{2}+L\right)$ time units (due to Procedure Converge).

### 4.2.3 An algorithm for six agents provided with an advice

As we proved in Lemma 4.3, five agents with distinct identities and unlimited tokens cannot solve the problem in oriented rings even when the agents know their initial configuration. We show here that if the agents are provided with an advice that encodes a few agents' identities then the problem can be solved in any unoriented ring by only six agents without tokens.

Let $L=\left\{A_{1}, \ldots, A_{6}\right\}$ be a sequence of 6 successive agents, where $\forall i: 1 \leq i \leq 6, A_{i}$ are their distinct identities (which are taken from a totally ordered set, e.g., positive integers), $A_{1}$ is the minimum one and $A_{2}$ is the minimum identity between the identities of the two successive agents (clockwise and counter-clockwise) of $A_{1}$. An example is shown in Figure 4.10. If an agent's identity appears at an odd index in this sequence, then the agent will be instructed to move, otherwise it will be instructed to wait. Hence, exactly 3 of the agents in the example will be instructed to move. We describe the algorithm below.

All agents receive the same sequence with the identities of the agents that are instructed to move as advice (which needs $O(\log L)$ space, where $L$ is the maximum identity label), and they move until they meet an agent. If a group of agents is formed then the agents switch to state 'group1' and they start to move in the opposite direction of the moving agent's direction using Procedure Cautious-Move. If a group of two or three agents at state 'group1' meets the Black Virus then the surviving agents switch to state 'guard' and wait until they meet an agent. If a non-group agent meets a guard then it switches to state 'explorer', it changes direction and moves until it meets an agent. If a group of agents at state 'group1' meets a guard then the agents of the group switch to state 'group2', they change direction and move using Procedure Cautious-Move. If an agent meets an explorer then they form a group of agents, they switch to state 'group2', and they move in the direction of the explorer using Procedure Cautious-Move.

Lemma 4.14. Six initially scattered agents with distinct identities (which are positive integers) suffice to decontaminate any, synchronous unoriented ring, if they have an initial

```
Algorithm 7: AdviceProtocol
Input: \(L=\left\{A_{1}, \ldots, A_{6}\right\}\)
if identity at odd index then
    state \(\leftarrow\) moving
    repeat move one step \(f\) until met with an agent
    if agent met is a stationary then state \(\leftarrow\) group1
    else if agent is from a group then follow group
    else if there is exactly one guard then
        state \(\leftarrow\) explorer
        repeat move one step \(f^{\prime}\) until met with an agent
        state \(\leftarrow\) group2
    else state \(\leftarrow\) group2
    execute Group
else
    state \(\leftarrow\) stationary
    repeat wait until met with an agent
    if met with a moving agent then state \(\leftarrow\) group1
    else if met with an explorer then state \(\leftarrow\) group2
    else follow group
    execute Group
```

advice of size $O(\log L)$, where $L$ is the maximum of the agents' identities.

Proof. Notice that each moving agent is between two stationary agents, denoted by $S_{1}$ and $S_{2}$. Since there is one black virus initially, at most one agent is lost before an agent meets another agent and a contaminated interval of at most 3 nodes is produced. For example in Figure 4.10 only agent $A_{5}$ could meet the black-virus and vanish before a group of at least two agents is formed.


Figure 4.10: A proper sequence for this initial configuration is $L=$ $\left\{A_{1}, A_{2}, A_{5}, A_{3}, A_{6}, A_{4}\right\}$. ' S ' denotes a stationary agent and 'M' a moving agent.

The first group (group $A$ ) that is formed starts to move in the opposite direction of the moving agent's direction using Procedure Cautious-Move. If a non-group agent, or a

```
Procedure Group
switch state do
    case group1 do
        repeat execute Cautious-move \(\left(f^{\prime}\right)\) until \(B V\) is found \(\vee\) met with a guard
        if \(B V\) is found \(\wedge\) group had two or three agents then
            state \(\leftarrow\) guard
            execute Guard
        else if \(B V\) is found then
            if have lowest identity then
                state \(\leftarrow\) guard
                execute Guard
                else
                    state \(\leftarrow\) group2
                execute Group
        else if met with a guard then
            state \(\leftarrow\) group2
            execute Group
    case group2 do
        repeat execute Cautious-move(opposite of previous group's direction) until
        ring is decontaminated
```

group of agents reaches a guard then it changes direction. If a group of three agents reaches the Black Virus then the remaining two agents wait (as guards).

Since each moving agent is between two stationary agents $S_{1}, S_{2}$, if the group is formed at $S_{1}$ then it moves towards $S_{2}$ and vice versa. Suppose, without loss of generality, that the group $A$ is formed at $S_{1}$ and moves towards $S_{2}$.

There are three possible cases.

1. Group $A$ reaches $S_{2}$, and the group now has three agents
2. There is a black virus between group $A$ and $S_{2}$, thus group $A$ reaches the virus and its leader is destroyed making the other agent a guard
3. $S_{2}$ becomes part of another group (group $B$ ) and that group starts moving the same direction as group $A$

We examine each case separately. From here on we refer to the initially stationary agents as $\mathbf{S}$, the initially moving agents as $\mathbf{M}$, and the guards as $\mathbf{G}$.

```
Procedure Guard
repeat wait until met with any agent
if met with a group2 \vee explorer \vee ((moving agent \vee group1) ^ there are two guards)
then
    if there are two guards }\wedge\mathrm{ have the lowest identity then
            state }\leftarrow\mathrm{ guard
            execute Guard
    else
        state }\leftarrow\mathrm{ group2
        execute Group
```

Case 1. In this case we have a group of 3 agents (two $\mathbf{S}$ and one $\mathbf{M}$ ). There are 4 sub-cases. Either the group reaches a Black Virus, or the group meets with a $\mathbf{M}$, or the group meets with another group, or the group meets a $\mathbf{G}$. Lets examine those more carefully.

1. The group (of three agents) reaches a Black Virus.
(a) If this is the first time any agent reaches a Black Virus, then the leader of the group vanishes and the Black Virus spreads towards the unguarded neighbor. We now have one Black Virus and 5 agents, of which two $\mathbf{G s}$, two $\mathbf{M s}$, and one S.

Firstly, if a second group reaches the Black Virus then the ring is decontaminated. Secondly, if a moving agent reaches the guards, then one guard and the moving agent form a group which now moves in the opposite direction collecting the stationary agent and decontaminating the ring, even if the other moving agent reaches the Black Virus first. Thirdly, if a group reaches the guards, then one guard is collected and the group, with either three or four agents, moves in the opposite direction decontaminating the ring.
(b) If this is the first time a group reaches a Black Virus, then a moving agent has already vanished before, making it a contaminated interval of three nodes. The leader vanishes and the Black Virus does not spread further. We now have a contaminated interval of 2 nodes and 4 agents, of which two Gs, one $\mathbf{S}$, and one $\mathbf{M}$. The moving agent cannot reach the Black Virus before meeting another agent and therefore either meets the guards or the stationary agent. In both cases it forms a group. If the group reaches the guards, then one guard
is collected and the group of three agents move in the opposite direction decontaminating the ring. If the moving agent firstly meets the guards, then a group is formed which collects the stationary agent decontaminating the ring.
(c) If this is the second time a group reaches the Black Virus then the ring has been decontaminated.
2. The group (of three agents) meets with a $\mathbf{M}$. Then there is one $\mathbf{S}$ and one more $\mathbf{M}$ left. The group can then reach either the Black Virus, or another group, or $\mathbf{S}$. If the group reaches the Black Virus after the other group then we are done. If it reaches the Black Virus first then one agent vanishes, one becomes a guard, and the other two form a group moving in the opposite direction decontaminating the ring. If two groups are met then all agents have gathered and can decontaminate the ring. Lastly, if the group collects $\mathbf{S}$ then even if the remaining $\mathbf{M}$ vanishes before it is collected there is a contaminated interval of 3 nodes and a group of 5 agents which can decontaminate the ring.
3. The group (of three agents) meets with another group. Then we have a group of 5 agents which can decontaminate a contaminated interval of 3 nodes.
4. The group (of three agents) meets a guard. Then it changes direction collecting any redundant agent and decontaminating the ring.

Case 2. If the group reaches the Black Virus, then this is either the first time any agent reaches the Black Virus, or this is the first time a group reaches the Black Virus, or this is the second time a group reaches the Black Virus, hence the ring is decontaminated. We examine the first two cases more closely.

1. If it is the first time any agent reaches the Black Virus then we have a contaminated interval of one node and 5 agents left. The agents left are one guard, $2 \mathbf{M s}$, and 2 Ss. This is a similar case to case's 1.1.a and can be examined in a similar manner.
2. If it is the first time a group reaches the Black Virus, then a moving agent has reached the Black Virus before. The group reaches the Black Virus and we now have a contaminated interval of 2 nodes, one guard, $2 \mathbf{S}$ s, and one $\mathbf{M}$ which cannot reach the Black Virus before meeting another agent. Then it either meets the guard
and changes direction, or it meets with a $\mathbf{S}$ forming a group. In either case a similar argument as before can be presented.

Case 3. Since group $A$ never meets $S_{2}$, it can only meet with group $B$ or meet a guard. If the two groups meet then there is one $\mathbf{S}$ still left and either a $\mathbf{M}$ depending on the number of agents of group $B$. If group $B$ has three agents, then 5 out of 6 agents have met and they can decontaminate the ring collecting the remaining $\mathbf{S}$. If group $B$ has only two agents then 4 agents have gathered and there is still a M moving. Even if the last moving agent reaches the Black Virus first the ring can be decontaminated by the rest agents 4 in a group and one stationary, because the contaminated interval does not increase further.

In all three cases the ring is decontaminated.

### 4.3 Discussion

We can show that the algorithm for unoriented rings (with twelve agents) will decontaminate any oriented ring using at most ten agents (i.e., at most nine will vanish). Hence in other words, the algorithm for unoriented rings is a uniform algorithm that is optimal with respect to the number of agents in both oriented or unoriented rings. However, it takes $O\left(n^{2}+L\right)$ time units to finish even in oriented rings, where $L$ is the maximum label of the agents, in contrast with the algorithm for oriented rings which takes $O(n)$ time units to solve the problem with ten agents. Whether there exists an $O(n)$ algorithm for unoriented rings is an interesting open question.

Another difference between the two algorithms is the following. The algorithm for oriented rings can work for anonymous agents mainly because the agents use their distinct identities to assign different roles to themselves only when they are co-located. However, the algorithm for unoriented rings heavily relies on agents' distinct identities: they are distinct positive integers and each agent might need to use its label even before meeting another agent. In fact as we proved, the problem is unsolvable by any number of anonymous agents in unoriented networks.

Another interesting question is whether those algorithms can be extended to handle asynchronous networks. Does there exist an algorithm for unoriented rings using eleven agents with more than one token each? Finally it is interesting to investigate whether
there are different (or better) solutions for rings consisting of $n$ nodes, where $n$ is small. For example it is easy to see that if $n \leq 3$ the problem is unsolvable due to Lemma 4.1 (even for agents with advice). If $n=4$ it is solvable by 3 agents with advice, but otherwise impossible. If $5 \leq n \leq 7$ then 4 agents with advice can solve the problem.

## 5 Broadcasting

The communication between nodes of a network has been studied a lot in the literature. The classical problems of broadcast or convergecast deal with the dissemination of information in the network. In the case of message passing networks, broadcast is achieved by spreading the information from the source node to all other nodes. For a system of mobile agents, the equivalent problem is the propagation of information from one source agent to all other agents in the system. Such problems are relevant for teams of mobile sensor robots sent on data collection missions. We assume that the agents autonomously move along the edges of a graph that represents the network; when two agents are at the same vertex, they can communicate and share information. However, the agents cannot communicate from a distance.

The problem of broadcasting has been originally investigated in message passing multihop radio networks (e.g. see the survey [53]). Previous studies on broadcast and other communication problems have focused on the efficiency of performing the task, either in terms of time taken [22], or in terms of energy expended [26]. A slightly different line of research considers the problem of communicating in the presence of faults and the objective is to tolerate as many faults as possible. The faults can be missing links or nodes [54] in the network or loss of messages [55], in case of message passing networks. Recently there has been a lot of interest in so called dynamic networks which model both faults and changes in network topology in a uniform manner by considering that the network may change in each round during the execution of the algorithm. As discussed in 2.1.3 the evolving graph model represents a dynamic network by a sequence of graphs $\mathcal{G}=G_{1}, G_{2}, \ldots$ based on the same set of vertices $V$ but the set of edges changes in each round $i$, i.e. each graph $G_{i}=\left(V, E_{i}\right)$ is a spanning subgraph of the graph $G=\left(V, \cup E_{i}\right)$, which is called the footprint of the dynamic network. For solving most problems, some
assumptions about the connectivity of the dynamic network need to be made. We consider the model of constantly connected dynamic networks where in round $i$, the graph $G_{i}$ is assumed to be connected. No other assumptions are made about the network. This means that in the worst case, the graphs $G_{i}$ and $G_{i+1}$ in two consecutive rounds may differ completely in the set of available edges. To show correctness of our algorithms, we will assume that an adversary having knowledge of the algorithm, chooses the graph $G_{i}$ in each round (respecting the connectivity constraint). Note that these assumptions are much weaker compared to that of $T$-interval connected networks as in several previous results [60,64] where the network is assumed to contain a stable spanning tree for a continuous period of $T$ rounds.

Following the definition of the problem which appeared in Section 2.4.3 let us give some more details about this study. We consider different graph families, including sparse graphs, as well as dense graphs, for example when $G$ is a ring or a cactus, or when $G$ is a grid, a hypercube or a complete graph respectively. For each family we present algorithms in order to solve the broadcast problem using the minimum number $k$ of agents. Note that, having more agents makes the problem easier, due to the fact that when at least one of them reaches a source agent, there is progress in the propagation of the message. We also show strict lower bounds on the minimum number of agents needed to solve the problem in the graph families mentioned earlier. Preliminary results of this chapter have appeared in [37]

### 5.1 Broadcast model

In this section the capabilities of the agents and the adversary model is defined.

### 5.1.1 Agents

The agents are autonomous and identical entities, having their own internal memory, and are able to move along the available edges of the graph. The agents cannot mark the nodes or edges of the graph. The agents are initially located at distinct nodes of the network, they all start in the same initial state, and they execute the same deterministic algorithm. They have global visibility and they move in synchronous steps, i.e., time is
discretized into atomic time units called rounds. During each round $r$, each agent can see the graph $G_{r}$ and the location of all agents in $G_{r}$ and can distinguish which agents have the message $\mathcal{M}$ (called source agents), and which agents do not (called ignorant agents). Based on this information, the agent can decide to stay at the current node or move to a neighboring node in $G_{r}$. In the latter case, the agent arrives at its destination node at the end of the round. At the start of the next round $r+1$, the adversary chooses the graph $G_{r+1}$, and the agents execute the next step of the algorithm. In the initial round, there is exactly one source agent and $k$ ignorant agents in the network.

### 5.1.2 Adversarial model

The adversary can decide the initial placement of all the agents in the network, and in each round the adversary chooses the graph $G_{r}$ which represents the available links in the network for that round. The adversary may have knowledge of the algorithm and can use this knowledge for deciding the placement of agents and the dynamicity of the network (subject to the connectivity constraint as described).

Unknown Adversary: The agents do not have any knowledge of the adversary, and thus they do not know the dynamic network $\mathcal{G}$ in advance.

Global visibility: We assume global visibility to simplify the task of achieving broadcast. Note that, if the agents are restricted to local visibility in an unknown dynamic network, even in the simplest case of a ring network, it may not be possible for two agents to meet, and thus broadcasting would not be possible.

Distinct starting locations: We assume the agents are initially located at distinct nodes of the network.

### 5.2 Preliminaries

We make some preliminary observations about the problem. Recall that the dynamicity of the network is unknown to the agents. However, in each round $i$ the agents can see the graph $G_{i}$ and the positions of all agents in it.

Notice that, due to the facts that the agents start at distinct locations, they have global visibility, there is a unique source agent and the network is locally oriented, the agents can assign themselves distinct identities in the following way:

Each agent computes for every agent $A_{i}$ (including itself) initially located at a node $u_{i}$ the lexicographically minimum string of port labels that corresponds to a shortest path from node $u_{i}$ to node $v$ where the source agent is initially located. Hence all agents have constructed the same list of strings. Further they can lexicographically sort in increasing order those strings and assign accordingly distinct identities to all agents. Once the identifiers are computed in a pre-computation, the agents can remember these identifiers and can track all other agents during the algorithm (thanks to the global visibility). Hence, in the following, we assume without loss of generality, that all agents have distinct identities. Moreover, for simplicity, we shall describe the algorithms in a centralized manner, describing which agents perform which operations in any round. It is evident that the agents executing the same algorithm, can autonomously decide their role in the computation. Finally, we denote with $k$ the number of ignorant agents (i.e., the agents that do not know the initial message).

Observation 1. Given a constantly connected dynamic network $\mathcal{G}$ based on an arbitrary connected graph $G$ consisting of $n$ nodes, with $k \geq n-2$ ignorant agents on distinct nodes of the network, then within $O(k)$ steps, we can solve the broadcast problem.

Proof. Since there are at least $n-2$ ignorant agents on distinct nodes and one node is occupied by the source agent, there is at most one empty node. Thus, in any connected graph $G_{i}$ there would be a path of length at most two between a source agent and an ignorant agent. These two agents would meet in this round. So, we reduced the number of ignorant agents. The agents can now spread to distinct nodes (using their distinct identities that have been assigned before they meet, as described in the previous subsection), and we can repeat the same argument.

The above result provides a general upper bound on the team size needed for solving broadcast. We will present smaller bounds for specific graph topologies. For the special case of trees, the adversary cannot block any edge without losing connectivity. Hence we have the following trivial result for trees.

Observation 2. If $G$ is a tree then broadcast can be solved for any $k \geq 1$.

Proof. The adversary cannot block any edge without disconnecting the graph. Thus, the graph is static and in each step each agent can move one step closer to the node containing the source agent, thus in $O(D)$ time all agents would be colocated with the source agent and we solve broadcast in $O(D)$ time, where $D$ is the distance of the farthest agent from the source.

### 5.3 Broadcast in sparse graphs

In this section, we will study the broadcast problem with agents in sparse graphs. A simplest non-trivial sparse network is the ring (or cyclic graph 2.1) topology.

Theorem 5.1. If $G$ is a ring of size $n \geq 5$, then broadcast can be solved if and only if $k \geq 2$ within $O(n)$ steps. If $G$ is a ring of size $n<5$, then broadcast can be solved for any $k \geq 1$ within at most 2 steps.

Proof. Consider a ring of size $n \geq 5$, with one source that has the information $\mathcal{M}$ and one ignorant agent. At each step, the adversary can remove an edge on the shortest path between the two agents. Note that, the longer path is always of size at least 3 , thus the agents cannot meet on this path in one step. Hence the two agents can never meet.

Now we show that if there are at least two ignorant agents ( $k \geq 2$ ), then broadcast is possible. The two agents can try to reach the source agent by opposite directions, then at each step one of the agents gets closer, and eventually one of the agents would reach the source and obtain $\mathcal{M}$. At this stage there are 2 source agents, they can traverse the ring in opposite directions, thus at least one of them will soon meet the remaining ignorant agent and broadcast is solved within $O(n)$ steps.

The impossibility of solving broadcast with $k=1$, does not hold for rings of size 3 as in this case any path between the source and the other agent is of size at most 2 , and since one of these paths must be available, the two agents can meet in one step and solve the problem. For rings of size 4, if the longer path between the source agent and an ignorant agent has length 3, then one of the agents moves so that both paths between the agents are of length 2 . Then within the next step, the two agents meet in one of those paths,
similarly as in the case of rings of size 3 . Thus, broadcast is solvable for rings of size $n<5$ with any $k \geq 1$.

We now make the following observation that will allow us to generalize the results from rings to other graphs containing cycles.

Lemma 5.1. If $G$ contains a cycle $C$ of length at least 3 , such that there is a single node $v \in C$ that is connected to nodes in $G \backslash C$, then the adversary can always prevent at least one agent located in $C \backslash v$ from reaching node $v$, thus trapping the agent in cycle $C$.

Proof. Consider an agent located at a node $u \in C \backslash v$. Since the cycle must be of length at least 3 , the longer path from node $u$ to node $v$ is of length $\geq 2$. If the adversary always blocks the shorter path from the agent's location to node $v$, then the agent cannot reach node $v$. The only way to get out of the cycle is passing through node $v$, so the agent is forever trapped in $C$.

Lemma 5.2. If $G$ is a ring of size $n \geq 3$, given any vertex $v \in G$, if there are two agents at distinct vertices of $G$, then there is an algorithm to ensure that within $O(n)$ steps either (i) the two agents meet at a vertex of $G$ or (ii) at least one of the agents (chosen by the algorithm) can reach vertex $v$.

Proof. Let us call the two agents $A$ and $B$. If we require agent $A$ to reach node $v$, then the algorithm asks agent $B$ to move along the path containing agent $A$ and then node $v$ in this order (if agent $B$ was already at node $v$ then we first move it to any neighbouring node of $v$ ). In each round, only one edge of $G$ may be unavailable, so either agent $B$ will move closer to agent $A$ or agent $A$ will move closer to node $v$. So eventually either condition (i) or (ii) will be true.

In the following we consider cactus graphs which can be seen as combinations of trees and rings.

Definition 5.1. A cactus graph is a connected graph in which any two simple cycles have at most one vertex in common.

In cactus graphs, the size of the team depends on the number and sizes of the cycles of the graph, as follows:

Lemma 5.3. If $G$ is a cactus graph of size $n$ having $c_{1} \geq 1$ cycles of length $<5$ and no larger cycles, then broadcast can be solved if and only if $k \geq c_{1}$ within $O(n)$ steps.

Proof. Consider the family of cactus graphs obtained from a line of length $c_{1}$ by attaching to each vertex of the line a cycle of length $<5$. Each cycle thus satisfies the conditions of Lemma 5.1.

If $k<c_{1}$, the total number of agents is $k+1 \leq c_{1}$, so the adversary can place each agent in a distinct cycle, including the source agent. No agent can leave its cycle due to Lemma 5.1. So, no two agents can meet, thus broadcast is not possible.

For $k \geq c_{1}$, broadcast is solvable in any cactus graph with $c_{1}$ small cycles. To prove this it is enough to analyze the case where at least one cycle has at least two agents, either two ignorant ones or one ignorant agent and a source. This is because if an agent is outside of any cycle it can always move to a cycle (all non cyclic edges are available in each round). If two agents are in a cycle and none of them is the source, then one of the agents can leave the cycle within at most 2 steps (both agents move towards an elected exit approaching it from different directions). The agent that leaves the cycle can move towards the source, until it reaches another cycle.

Thus, one agent will eventually reach the cycle containing the source. This agent can meet the source and obtain the information $\mathcal{M}$ due to Theorem 5.1. Now, there are two source agents in the same cycle, and thus, one of them can leave the cycle as described before within at most 3 steps. This source agent reaches another ring containing an ignorant agent, the information is propagated and we have again two source agents in a cycle. Repeating the same algorithm, all agents will eventually learn the information, and thus we can solve broadcast within $O(n)$ steps.

Lemma 5.4. If $G$ is a cactus graph of size $n$ having $c_{2}$ cycles of length $\geq 5$ and no cycles of smaller length, then broadcast can be solved if and only if $k \geq c_{2}+1$ within $O(n)$ steps.

Proof. Consider the family of cactus graphs obtained from a line of length $c_{2}$ by attaching to each vertex of the line a cycle of length $\geq 5$.

Suppose that $k<c_{2}+1$. Then, the adversary places each of the $k \leq c_{2}$ agents in a distinct cycle and the source in one of these cycles. Due to Theorem 5.1, the source and the other
agent cannot meet, since the ring is of length $\geq 5$. At the same time, due to Lemma 5.1 the adversary can trap each other agent in its cycle. In the cycle that contains the source, at most one of the two agents can exit this cycle. Even if the source agent exits this cycle and enters another cycle the configuration is similar to the initial one. Hence, no two agents can ever meet and therefore the problem is unsolvable.

To prove that $k \geq c_{2}+1$ agents are enough to solve broadcast, we first show that at least one ignorant agent can reach the source and can become a new source. As in the proof of Lemma 5.3, we assume all agents move to some cycle if they are not in a cycle. If the source agent is in the same cycle with at least two ignorant agents, by Theorem 5.1 both these agents can become sources. If not, then, given $k \geq c_{2}+1$, there must be some cycle with two or more ignorant agents and all except one of these agents can leave the cycle to reach another cycle. Eventually two or more ignorant agents would reach the same cycle as the source, and again applying Theorem 5.1, all these agents would become source agents. Thus we have now at least $x \geq 3$ source agents in a cycle. Furthermore each of the remaining $k-x+1$ ignorant agents are alone in some cycle. This implies that the number of empty cycles (cycles without any agent) are at most $x-3$. Among the $x$ source agents, $x-1$ of them can move to another cycle. When the source agents move to an empty cycle, at most one of them may be trapped. In total $x-3$ source agents can be trapped, thus at least two source agents can reach any cycle that contains an ignorant agent, so this agent will meet a source. Hence, all ignorant agents will eventually become sources and thus broadcast can be solved within $O(n)$ steps.

Theorem 5.2. Let $G$ be a cactus graph of size $n$ having $c_{1}$ cycles of length $<5$ and $c_{2}$ cycles of length $\geq 5$, then:

- If $c_{2}=0$, broadcast can be solved if and only if $k \geq c_{1}$ within $O(n)$ steps.
- If $c_{2}>0$, broadcast can be solved if and only if $k \geq c_{1}+c_{2}+1$ within $O(n)$ steps.

Proof. If $c_{2}=0$, then the cactus graph has only $c_{1}$ cycles of length $<5$, and in view of Lemma 5.3 broadcast can be solved if and only if $k \geq c_{1}$.

On the other hand if $c_{2}>0$ and $c_{1}=0$, then in view of Lemma 5.4 broadcast can be solved if and only if $k \geq c_{2}+1$, and thus the second condition holds.

Finally, if $c_{1}>0$ and $c_{2}>0$, similarly as in the proofs of Lemmas 5.3 and 5.4, we can construct a cactus graph from a line of length $c_{1}+c_{2}$ by attaching a cycle of length $<5$ to each of the first $c_{1}$ vertices and attaching a cycle of length $\geq 5$ to each of the remaining $c_{2}$ vertices. Now, if $k \leq c_{1}+c_{2}$, then the adversary places each ignorant agent in a distinct cycle, and places the source agent in the last big cycle $C$ of length $\geq 5$. Since there is at most one ignorant agent and the source in cycle $C$ of length $\geq 5$, they cannot meet (see the proof of Theorem 5.1). Furthermore no other agent (in a cycle different than $C$ ) can leave its cycle due to Lemma 5.1. The source agent may escape from the cycle $C$ and reach another cycle $C^{\prime}$. If the cycle $C^{\prime}$ is big (size $\geq 5$ ), then as before the source agent would not be able to meet the only agent that is in cycle $C^{\prime}$. On the other hand, if the source reaches a small cycle (size $<5$ ) it may meet the ignorant agent in that cycle, so we will have two sources; however at most one of the two can leave this cycle. Thus the agents in the big cycles would never meet any source agent. Thus broadcast can not be solved.

We now show how to solve broadcast using $k \geq c_{1}+c_{2}+1$ ignorant agents. First, as argued before, any agent that is not on a cycle can move to the nearest cycle. Since there are more agents than cycles, there are some cycles that contain multiple agents. In any such cycle, one of the agents can move to a neighboring empty cycle if there is one. Repeating this process, we can distribute the agents such that there is at least one agent in each cycle.

Let $C$ be the cycle that contains the source. In any cycle other than $C$, if there are more than one ignorant agents, all except one of them can move to another cycle that is closer to cycle $C$. Repeating this process, we will reach a configuration where there will be at least 2 ignorant agents and the source in cycle $C$ and exactly one agent in each other cycle. Now it is easy to solve broadcast from this configuration. Using the ring algorithm (Theorem 5.1) all ignorant agents in cycle $C$ would become sources. Since we have at least three source agents now, at least two of them can move to a different cycle. In any other cycle reached by those two source agents, there is one ignorant agent, so we can apply the same algorithm and have 3 source agents in this cycle. Repeating this process all ignorant agents will become sources and broadcast is solved within $O(n)$ steps.

### 5.4 Broadcast in Grids

We now study grid graphs which are slightly more dense than rings or cactuses. Even for 2-dimensional grids, we show that we need $\Omega(n)$ agents to solve broadcast. Let us first consider the simplest grid graph with only two rows (called ladder graph).

Lemma 5.5. If $G$ is $2 \times L$ grid graph, then broadcast is unsolvable for $k<L-1$.

Proof. Suppose that $k<L-1$. The adversary can put all $k$ agents in one row consisting of $L$ vertices and the source agent in the other row. So, there is at least one column where both vertices are empty. The adversary would allow this edge and remove all other edges connecting the two rows. So the agents could only move within their respective rows. After some agents move, there would again be some column containing only empty vertices. So the above argument can be repeated. Thus, no agent can leave its respective row at any step, and hence no agent can meet the source.

The above lower bound is almost tight as we can show an upper bound of $k \geq L$ for broadcast in any $2 \times L$ grid graph.

Theorem 5.3. If $G$ is a $2 \times L$ grid graph, then broadcast is solvable for $k \geq L$.

Proof. We will denote the bottom left vertex in the grid as origin $[0,0]$, and the rest of the vertices will be denoted accordingly as $[i, j]$ where is $i=0$ for the bottom row and $i=1$ for the top row, while $0 \leq j \leq L-1$ is the column number. We will prove the above theorem using the following lemmas:

Lemma 5.6. If $G$ is $2 \times$ L grid graph containing a source agent at origin [0,0], such that the number of vertices occupied by ignorant agents is strictly greater than the number of unoccupied vertices in $G$, then there exists a move of subset of the agents which maintains the ignorant agents in distinct locations and, either (i) one ignorant agent meets the source agent, or (ii) the sum of distances from the ignorant agents to the source agent in $G$, decreases by at least one.

Proof. Consider the spanning subgraph $G_{r}$ that is available at the current round and consider any shortest path $P$ in this subgraph from the source to any ignorant agent. Let
$P=\left(u_{0}, u_{1}, \ldots u_{t}\right)$ where $u_{o}$ contains the source and $u_{t}$ contains some ignorant agent. We say that an edge $\left(u_{i}, u_{i+1}\right)$ is positive if $d_{G}\left(u_{0}, u_{i+1}\right)>d_{G}\left(u_{0}, u_{i}\right)$ and otherwise the edge is called negative. Thus positive edges in $P$ increase the distances from source and negative edges decrease the distance from source (distances are measured in the original grid $G$ ). Notice that the distance between vertices $u_{0}$ and $u_{t}$ in $G$ is strictly less than the length of $P$ if and only if there is a negative edge in $P$. If there is an ignorant agent on vertex $u_{i+1}$ and vertex $u_{i}$ is empty, then moving this agent to $u_{i}$ would satisfy condition (ii) of the lemma, if and only if edge ( $u_{i}, u_{i+1}$ ) is positive. So, let us assume there is no such positive edge with an empty vertex on one end and an agent on the other end. In this case we need to look for a move of a sequence of consecutive agents on a path $P$ from the source. If the path $P$ from the source contains a sequence of $x \geq 2$ consecutive negative edges, these must be preceded by at least $x+1$ positive edges. (This corresponds to a path that makes a U-turn and goes back towards the origin, see Figure 5.1.) If path $P$ started with these edges, then vertices at the end of each positive edge must be empty otherwise we immediately obtain a move satisfying the conditions of the lemma. In other words, if there is no move on $P$ satisfying the lemma, then, there are more empty vertex than vertices occupied by ignorant agents on path $P$.

The only other possibility is that the path $P$ starts with the sequence of 2 positive and one negative edge, followed by a repeated sequence of ( 3 positive, 1 negative) edges. (This corresponds to a zigzag path where the edges going down from top to bottom row are the negative edges; See Figure 5.2. The zigzag path may be followed by a path making a U-turn.) To ensure that there is no valid move of agents on $P$ satisfying the lemma, the adversary must leave the first two vertices empty, it can place ignorant agents on the next two vertices, but must leave the next two vertices empty and so on. Thus, if there is no valid move on $P$ satisfying the lemma, then there must be as many empty vertices as vertices occupied by ignorant agents, in $P$. If this condition holds for all paths in the subgraph $G_{r}$ then the total number of empty vertices is not smaller than the number of vertices occupied by ignorant agents - which is a contradiction to the assumptions of the lemma. Thus the lemma holds.


Figure 5.1: A path from the source making a U-turn, with a sequence of positive edge going away from the source, followed by a sequence of negative edge going toward the source.


FIGURE 5.2: A path from the source that zigzags, with a repeated sequence of $2 / 3$ positive edges followed by a single negative edge going toward the source.

Lemma 5.7. If $G$ is a $2 \times L$ grid graph, with $k \geq L$ ignorant agents in distinct vertices, then one of the agents meets the source.

Proof. If $G$ is $2 \times L$ grid graph, with the source at the origin and at least $k=L$ ignorant agents, then the number of empty vertices is $L-1$, then we can repeatedly apply Lemma 5.6, until at least one agent meets the source. Note that the agents are always on distinct locations, until an agent meets the source.

Let us now consider the case when the source is not at $[0,0]$ but is at a vertex $[0, j]$ (we can assume without loss that row 0 contains the source as there are only two rows). Consider the partition of $G$ into a left grid of size $2 \times j$ and a right grid of size $2 \times(L-j)$. The algorithm would make one of the following moves:

1. If the edge $([0, j-1],[0, j])$ is available, the source moves left to vertex $[0, j-1]$
2. If the edge $([0, j-1],[0, j])$ is not available, and the right grid has more ignorant agents than empty vertices, apply Lemma 5.6 on the right grid until an ignorant agent meets the source
3. Otherwise, if vertex $[1, j-1]$ is occupied by an ignorant agent, this agent moves to vertex $[1, j]$ (pushing other agents to maintain agents in distinct locations). If not, assume that vertex $[1, j-1]$ contains an "imaginary" source agent and apply Lemma 5.6 on the left grid until an ignorant agent reaches vertex $[1, j-1]$.

We first show that it is always possible to execute one of the three moves above. If the edge ( $[0, j-1],[0, j])$ is not available, then the edge $([1, j-1],[1, j])$ must be available. So any agent at $[1, j-1]$ can move to $[1, j]$ (first part of step (3)). Moreover edge ( $[1, j-1],[1, j]$ ) is the only connection between the left and right grids. So, each of these grids has a spanning subtree available, so we can apply the algorithm independently on one of those grids. Thus step (2) is possible. If neither of the first 2 steps are possible, then again edge ( $[1, j-1],[1, j]$ ) is the only connection between the left and right grids, plus there are more empty vertices than occupied vertices in the right grid. However, since $k \geq L$, this implies that the left grid must satisfy the condition that there are more vertices occupied by ignorant agents than empty vertices. The algorithm tries to move agents from the left to the right grid.

If the algorithm applies step (1) repeatedly, then eventually the source agent would be at the origin $[0,0]$ or it meets an ignorant agent on the way and the lemma holds. If the source reach the origin $[0,0]$, using Lemma 5.6 we can ensure that an agent meets the source. Now suppose step (1) cannot be applied in some round $r$. Consider the partition of $G_{r}$ into left and right grids. As long as there are sufficiently many ignorant agents in the right grid, we can apply Lemma 5.6 repeatedly then an agent would meet the source eventually. If we apply step 3 then agents from the left grid move to the right grid (we can do so while maintaining agents on distinct locations). If enough agents move to the right grid then the conditions of Lemma 5.6 would be satisfied in the right grid, so we can apply one of the first two steps. Thus, eventually one of the ignorant agent meets the source and the lemma holds.

Lemma 5.8. In the algorithm described above, the ignorant agents are always in distinct locations in each round.

Proof. Every move of an ignorant agent at a vertex $v$ is one of the following types: (i) The neighboring vertex $w$ contains the source the agent moves to meet the source at
vertex $w$. (ii) The neighboring vertex $w$ is unoccupied and the agent moves to occupy this vertex. (iii) The neighboring vertex $w$ contains an ignorant agent and there is a sequence of agents that move simultaneously, each agent occupying the vertex vacated by the predecessor, and the first agent in the sequence moves to an empty vertex.

Now, we show how to solve broadcast after one of the ignorant agent has reached the source, so now there are two sources at a vertex of $G$. The two sources can move to adjacent columns (say columns $j$ and $j+1$ ) in at most two steps. As before, we can partition the graph $G_{r}$ at this round, into a left grid of size $2 \times j$ and a right grid of size $2 \times(L-j)$. We have two cases.

Case (i): Both left and right grids have a connected spanning subgraph in the current round. We can thus apply Lemma 5.6 recursively to at least one of the grids. Case (ii): One of the partitions (say, the left grid) is disconnected. Since $G_{r}$ is connected this means that there are exactly 2 connected components of the left grid and these two components are connected by a path passing through the right grid. Further at least one component must be a line (i.e. a subset of a row) connected to the right grid. If there are empty vertices on the left grid, then the agents, if any, on this line can move towards the left grid (as before any sequence of consecutive agents move together). On the other hand, if the left grid has no empty vertices, we can apply Lemma 5.6 on the left grid as in case (i).

Thus we can ensure progress in each of the cases.

Lemma 5.9. If $G$ is an $h \times L$ grid graph, with $h \geq 1, L>2$, then starting from a configuration with $L-1$ agents in each row, the adversary can ensure that there are never more than $L-1$ agents in the bottom row. Moreover, if we add an additional agent at the bottom row, again the adversary can ensure that there are never more than $L$ agents in the bottom row.

Proof. If $h=1$ then there is only one row, so the number of agents on the bottom row never changes and the lemma holds trivially. We now prove the lemma by induction on the number of rows. Suppose that the lemma holds for a grid $G$ with $h \geq 1$ rows. We can construct a grid $G^{\prime}$ by adding an additional row at the bottom with $L$ vertices and $L-1$ agents on distinct vertices. Since the bottom row of $G$ has at most $L-1$ agents (by induction hypothesis), there exists an empty vertex $v$ in this row. In the grid $G^{\prime}$ the
adversary makes available the edge from $v$ to the vertex below; all other edges between $G$ and the additional row are unavailable. In the current round, no agent can enter the bottom row of $G^{\prime}$; although an agent from the bottom row may go up and reach grid $G$. In the next round if there are $L-2$ agents in the bottom row, and $L$ agents in the row above then the adversary makes available the edge between a vertex (containing at most one agent) in this row to the vertex below in the bottom row (and disables all other edges between these two rows). So, either an agent moves to the bottom row or the number of agents in the bottom row remains the same. In the first case, we are back in the initial situation and we could use the same arguments as before. In the second case, the number of agents at the bottom row is smaller than what was initially. Thus the lemma holds for grids of $h+1$ rows and thus by induction for all grids satisfying the conditions of the lemma. Furthermore, note that all arguments remain the same if initially there are $x>L-1$ agents in the bottom row, i.e. the number of agents in the bottom row is never more than $x$ if the higher rows contain at most $L-1$ agents initially.

Lemma 5.10. If $G$ is a $W \times L$ grid graph, with $W>2$ then broadcast in unsolvable for $k<(L-1)(W-1)$.

Proof. We can construct a grid of size $W \times L$ by joining two grids: a grid $G^{1}$ of ( $h=$ $W-2) \times L$ with a grid $G^{2}$ of size $2 \times L$ (by adding $L$ edges between the bottom row of $G^{1}$ and the top row of $G^{2}$ ). In grid $G^{1}$, we place $L-1$ ignorant agents on each row, at distinct locations, while in grid $G^{2}$ we place $k_{2}<(L-1)$ agents plus the source agent, as in Lemma 5.5. Thus the total number of agents is $k=(W-2) *(L-1)+k_{2}<(L-1)(W-1)$. We now show that broadcast is not solvable in this graph.

Firstly, if no additional agents enter grid $G^{2}$ and the source never leaves $G^{2}$ then by Lemma 5.5, broadcast is not possible as no agent would meet the source in $G^{2}$. Furthermore, if the source is in the bottom row, it can never leave this row and thus it cannot leave $G^{2}$. In the grid $G^{1}$ there are $L-1$ agents in the bottom row and by the Lemma 5.9 the number of agents on this row does not increase (considering only agents in $G^{1}$ ), so there is at least one empty vertex on this row. The edge between this vertex and the grid $G^{2}$ is made available and all other edges between the two grids are unavailable. In this
case, no agents from $G^{1}$ can enter $G^{2}$. However, some ignorant agents from $G^{2}$ can enter $G^{1}$. If $x$ ignorant agents from $G^{2}$ enter the grid $G^{1}$, then by Lemma 5.9, the number of agents on the bottom row of $G^{1}$ is at most $L-1+x$. In each round, if there is some empty vertex $v$ on this row, the edge between $v$ and $G^{2}$ is the only edge between the two grids that is made available in that round (in this case, no agents can move from $G^{1}$ to $G^{2}$ ). Otherwise any vertex in the bottom row of $G^{1}$ can have at most $x$ agents in this round; so, if one edge is available between the two grids, at most $x$ agents can move from $G^{1}$ to $G^{2}$. Thus, after each round, the number of ignorant agents in $G^{2}$ is less than $L-1$ and thus broadcast is not possible by Lemma 5.5.

We can generalize the above to higher dimensional grids as follows:
Lemma 5.11. If $G$ is a $d+1$-dimensional grid graph of size $W_{1} \times W_{2} \times \ldots W_{d} \times L$ where $W_{i} \geq L \geq 2$ then broadcast in unsolvable for $k<(L-1)\left(W_{1} \cdot W_{2} \ldots W_{d}-1\right)$.

Proof. Consider the subgraph of the grid that is a 2-dimensional grid of size $\left(W_{1} \cdot W_{2} \ldots W_{d}\right) \times$ $L$. In each round the adversary chooses the available graph to be a connected subgraph of this $2 D$ grid, then we can apply Lemma 5.10 to obtain the above lower bound.

### 5.5 Broadcast in Dense graphs

In dense graphs there are many disjoint paths between two vertices and thus there are many possible ways for the adversary to change the network while keeping it connected. In other words, the dynamicity of a (constantly connected) dynamic graph whose footprint is a dense graph, is higher than that of sparser graphs that we studied before. The worst case is when the underlying graph is a complete graph.

### 5.5.1 Broadcast in Complete graphs

Lemma 5.12. If $G$ is a complete graph of size $n$ then broadcast can be solved if and only if $k \geq n-2$ within $O(n)$ steps.

Proof. If $k<n-2$ then at most $n-2$ vertices are occupied (including the source), and therefore there are at least two empty vertices. The adversary will make available the
spanning tree where the source is connected to one empty vertex and all other occupied vertices are connected to the other empty vertex. The two empty vertices are connected with an edge. This is a spanning tree of $G$ and in this tree, the distance from the source to any occupied vertex is more than two. So no agent can meet the source in one step. After one step, during which some agents may move, there will still be at least two empty vertices; thus the same argument can be repeated for any step. Hence broadcast is impossible for $k<n-2$.

If $k \geq n-2$, then by the Observation 1 , it is possible to solve broadcast in any arbitrary topology, and thus in a complete graph.

The impossibility result above can be generalized to arbitrary graphs $G$ having the following property.

Lemma 5.13. Consider a graph $G$ and an integer $k \geq 1$. Suppose that for every possible placement of the source agent and $k$ agents on distinct vertices of $G$, there always exists a spanning tree of $G$ where the distance from each agent to the source is $\geq 3$. Then, broadcast is impossible in $G$ with $k$ ignorant agents.

### 5.5.2 Broadcast in Hypercubes

We now study the problem in hypercube networks as defined below.
Definition 5.2. Ad-dimensional hypercube is a graph $H_{d}=(V, E)$ with $n=2^{d}$ vertices labelled with distinct $d$-bit strings. A vertex $v_{i} \in V, 0 \leq i \leq 2^{d}-1$, is connected to the $d$ vertices whose labels differ in exactly one bit from its own. Hereafter, we freely identify vertices with their labels.

A hypercube $H_{d}$ consists of two $d-1$ dimensional hypercubes labelled as $[0 * * \cdots *]$ and $[1 * * \cdots *$ ], the corresponding vertices of these two hypercubes are connected by edges of dimension $d$.

Theorem 5.4. Given a hypercube $H_{d}$ of dimension $d>2$, at least $k=n / 2-1$ ignorant agents are necessary to solve broadcast in the dynamic graph based on $H_{d}$.

Proof. Assume $k<n / 2-1$. Suppose the source agent is at the vertex [ $00 \ldots 0$ ] of $H_{d}$; the adversary places all the ignorant agents among the vertices of the sub-hypercube $H_{d-1}$
labelled [ $1 * * \cdots *$ ]. Out of the $n / 2$ vertices in $H_{d-1}[1 * * \cdots *]$, there must be at least 2 empty vertices. At most one of these two vertices can be a neighbor of the source vertex $[00 \ldots 0]$ in the other sub-hypercube. So, the other empty vertex $v$ must be a neighbor of an empty vertex $u$ in $H_{d-1}[0 * * \cdots *]$. The adversary chooses the available graph $G_{i}$ as the union of a spanning tree of $H_{d-1}[0 * * \cdots *]$ and a spanning tree of $H_{d-1}[1 * * \cdots *$, plus the edge $(u, v)$. All other edges of dimension $d$ are missing in $G_{i}$. After the agents move in this round, the ignorant agents would still be in sub-hypercube $H_{d-1}[1 * * \cdots *]$ and the source would be in the other sub-hypercube $H_{d-1}[0 * * \cdots *]$. Thus, using the same argument, in each round $r$ the adversary can choose the graph $G_{r}$ as a spanning tree where each ignorant agent is at a distance of at least 3 from the source, so by Lemma 5.13, broadcast is impossible.

The above result does not hold for the trivial case of $d=2$, since $H_{2}$ is simply a ring of four vertices where broadcast can be solved even for $k=1$ (see Theorem 5.1). For a hypercube of dimension $d=3$ (i.e. a cube) we can show a matching lower and upper bound of $k=n / 2$ ignorant agents.

Theorem 5.5. If $G=H_{3}$ is a hypercube of dimension $d=3$ i.e. a cube consisting of $n=2^{3}$ vertices, then $k=n / 2$ ignorant agents are necessary and sufficient to solve broadcast.

Proof. (Lower Bound) We show that if there are only $k=3$ ignorant agents, then it is not possible to solve broadcast starting from arbitrary configurations. In particular, we define a class $Q F$ of forbidden initial configurations, with one source and 3 ignorant agents in a cube, such that starting from any such configuration, the adversary can force the agents to move only to another configuration in $Q F$. Further, in every configuration in $Q F$, there is a spanning tree (defined by the available links) where the distance from source to the nearest agent is at least 3. (See Figure 5.3, showing all the forbidden configurations, up to isomorphism, and the corresponding spanning trees in each case.) The configurations in the set $Q F$ are listed below by showing the positions of the 3 agents, with respect to the source vertex which is always assumed ${ }^{1}$ to be [000]:
$Q_{1}([100],[010],[110])$
$Q_{2}([100],[010],[011])$
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Figure 5.3: Bad configurations for $k=3$ agents (denoted by black discs) and one source (denoted by red square) in a cube. In each case the adversary makes available only the bold edges. The arrows denote all possible transformations between configurations in one step of agent moves.
$Q_{3}([100],[110],[101])$
$Q_{4}([101],[011],[111])$
$Q_{5}([100],[110],[111])$
$Q_{6}$ ([100], [011], [111])
$Q_{7}([100]$, [101], [011])
Note that starting from any other initial configurations with 3 agents permits a solution to broadcast. However, when the 3 ignorant agents start in any configuration isomorphic to configurations in $Q F$, then the configuration in the next round can only be another configuration in $Q F$. All of the available transitions are listed bellow.


Figure 5.4: (a) The cube with a single source (denoted by a square) in the proof of Theorem 5.5. (b) The cube with two sources at distance 2; the remaining agents must occupy the two black vertices.

- $Q_{1} \rightarrow\left\{Q_{2}, Q_{3}, Q_{4}, Q_{5}, Q_{7}\right\}$
- $Q_{2} \rightarrow\left\{Q_{1}, Q_{3}, Q_{4}, Q_{5}, Q_{6}, Q_{7}\right\}$
- $Q_{3} \rightarrow\left\{Q_{1}, Q_{2}, Q_{3}, Q_{4}, Q_{5}, Q_{6}, Q_{7}\right\}$
- $Q_{4} \rightarrow\left\{Q_{1}, Q_{3}, Q_{4}, Q_{5}, Q_{6}, Q_{7}\right\}$
- $Q_{5} \rightarrow\left\{Q_{1}, Q_{2}, Q_{3}, Q_{4}, Q_{5}, Q_{6}, Q_{7}\right\}$
- $Q_{6} \rightarrow\left\{Q_{4}, Q_{6}, Q_{7}\right\}$
- $Q_{7} \rightarrow\left\{Q_{4}, Q_{6}, Q_{7}\right\}$

We will demonstrate the transitions from $Q_{3}$. We get $Q_{1}$ if two agents and the source move to the same face of the cube. We get $Q_{2}$ if the source agent moves to the same face as the two diagonally positioned agents. We get $Q_{3}$ if the source agent and one agent from the bottom face change face and move toward the right as depicted. We get $Q_{4}$ if the two agents on the bottom face move. We get $Q_{5}$ if the source agent moves to the right face. We get $Q_{6}$ if the agent from the top face moves to the bottom face. And finally, we get $Q_{7}$ if the source moves above the agent on the front and the agent on the top face moves to the bottom.

This implies that no ignorant agent can meet the source after any number of rounds, and thus it is not possible to solve the Broadcast problem.

Proof. (Upper Bound) We show that $k=4$ agents can solve broadcast by providing an algorithm. We first show that one of the four agents can meet the source agent. We denote the vertices of the cube as follows: $u^{0}=[000]$ is the vertex containing the source, $u_{1}^{1}, u_{2}^{1}, u_{3}^{1}$ are the three vertices at distance one from source, $u_{i}^{1}$ means a generic vertex at distance 1 from the source, $u_{1}^{2}, u_{2}^{2}, u_{3}^{2}$ are the three vertices at distance 2 from the source, and $u^{3}=[111]$ is the only vertex at distance 3 (see Figure 5.4(a)). We now consider all possible initial configurations with agents placed on distinct vertices; Note that, each such configuration has at least three empty vertices. We denote such a configuration as $[x, y, z, l]$ showing the positions of the 4 ignorant agents at vertices $x, y, z, l$ (with $*$ denoting any vertex other than the source).
$C 1$ Configuration $\left[u_{1}^{1}, u_{2}^{1}, u_{3}^{1}, *\right]$ : At least one of the links ( $u^{0}, u_{1}^{1}$ ), ( $u^{0}, u_{2}^{1}$ ), or ( $u^{0}, u_{3}^{1}$ ) must be active, otherwise vertex $u^{0}$ would be disconnected. Hence at least one agent can meet the source within the next time unit.
$C 2$ Configuration $\left[u_{1}^{2}, u_{2}^{2}, u_{3}^{2}, *\right]$ : At least one of the paths of distance two between the source vertex $u^{0}$ and one of the vertices $u_{1}^{2}, u_{2}^{2}$, or $u_{3}^{2}$ must be available, otherwise vertex $u^{0}$ would be disconnected from vertices $u_{1}^{2}, u_{2}^{2}$ and $u_{3}^{2}$. Hence, within the next step the agent at a distance two from the source, and the source agent move to the middle vertex of the path and meet.
$C 3$ Configuration $\left[u_{1}^{1}, u_{2}^{1}, u^{3}, *\right]$ : If at least one of the links $\left(u^{0}, u_{1}^{1}\right)$ or $\left(u^{0}, u_{2}^{1}\right)$ are active, then at least one agent can meet the source within the next time unit. Otherwise, the link ( $u^{0}, u_{3}^{1}$ ) must be active (to ensure connectedness), so in that case, the source agent moves to vertex $u_{3}^{1}$. The configuration we obtain is isomorphic to the configuration [C2] above, so we are done.
$C 4$ Configuration $\left[u_{1}^{1}, u_{2}^{1}, u_{1}^{2}, u_{2}^{2}\right]$ : Assume that there are no paths of length 1 or 2 from source to any agent (otherwise we are done as explained above). In that case, any possible spanning tree must have the edges $\left(u^{0}, u_{3}^{1}\right)$ and $\left(u_{3}^{1}, u_{3}^{2}\right)$ and further at least one of the edges $\left(u_{2}^{1}, u_{3}^{2}\right)$ or $\left(u_{1}^{2}, u^{3}\right)$ or $\left(u_{2}^{2}, u^{3}\right)$. In the first case, one agent moves to $u_{3}^{2}$ and we obtain the configuration $[C 2]$. In the other two cases, one agent moves to vertex $u^{3}$, and thus we obtain the configuration [C3]. So, we are done in all cases.
$C 5$ Configuration $\left[u_{i}^{1}, u_{1}^{2}, u_{2}^{2}, u^{3}\right]$ : In $G_{0}$, if there are no length- 2 paths from source to any
agent, then any path from $u^{0}$ must go through $u_{3}^{2}$; If vertex $u_{3}^{2}$ has an available edge to some agent, this agent will move to $u_{3}^{2}$ and we would obtain the configuration [C2]. Otherwise $u_{3}^{2}$ has an available edge to some empty vertex $u_{j}^{1} \neq u_{i}^{1}$ which is connected to some vertex occupied by an agent. Thus, this agent moves to $u_{j}^{1}$, and we obtain the configuration [C3].

We have shown one agent can reach the source within a constant number of steps and obtain the message. Now, there are two source agents and three ignorant agents. The two source agents can place themselves at distance two in $G$ (this is always possible in at most 2 steps). Assume without loss of generality, that the two sources are at vertices [000] and [011] as in Figure 5.4(b). There are exactly two vertices ([110] and [101]) that are at distance 2 from both the sources. If the ignorant agents occupy these two vertices, then in any spanning tree chosen by the adversary, at least one of the ignorant agents would be at distance two from a source agent. And in fact, it is easy to see that either the three ignorant agents occupy all three adjacent vertices of one of the two sources (which means that in the next step at least one more agent will meet a source), or three ignorant agents occupy two adjacent vertices of each source. In the last case (due to connectedness) at least two of the ignorant agents will occupy the two vertices ([110] and [101]) in the next step. Finally, if only one of the ignorant agents occupies one of the vertices ([110] and [101]), then in the next step this agent can move from that vertex and therefore we obtain the previous configuration (i.e., where three ignorant agents occupy two adjacent vertices of each source). Thus eventually at least two of the ignorant agents will occupy the two vertices ([110] and [101]) and in the next round, at least one more ignorant agent will meet a source and therefore we will have 3 source agents.

Note that the case of 3 sources and 2 ignorant agents is analogous to the case of 2 sources and 3 ignorant agents, while the case of one ignorant agent and four sources, is analogous to the initial situation with one source and four ignorant agents. So, using the same strategies as above eventually all agents will obtain the message and broadcasting is solved.

For hypercubes of higher dimensions $d \geq 4$, we do not have any general strategy for solving the problem as the adversary has too many possible ways of choosing the available
subgraph. However, the lower bound of $k=n / 2-1$ agents from Theorem 5.4 still holds and we have the upper bound of $k=n-2$ (from Observation 1).

### 5.6 Discussion

In this chapter, we studied the problem of broadcast for mobile agents moving in constantly connected dynamic networks. The main objective is to understand how many agents are necessary and sufficient to allow broadcast to be solved in various topologies. It turns out that for sparse topologies such as rings and cactus graphs, the number of agents needed for solving the broadcast problem can be independent of the network size $n$, while for denser graphs including grids, hypercubes, as well as the complete graph, $\Theta(n)$ agents are needed. This preliminary investigation on broadcast in dynamic graphs opens many new research directions. For both grids and hypercubes, we have large gaps between the lower bounds of $(n-2 \sqrt{n})$ and $(n / 2-1)$ respectively, and the upper bound of $(n-2)$. It seems that solving the problem in grids requires more agents than in hypercubes, since grid networks contain more redundant edges. However, the lower bound on hypercubes shows that the number of agents needed can sometimes be much more than the number of redundant edges in the network. This is in contrast to the cops and robbers problem where the number of cops needed is roughly equal to the number of redundant edges in the underlying graph [5]. In the future, we would like to study the differences between various problems in this model and try to adapt techniques used for broadcast, to solve other problems in dynamic networks. Moreover it would be nice to classify various problems according to the resources needed for solving them under the adversarial model studied in this paper. Another possible direction of research would be to replace the strong assumption of global visibility with some weaker assumptions about the agent's capabilities that still suffices to solve broadcast in this model.

## 6 Discussion

To sum up the results presented here we give a summary of each chapter respectively. In Chapter 3 we studied the problem of gathering under two visibility models, specifically, the global and local visibility models. In the global visibility model we have shown that two agents cannot achieve rendezvous in the presence of a malicious agent. Moreover, we present an algorithm for three or more agents that can achieve gathering. In the local visibility the impossibility result still holds, and we provide two algorithms that use fundamentally different techniques. The algorithms are for four and three or more agents respectively. All results except the algorithm for three or more agents in the local visibility model have been published in [34]. In Chapter 4 we have shown that nine agents are not enough to decontaminate an oriented and labeled ring, while on the case of a synchronous ring without sense of direction eleven agents are not enough to achieve the decontamination of the ring. We present and give proof of correctness of an algorithm with twelve agents that are able to decontaminate the synchronous unoriented ring in $O\left(n^{2}+L\right)$ time units. In the oriented case we can achieve decontamination of the ring with ten agents in $O(n)$ time units. All results from this chapter have been published in [56]. Finally, in Chapter 5 we provide lower and upper bounds on the number of ignorant agents needed in order for a source agent to be able to broadcast some message for different network topologies from those that are sparser to those that are denser. Essentially, in sparse network topologies such as rinds and cactus graphs, the number of agents needed for solving the broadcast problem is independent of the network size $n$, while for denser graphs including grids, hypercubes, as well as the complete graph, $\Theta(n)$ agents are needed. Specifically, for the ring network, if the size is at least 5 then broadcast can be solved with at least 2 ignorant agents in $O(n)$ steps. If the size is less than 5 then broadcast can be solved with at least 1 ignorant agent in at most 2 steps. In the case of the cactus network if there are no cycles of size at least 5 (large cycles), and there are
only cycles of size less than 5 (small cycles), then broadcast is solvable, in $O(n)$ steps, with a number of ignorant agents at least the number of small cycles in the network. If there are also large cycles then in $O(n)$ steps broadcast is solvable with a number of ignorant agents which is at least the sum of the number of small and large cycles plus one. In the case of a $2 \times L$ grid network, we need at least $L$ ignorant agents, in the case of a clique at least $n-2$ agents are needed to solve broadcast in $O(n)$ steps, and in the case of the hyper cube network we need at least $n / 2$ agents if the dimension is 3 . In general for any dimension larger than 2 we have a lower bound on the number of agents of $n / 2-1$.

| Problem | Context | Agents | Complexity |
| :--- | :--- | :---: | :---: |
| Gathering | global vis. | $k<3$ | impossibility |
|  | local vis. | $k \geq 3$ | $O(n)$ |
| Black virus | oriented ring | $k \geq 10$ | $O(n)$ |
|  | unoriented ring | any $k$ anonymous | impossibility |
|  | unoriented ring | $k \geq 12$ | $O\left(n^{2}+L\right)$ |
|  | with advice $O(\log L)$ | $k \geq 6$ | $O(n)$ |
| Broadcasting | ring $n \geq 5$ | $k \geq 2$ | $O(n)$ |
|  | ring $n<5$ | $k \geq 1$ | 2 |
|  | cactus $c 2=0$ | $k \geq c 1$ | $O(n)$ |
|  | cactus $c 2>0$ | $k \geq c 1+c 2+1$ | $O(n)$ |
|  | grid $2 \times L$ | $k \geq L$ | $O(n)$ |
|  | grid $W \times L$ | $k<(L-1)(W-1)$ | impossibility |
|  | clique | $k \geq n-2$ | $O(n)$ |
|  | hypercube $H_{d}$ | $k<n / 2-1$ | impossibility |
|  | hypercube $H_{3}$ | $k \geq 4$ | $O(1)$ |

Table 6.1: Final results.

In conclusion we wanted to study problems in a distributed environment keeping all the advantages of a distributed context. For example, a road network where each driver has the role of a mobile agent is by nature distributed. Moreover, each driver, depending on the context, competes or cooperates with the other drivers in order to reach her destination faster. In such an environment having a central authority that decides who moves to where can be rather costly, the communications will be flooded and cramped, and we might not want that central authority due to the single point of failure, or because distributed decisions look to be more just.

The second point in our research was that if we fix the distributed environment with all the advantages and disadvantages that come with it, how much fault tolerant can such an environment be. How far can we go in terms of hostile entities and still be able to solve problems in such aggressive and hostile environments. In the problems of gathering and black virus decontamination, we followed the strategy of keeping the hostile entity the same and changing the model a little in order to find how many resources are needed that can be used to solve the problem. We found that each particular problem can actually be solved with very little resources at hand. In the broadcast problem we followed a different approach, we kept the model the same in all cases and changed only the network topology. In the ring topology we found that the resources needed to solve the problem is constant and do not depend on the size of the network. In the cactus the resources depend on the number of structural elements, on the general grid it looks like the resources needed are very close to the size of the grid, as well as in the case of a complete graph. In the general case of a hypercube network the resources are very dependent on the size and thus on the dimension, but we wanted to see if and how we could solve the problem and we studied the case of the cube specifically. Finally, we can actually solve most of those problems having only very little resources even if there is a hostile behaviour. The next steps on our research would be to consider more general and arbitrary topologies or make the environment even more hostile, in order to study where is the point from which we cannot solve those problems.
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[^0]:    ${ }^{1}$ In chapters 3 and 5 the origin of the grid, denoted by $(0,0)$, is defined as needed for each case.

[^1]:    ${ }^{1}$ Since the agents start at distinct nodes, one of those distances must be different.

[^2]:    ${ }^{2}$ We remind the reader, that as we have noticed in the beginning of the section, the agents can assign to themselves distinct identities and therefore they can perform distinct moves.

[^3]:    ${ }^{3}$ We remind the reader that, even though the agents are anonymous, since they initially started at distinct nodes, they can assign to themselves different labels when they gather at a node, based on several criteria.

[^4]:    ${ }^{4}$ Even though Dir could also get east as value, we do not use it in our algorithm since the move from one column to the next towards the east is made by only one execution of TowerWalk.

[^5]:    ${ }^{5}$ We remind the reader that according to Procedure FormTower, agent $H$ will try to move West only if it has not yet reached the North border and is located in the East border together with another agent and both of them were blocked in the previous step while trying to go North.

[^6]:    ${ }^{6}$ We analyze only the forward moves of agents at state Explorer1, since if such an agent is blocked while moving backwards, it immediately tries to move forward until it succeeds. Hence it can not be blocked for more than one time unit trying to move backwards.

[^7]:    ${ }^{7}$ Actually when $A$ was previously blocked on the South border it then deviates for a few moves from its usual algorithm (see this deviation of $A$ later in the proof), and it might happen that three agents are blocked at the same time. However, in that case, as we will see, agent $A$ will soon be unblocked.

[^8]:    ${ }^{1}$ Recall that in a contaminated interval, clean nodes might be enclosed between infected ones. However, those clean nodes can be considered infected as well since they will get infected while the agents try to decontaminate the interval.

[^9]:    ${ }^{1}$ After any moves, we rename the vertices.

