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Ilepiinyn

otV yewpyia axpiPeiog. Teyvoroyiec Onwe ta acHpuata dikTva dcONTHPOY Kot 1 UNYAVIKNY
puabnon omotelobv o Kovotopo pEBodo otV GLALOYY JESOUEVEOV TTOL £XOVV MG ATMTEPO
oKOTd TNV aOENGN NG TaPOy®YNS Kot TV peimon tov kéotovg ( dpdevon, Aimavon, K.a.).

Mo and T1g nebddovg mapaKoAoLON oG TG KOAAEPYELNS EIVAL OVTH TOV GUTOYPOPLOV. MEC® TMV
QOTOYPOPLOV UTOPOVLE VO OPYUKA VO ETOTTEVOUE TNV KOAAEPYELD EVD LE TNV XPTON TNG UNYOVIKNG
néonong kot g eneEepyaciag iovag Pmopovue vo eEdyovpe ypfoiun TAnpogopio Tov oyetiletal e
oV pLOUO avamrTuEng, TNV vYela TG KOAMEPYELNG KAODG KAl TIG AVAYKES TOV EKAGTOTE KAAMEPYELNS.
[Mopdra avtd, N ANEN POTOYPAPLDV GE TESIO OypOL EPYETOL OVTILETONN LE Lo TANOdpa TpofAnuUdTmY
OT®G €lvaL T TPOPOS0Gi TG GVGKEVNG, O OTOUAKPVCUEVOG EAEYYOG KOLT) OVOSIOUOPPOOT| TIG GUGKELNG
avAAOYO LE TIG EKACTOTE AVAYKEG TIC EPUPLOYNG KAOMG KAl 1 KATOVAA®OT evepyelog Kot OESOUEVOV
KoBdg N ©g Tdpa enelepyacio TV SedOUEVOV GE TETOES EQAPLOYES EKTELEITOL GE OMOUOKPVGLLEVOVG
OLIKOUIOTEG Server £X0VTaG (¢ OTOTEAEGLLO TNV POPTMGN TOV HIKTHOV.

H mpocpopd g mopovcsog SmAdPaTIK)G epyaciag ival o oyxedloopog Kot 1 dnuovpyio £vOg
evepPYELOKE aTovOpRoL KOOV TapakoAovnong kapmov dévopwv o omoiog Ba £xel v dvvaTdTNTO
OTTOULOKPVGUEVTG EmavapOOUIong eved TopdiinAa Ba exeEepydletal Ta dedopéva Tov GUALEYEL pe TNV
YPNOT UNYAVIKNG LABNONG e OKOTO TNV PEIWMGN TNG KATAVAAMGTG SEGOUEVMV TTOL ATOGTEAALOVTOL TAV®
oo to dikTvo.

T 0L TEAELTALN YPOVLIOL VTLAPYEL LEYOAT TAGT) EVAGYOANONG KO OVATTUENG TEXVOAO YLDV TOV GUVIPALOVV
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Abstract

agriculture. Technologies such as wireless sensor networks and machine learning are an innovative

method of data collection that have the ultimate goal of increasing production and reducing costs
(irrigation, lubrication, etc.).

One method for monitoring the crop is that of photographs. Through photographs we can initially
monitor the crop while with the use of machine learning and image processing we can extract useful
information related to the growth rate, the health of the crop as well as the needs of each crop. How-
ever, collecting field photos faces various problems such as powering the device, remote programming
and reconfiguration of the device according to the needs of the application as well as energy and data
consumption.

The purpose of this thesis is to design and implement of an energy-autonomous tree fruit monitoring
node which will have the possibility of remote reconfiguration while at the same time will process the
data collected using machine learning in order to reduce the consumption of data sent over the network.

In recent years there is a great tendency to design and develop technologies that assist in precision

il
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Chapter

Introduction

1.1 Deep Learning on Wireless Sensor Networks

hanks to the availability of advanced and low-cost electronic components, and to the ubiqui-

tous connectivity afforded by the internet, Internet-of-Things (IoT) applications are growing in

number and the connected devices are expected to exceed 20 billion units by 2023 [1]. Within
such applications, internet-enabled wireless sensor networks WSNs play an important role in many of
today’s most promising fields, such as smart home, smart city, smart industry and pression agriculture.
In our houses, wireless sensor networks can help in optimizing heating and air conditioning control, or
contribute to intrusion alarm systems. In the smart city context, WSNs are used, e.g., to monitor traffic
and pollution, or to improve the management of public lighting and parking. In the industry, smart con-
nected sensing devices contribute to enhance production efficiency, security, logistics and maintenance
planning. In agriculture, the monitoring of environmental data provides an efficient management of agri-
cultural facilities. WSNs potentially provide a huge quantity of data that become especially valuable
when supported by mining techniques and artificial intelligence in the cloud.

Deep Learning is a subset of artificial intelligence (Al) Artificial Intelligence refers to the simulation
of human intelligence in machines that are programmed to think like humans and mimic their actions.
The term may also be applied to any machine that exhibits traits associated with a human mind such
as learning and problem-solving. The rapid growth of this sector has come to the fore a drastic change
in technological fields, where it can be implemented to automate the system for more efficiency and
performance. The applications for artificial intelligence are endless. The technology can be applied to
many different sectors and industries. Al is being tested and used in the healthcare industry for dosing
drugs and different treatment in patients. In automotive industry, where new models of cars are able
for self-driving, thus reducing car accidents. Moreover, in the agriculture sector, Al is able to provide

advice to the farmers based on the health of his crop.
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CHAPTER 1. INTRODUCTION

The combination of the WSN with the Al introduces a new study field know as Adaptive and In-
telligent Wireless Sensor Network [2]. The edge devices of WSN are able to take decisions according
to the data that are gathering from the sensors in order to be more robust, reducing the power and data
consumption if there is any issue from external factors. This critical thought is too important especially
when the WSN collect images that are going to be processed on cloud. Thus, the edge devices of WSN

are not just silly platforms that only collect and transmit data, they acquire intelligence.

1.2 Propose of this Thesis

The specific propose of this thesis is to develop an energy-autonomous edge device of WSN that are able
to take decisions depending on the data that are collected. The outcomes of this node will be utilized in
precision agriculture. Specifically, the main responsibility of this edge device is to monitoring a fruit of
a tree using a camera sensor, it will be sampling photos during the day, then it will be processing them
utilizes deep learning techniques to extract the region of interest and finally, it will send only the useful
information to the cloud for safely stored and for any further processing. However, there are several

challenges that taken into account in order to design this node.

* Power consumption: This node is going to be deployed at a rural field. Thus, it is extremely
difficult to connect to any power source. Therefore, a power management system with solar panel
and rechargeable batteries has been developed. Hence, the node is independent of any power

infrastructure and makes it portable.

+ Management at a distance: Edge devices of WSN will be deployed at a rural field. It is difficult
to reconfigure the device operation when the network escalates due to the distance of each node.
Every time you have to change the sampling time you have to get there and upload a new con-
figuration code. Hence, a remote reconfiguration protocol has been developed in order to chance
from the distance the operation of the device.

* Reduction of bandwidth: In contrast with the WSNs nodes that gather data from sensors such as
temperature and humidity, when you sampling images the reduction of bandwidth is vital. In our
case the node collects photos in high resolution and no compression is allowed as the photo is to
be processed. Thus, the node must decide when the photo contains the specific object and when
not. To address this challenge, an object detection algorithm utilized for two reasons, 1) when
the image contains the desired object, this is cropped and only the useful data sent. 2) when the
image does not contain the desired object, a warning message sent instead of the image. In both

cases achieved a reduction of bandwidth.

1.3 Thesis Organization
This research thesis is organized as follows. In the chapter Background we present the background

2

Institutional Repository - Library & Information Centre - University of Thessaly
20/04/2024 10:48:57 EEST - 3.146.34.55



1.3. THESIS ORGANIZATION

information on the topics of Wireless Sensor Networks and Artificial Neural Networks. We present
their architecture and various use case applications that deployed using them. Moreover, in chapter
Implementation we described the edge device that we designed. Specifically, we present the hard-
ware we used to implement this node, the communication protocols of the edge device, as well as a
Remote Configuration Protocol that we implemented to manage the edge device remotely.In addition,
we present the object detection algorithm that we used and the operation of the whole device. Finally,
in chapterExperiments Results we evaluated the node in terms of power consumption and bandwidth,
implementing experiments in field conditions.
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Chapter

Background

2.1 Wireless sensor network

2.1.1 WSN Architecture and Protocol Stack

WSN:ss, as shown in Figure 2.1, are composed of a number of sensor nodes, which are densely deployed
either inside a physical phenomenon or very close to it. The sensor nodes are transceivers usually scat-
tered in a sensor field where each of them has the capability to collect data and route data back to the
sink/gateway and the end-users by a multi-hop infrastructureless architecture through the sink. They use
their processing capabilities to locally carry out simple computations and transmit only the required and
partially processed data. The sink may communicate with the task manager/end-user via the Internet or
satellite or any type of wireless network (like WiFi, mesh networks, cellular systems, WiMAX, etc.),
making Internet of Things possible. However, in many cases the sink can be directly connected to the

end-users. Note that there may be multiple sinks/gateways and multiple end-users in the architecture.

Figure 2.1: Wireless Sensor Network

As illustrated in Figure 2.2, each sensor node is consisting of five main components; a microcon-
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CHAPTER 2. BACKGROUND

troller unit, a transceiver unit, a memory unit, a power unit and a sensor unit. Each one of these com-
ponents is determinant in designing a WSN for deployment. The microcontroller unit is in charge of
the different tasks, data processing and the control of the other components in the node. It is the main
controller of the wireless sensor node, through which every other component is managed. The controller
unit may consist of an on-board memory or may be associated with a small storage unit integrated into
the embedded board. It manages the procedures that enable the sensor node to perform sensing opera-
tions, run associated algorithms, and collaborate with the other nodes through wireless communication.
Through the transceiver unit a sensor node performs its communication with other nodes and other
parts of the WSN. It is the most power consumption unit. The memory unit is for temporal storage of
the sensed data and can be RAM, ROM and their other memory types (SDRAM, SRAM, EPROM, etc.),

flash or even external storage devices such as USB.

Figure 2.2: Edge device components

The power unit, which is one of the critical components, is for node energy supply. Power can be
stored in batteries (most common) rechargeable or not or in capacitors. For extra power supply and
recharge, there can be used natural sources such as solar power in forms of photovoltaic panels and
cells, wind power with turbines, kinetic energy from water, etc. Last but not least is the sensor unit,
which is the main component of a wireless sensor node that distinguishes it from any other embedded
system with communication capabilities. It may generally include several sensor units, which provide
information gathering capabilities from the physical world. Each sensor unit is responsible for gathering
information of a certain type, such as temperature, humidity, or light, and is usually composed of two
subunits: a sensor and an analog-to-digital converter (ADC). The analog signals produced by the sensor
based on the observed phenomenon are converted to digital signals by the ADC, and then fed into the
processing unit.

In WSNSs, the sensor nodes have the dual functionality of being both data originators and data routers.

Hence, communication is performed for two reasons:

* Source function: Each sensor node’s primary role is to gather data from the environment through
the various sensors. The data generated from sensing the environment need to be processed and

transmitted to nearby sensor nodes for multi-hop delivery to the sink.

6
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2.1. WIRELESS SENSOR NETWORK

* Router function: In addition to originating data, each sensor node is responsible for relaying the
information transmitted by its neighbors. The low-power communication techniques in WSNs
limit the communication range of a node. In a large network, multi-hop communication is re-
quired so that nodes relay the information sent by their neighbors to the data collector, i.e., the
sink. Accordingly, the sensor node is responsible for receiving the data sent by its neighbors and

forwarding these data to one of its neighbors according to the routing decisions.

Except for their transmit/receive operation state, transceivers can be put into an idle state (ready to
receive, but not doing so) where some functions in hardware can be switched off, reducing energy con-
sumption. The breakdown of the transceiver power consumption in Figure 2.3 shows that a transceiver
expends a similar amount of energy for transmitting and receiving, as well as when it is idle. Moreover,
a significant amount of energy can be saved by turning off the transceiver to a sleep state whenever the
sensor node does not need to transmit or receive any data. In this state, significant parts of the transceiver
are switched off and the nodes are not able to immediately receive something. Thus, recovery time and

startup energy to leave sleep state can be significant design parameters.

Figure 2.3: Energy Consumption of WSN Edge Device

When the transmission ranges of the radios of all sensor nodes are large enough and the sensors
can transmit their data directly to the centralized base station, they can form a star topology as shown
in Figure 2.4. In this topology, each sensor node communicates directly with the base station using a
single hop.

However, sensor networks often cover large geographic areas and radio transmission power should
be kept at a minimum in order to conserve energy; consequently, multi-hop communication is the more
common case for sensor networks (shown in Figure 2.5). In this mesh topology, sensor nodes must not
only capture and disseminate their own data, but also serve as relays for other sensor nodes, that is, they
must collaborate to propagate sensor data towards the base station. This routing problem, that is, the
task of finding a multi-hop path from a sensor node to the base station, is one of the most important
challenges and has received large attention from the research community. When a node serves as a relay

for multiple routes, it often has the opportunity to analyze and pre-process sensor data in the network,

7
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CHAPTER 2. BACKGROUND

which can lead to the elimination of redundant information or aggregation of data that may be smaller

than the original data.

Figure 2.4: Centralized base station topol- Figure 2.5: Multi-hop communication
ogy. topology.

The reduced ISO-OSI protocol stack used by the sink and all sensor nodes is given in Figure2.6.
This protocol stack combines power and routing awareness, integrates data with networking protocols,
communicates power efficiently through the wireless medium, and promotes cooperative efforts of sen-
sor nodes. The protocol stack consists of the physical layer, medium access control layer, routing layer
and application layer. The physical layer addresses the needs of simple but robust modulation, trans-
mission, and receiving techniques. Since the environment is noisy and sensor nodes can be mobile, the
medium access control layer is responsible for ensuring reliable communication through error control
techniques and manage channel access to minimize collision with neighbors’ broadcasts. The routing
layer takes care of routing the data and depending on the sensing tasks, different types of application

software can be built and used on the application layer.

Figure 2.6: ISO-OSI protocol stack

2.1.2 Challenges and Constraints

While WSNs share many similarities with other distributed systems, they are subject to a variety of
unique challenges and constraints. These constraints impact the design of a WSN, leading to protocols

and algorithms that differ from their counterparts in other distributed systems.

Energy
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2.1. WIRELESS SENSOR NETWORK

The intrinsic properties of individual sensor nodes pose additional challenges to the communication
protocols primarily in terms of energy consumption. As will be explained in the following chapters,
WSN applications and communication protocols are mainly tailored to provide high energy efficiency.
Sensor nodes carry limited power sources. Typically, they are powered through batteries, which must
be either replaced or recharged (e.g., using solar power) when depleted. For some nodes, neither option
is appropriate, that is, they will simply be discarded once their energy source is depleted. Whether
the battery can be recharged or not significantly affects the strategy applied to energy consumption.
Therefore, while traditional networks are designed to improve performance metrics such as throughput

and delay, WSN protocols focus primarily on power conservation.
Node Deployment

The deployment of WSNs is another factor that is considered in developing WSN protocols. The
position of the sensor nodes need not be engineered or predetermined. This allows random deployment
in inaccessible terrains or disaster relief operations. On the other hand, this random deployment requires
the development of self-organizing protocols for the communication protocol stack. In particular, sensor
nodes must be selfmanaging in that they configure themselves, operate and collaborate with other nodes,
and adapt to failures, changes in the environment, and changes in the environmental stimuli without
human intervention. Moreover, many sensor networks, once deployed, must operate unattended, that is,
adaptation, maintenance, and repair must be performed in an autonomous fashion. In energy-constrained
sensor networks, all these self-management features must be designed and implemented such that they

do not incur excessive energy overheads.
Wireless Medium

The reliance on wireless networks and communications poses a number of challenges to a sensor
network designer. Large and small-scale fading limit the range of radio signals, that is, a radio frequency
(RF) signal attenuates while it propagates through a wireless medium. The received power is propor-
tional to the inverse of the square of the distance from the source of the signal. As a consequence, an
increasing distance between a sensor node and a base station rapidly increases the required transmission
power. Therefore, it is more energy-efficient to split a large distance into several shorter distances, lead-
ing to the challenge of supporting multi-hop communications and routing. Multi-hop communication
requires that nodes in a network cooperate with each other to identify efficient routes and to serve as

relays.
Hardware Constraints

While the capabilities of traditional computing systems continue to increase rapidly, the primary
goal of wireless sensor design is to create smaller, cheaper, and more efficient devices. The five node
components described before should also fit into a matchbox-sized embedded system. A sensor’s hard-
ware constraints also affect the design of many protocols and algorithms executed in a WSN. For exam-
ple, routing tables that contain entries for each potential destination in a network may be too large to fit
into a sensor’s memory. Instead, only a small amount of data (such as a list of neighbors) can be stored in

a sensor node’s memory. Further, while in-network processing can be employed to eliminate redundant

9
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CHAPTER 2. BACKGROUND

information, some sensor fusion and aggregation algorithms may require more computational power
and storage capacities than can be provided by low-cost sensor nodes. Therefore, many software archi-
tectures and solutions (operating system, middleware, network protocols) must be designed to operate

efficiently on very resourceconstrained hardware.

2.1.3 'WSN Applications

The emergence of the WSN paradigm has triggered extensive research on many aspects of it. The ap-
plicability of sensor networks has long been discussed with emphasis on potential applications that can
be realized using WSNSs. In this section, an overview of certain applications developed for WSNss is
provided.

Military or Border Surveillance Applications

WSNs are becoming an integral part of military command, control, communication and intelligence
systems. The need of rapid deployment and selforganization characteristics of sensor networks make
them a very promising sensing technique for military applications. Since sensor networks are based on
the dense deployment of disposable and low-cost sensor nodes, which makes the sensor network concept
a better approach for battlefields. Sensors can be deployed in a battle field to monitor the presence of
forces and vehicles, and track their movements, enabling close surveillance of opposing forces.

Environmental Applications

The autonomous coordination capabilities of WSNs are utilized in the realization of a wide variety
of environmental applications. Some environmental applications of WSNs include tracking the move-
ments of birds, small animals, and insects; monitoring environmental conditions that affect crops and
livestock; temperature, humidity and lighting in office buildings; irrigation; large-scale earth monitoring
and planetary exploration. These monitoring modules could even be combined with actuator modules
which can control, for example, the amount of fertilizer in the soil, or the amount of cooling or heating
in a building, based on distributed sensor measurements.

Agriculture

Using wireless sensor networks within the agricultural industry is increasingly common; using a
wireless network frees the farmer from the maintenance of wiring in a difficult environment. Gravity
feed water systems can be monitored using pressure transmitters to monitor water tank levels, pumps
can be controlled using wireless I/O devices and water use can be measured and wirelessly transmitted
back to a central control center for billing. Irrigation automation enables more efficient water use and

reduces waste.

2.2 Neural Networks

An Artificial Neural Network (ANN) is a computational model that is inspired by the way biological

neural networks in the human brain process information. Artificial Neural Networks have generated a

10
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2.2. NEURAL NETWORKS

lot of excitement in Machine Learning research and industry, thanks to many breakthrough results in
speech recognition, computer vision and text processing.

A Single Neuron

The basic unit of computation in a neural network is the neuron, often called a node or unit. It
receives input from some other nodes, or from an external source and computes an output. Each input
has an associated weight, which is assigned on the basis of its relative importance to other inputs. The
node applies a function f to the weighted sum of its inputs.

Feedforward Neural Network

The feedforward neural network was the first and simplest type of artificial neural network. It con-
tains multiple neurons (nodes) arranged in layers. Nodes from adjacent layers have connections of edges
between them. All these connections have weights associated with them.

Figure 2.7: Basic Unit of a Artificial Neural Network — Artificial Neuron

A feedforward neural network can consist of thee types of nodes:

* Input Nodes: The inputs nodes provide information from outside world to the network and are
together referred to as the “Input Layer”. No computation is performed in any of the Input Nodes

and they pass on information to the hidden nodes.

* Hidden Nodes: The Hidden Nodes have no direct connection with the outside world. They per-
form computations and transfer information from the input nodes to the output nodes. A collection
of hidden nodes forms a “Hidden Layer”. While a feedforward network will only have a single

input layer and a single output layer, it can have a zero or multiple Hidden Layers.

* Output Nodes: The Output nodes are collectively referred to as the “Output Layer” and are

responsible for computations and transferring information from the network to the outside world.

In this network, the information moves in only one direction, forward, from the input nodes, through
the hidden nodes and to the output nodes. There no cycles or loops in the network. Two examples of
feedforward networks are existed a) Single Layer Perceptron(2.8): This is simplest feedforward neural
network and does not contain any hidden layer. b) Multi Layer Perceptron : A Multi Layer Perceptron

has one or more hidden layers.
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Figure 2.8: Feedforward Neural Network

Training a MLP: The Back - Propagation Algorithm

The process by which a Multi Layer Perceptron learns is called the Back Propagation algorithm.
Backward Propagation of Errors, often abbreviated as BackProp is one of the several ways in which
an artificial neural network can be trained. It is a supervised training sheme, which means, it learns
from labeled training data. There is a supervisor to guide its learning. BackProp is like “learning from
mistakes”. The supervisor corrects the ANN whenever it makes mistakes. An ANN consists of nodes
in different layers, input layer, intermediate hidden layers and the output layer. The connections be-
tween nodes of adjacent layers have “weights” associated with them. The goal of learning is to assign
correct weights for these edges. Given an input vector these weights determine what the output vector
is. In supervised learning, the training set is labeled. This means, for some given inputs we know the
desired/expected output (label).

2.2.1 Deep Learning

Deep learning is a machine learning technique that teaches computers to do what comes naturally to
humans, learn by example. Deep learning is a key technology behind driverless cars, enabling them to
recognize a stop sign, or to distinguish a pedestrian from a lamppost. It is the key to voice control in
consumer devices like phones, tablets, TVs, and hands-free speakers. Deep learning is getting lots of
attention lately and for good reason. It’s achieving results that were not possible before. In deep learning,
a computer model learns to perform classification tasks directly from images, text, or sound. Deep
learning models can achieve state of the art accuracy, sometimes exceeding human-level performance.
Models are trained by using a large set of labeled data and neural network architectures that contain

many layers.

What’s the Difference Between Machine Learning and Deep Learning?
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Deep learning is a specialized form of machine learning. A machine learning workflow starts with
relevant features being manually extracted from images. The features are then used to create a model that
categorizes the objects in the image. With a deep learning workflow, relevant features are automatically
extracted from images. In addition, deep learning performs end-to-end learning, where a network is
given raw data and a task to perform, such as classification, and it learns how to do this automatically.
Another key difference is deep learning algorithms scale with data, whereas shallow learning converges.
Shallow learning refers to machine learning methods that plateau at a certain level of performance when
you add more examples and training data to the network. A key advantage of deep learning networks is

that they often continue to improve as the size of your data increases.

2.2.2 Convolutional Neural Networks

Convolution Neural Networks (ConvNets or CNNs) are a category of Neural Networks that have proven
very effective in areas such as image recognition and classification. ConvNets have been successful in
identifying faces, objects and traffic signs apart from powering vision in robots and self driving cars.
ConvNets are an important tool for most machine learning practitioners today. CNNs is used at vision,
audio, and even natural language processing applications which researchers and engineers have built
amazing applications using CNNss.

The LeNet Architecture

Lenet was one of the very first convolutional neural networks which help on Deep Learning. This
pioneering work by Yann LeCun was named LeNet5 after many previous successful recognition tasks
such as reading zip codes, digits, etc. There have been several new architectures proposed in the recent
years which are improvements over the LeNet, but they all use the main concepts from the LeNet.

There are four main operations in the ConvNet. These operations are the basic building blocks of

every Convolutional Neural Network.
» Convolution
* Non Linearity (ReLU)

* Pooling or Sub Sampling

Classification (Fully Connected Layer)

Convolution:

ConvNets derive their name from the “convolution” operator. The primary purpose of Convolution
in case of a ConvNet is to extract features from the input image. Convolution preserves the spatial
relationship between pixels by learning image features using small squares of input data. To produce a
convolved feature, we slide the 3x3 Matrix over the image array (5x5 matrix) and for every position,
compute element wise multiplication (between the two matrices) and add the multiplication outputs to
get the final integer which forms a single element of the output matrix. The 3x3 martix is called a filter

or kernel or feature detector and the matrix formed by sliding the filter over the image and computing
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the dot product is called Convolved Feature or Action Map or Feature Map. That filters acts as feature
detectors from original input image.

A CNN learns the values of these filters on its own during the training process, although we still
need to specify parameters such number of filters, filter size, architecture of the network etc before
the training process. The more number of filter we have, the more image features get extracted and
the better our network becomes at recognizing patterns in unseen images. The size of the Feature Map

(Convolved Feature) is controlled by three parameters:

* Depth: Depth corresponds to the number of filters we use for the convolution operation.

* Stride: Stride is the number of pixels by which we slide our filter matrix over input matrix. When
the stride is 1 then we move the filters one pixel at a time. When the stride is 2, then the filters
jump 2 pixels at a time as we slide them around. Having a larger stride will produce smaller

feature maps.

» Zero-padding: It is convenient to pad the input matrix with zeros around the border, so that we
can apply the filter to bordering elements of our input image matrix. A feature of zero padding
is that it allows us to control the size of the feature maps. Adding zero-padding is called wide

convolution, and not using it wound be a narrow convolution.

Non Linearity (ReLU)

An addition operation called ReLU has been used after every convolution operation. ReLU stands
for Rectified Linear Unit and is non-linear operation. ReLU is an element operation where applied per
pixel and replaces all negative pixel values in the feature map by zero. Other non linear functions such
as tanh or sigmoid can also be used instead of ReLU, but ReLU has been found to perform better in
most situations.

Pooling Layer

The Pooling layer can be seen between Convolution layers in a CNN architecture. This layer ba-
sically reduces the number of parameters and computation in the network, controlling overfitting by
progressively reducing the spatial size of the network. Spatial Pooling, also called subsampling or down-
sampling, reduces the dimensionality of each feature map but retains the most important information.
Spatial Pooling can be of different types, Max, Average, Sum etc. In the network, pooling operation is
applied separately to each feature map. The function of Pooling is to progressively reduce the spatial
size of the input representation.

Fully Connected Layer The Fully Connected layer is a traditional Multi Layer Perceptron that uses
a softmax activation function in the output layer, other classifiers like SVM can also be used. The term
“Fully Connected” implies that every neuron in the previous layer is connected to every neuron on the
next layer. The output from the convolutional and pooling layers represent high-level features of the
input image. The purpose of the Fully Connected layer is to use these features for classifying the input

image into various classes based on the training dataset.
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Chapter

Implementation

his section presents the design of the energy autonomous WSN edge device that can make a
decision based on its collection data. This development takes into account the key concerns
of WSN edge devices such as energy consumption, limited bandwidth recourses and remote
configuration of device. To achieve this, we combined various embedded hardware and developed a
firmware to act on them as a single unit. More specifically, in this section are described the hardware that
is used, the communication protocol, the remote configuration protocol, the object detection algorithm

and the edge device operation

3.1 Hardware

3.1.1 Raspberry Pi

One of the main tasks of this device is to make decisions using a deep learning algorithm as we want to
extract from an image if the object of desire existed. Unfortunately, these kinds of algorithms cannot be
executed on traditional WSN platforms (Arduino, Waspmote, ESP, Teensy) as they are microcontroller-
based platforms. To address this, we used a single board computer namely Raspberry Pi 3 B+(Figure
3.1). The Raspberry Pi is a low cost, credit-card sized computer made by the Raspberry Pi Foundation.
Early on, the Raspberry Pi project leaned towards the promotion of teaching basic computer science in
schools and in developing countries. Later, the original model became far more popular than anticipated,
selling outside its target market for uses such as robotics. It is now widely used in many areas, such as

for weather monitoring, because of its low cost and high portability.
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Figure 3.1: Raspberry Pi3 B+

Specifications
SoC Broadcom BCM2837B0
CpPU 4x Cortex-A53 1.4 GHz
GPU Broadcom VideoCore IV @ 250 MHz
Memory (SDRAM) 1 GiB
USB 2.0 ports 4
On-board storage MicroSDHC slot, USB Boot Mode
WiFi IEEE 802.11 wireless b/g/n/ac dual band 2.4/5 GHz
Low-level peripherals 17% GPIO plus the same specific functions, and HAT ID bus
Power ratings 459 mA average when idle, 1.13A maximum under stress

Table 3.1: Raspberry Pi 3 B+ Specifications

In our case, the Raspberry Pi is a convenient platform due to its small size that makes it portable, its
processing power that allows the execution of deep learning algorithms and its peripheral ports (GPIO,
USB) that make it combined with other devices, integrated platforms or sensors. Since the Raspberry Pi
does not have a built-in RTC and micro-controller, it is impossible to operate as a WSN platform with

duty cycles. For these reasons it was necessary to combine it with an external micro-controller platform.

3.1.2 Waveshare Power Management Hat

Power Management HAT (Figure 3.2) is a smart power bank designed for Raspberry Pi. With the embed-
ded Arduino MCU and RTC, the HAT features auto power management function which allows the Pi to
work more power-efficient and more safely. By auto starting up on specified period, and auto shutdown
at other time, the HAT can greatly save the battery life. It monitors the operating voltage/current status
of the Raspberry Pi in real time, and can be configured to shut the Pi down according to the operating

status.
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Figure 3.2: Waveshare Power Management Hat

Specifications
Controller ATmega328P-AU
Communication interface UART + GPIO
Baudrate 115200bps by default (programmable)
Power supply interface USB port or PH2.0 connector
USB power input voltages 5V
PH2.0 power input voltage | DC 7 28V (regulated power supply or lithium battery)
Embedded circuits power supply anti-reverse, counter current proof
voltage monitoring, current monitoring
Mounting hole size 3.0mm

Table 3.2: Waveshare Power Management Hat Specifications

In practice, this platform is powered by two rechargeable batteries and controls the power of the
Raspberry Pi. It can be programmed to turn the Raspberry Pi on / off using a combination of tiny
transistors. Thus, we achieve the duty cycles of the node. The Waveshare Power Management Hat and
the Raspberry Pi have to operate as a single unit so a communication protocol has developed that is
descripted in following sections.

3.1.3 Charging System

As we want to build an energy-autonomous edge device a charging system need. In our case, we use a
solar charging system that consists of two solar panel 1W, two Solar Lithium Battery Charger and two
Lithium Batteries.

3.1.3.1 Solar Panel

A solar panel (Figure 3.3(a)) is actually a collection of solar (or photovoltaic) cells, which can be used
to generate electricity through photovoltaic effect. These cells are arranged in a grid-like pattern on the

surface of solar panels. Thus, it may also be described as a set of photovoltaic modules, mounted on
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a structure supporting it. A photovoltaic (PV) module is a packaged and connected assembly of 6x10
solar cells.

Specifications
Chemical type Monocrystalline silicon solar cells
Structure type Homojunction solar cells
Use the state Flat-panel solar cells
Output power W
Current @ Pmpp 166mA
Voltage @ Pmpp 6V
Operating current 0-200mA
Current - Short Circuit (Isc) 180mA
Operating Temperature 0...70°C

Table 3.3: Solar Panel Specifications

3.1.3.2 Solar Lithium Battery Charger

In our case we used the Solar Lithium Battery Charger — CN3065 (Figure 3.3(b)), is a super mini Solar
Lipo charger based on the CN3065 - a single lithium battery charge management chip. This Solar charger
provide you with the ability to get the most possible power out of your solar panel or other photovoltaic
device and into a rechargeable LiPo battery. The output of the Solar Charger is intended to charge a single
polymer lithium ion cell. The load should be connected in parallel with the battery. By default, the Solar
charge comes set to a maximum charge current of 500mA with a maximum recommended input of 6V

(minimum 4.4V). It’s recommended that batteries not be charged at greater than their capacity rating.

Specifications
Solar panel input 4.4 -6V
Max charge current 500mA
Interface 2-pin JST connectors (or PH2.0)
Short circuit protection Yes
Continuous Charge Current Up to 500mA
Battery status indication Red: Charging
Green: Charged
Support USB Charge Micro-USB Connector
Dimensions 20x40mm

Table 3.4: Solar Lithium Battery Charger Specifications

3.1.3.3 Lithium Batteries

A lithium-ion battery or Li-ion battery (Figure 3.3(¢c)) is a type of rechargeable battery. Lithium-ion

batteries are commonly used for portable electronics and electric vehicles and are growing in popularity
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for military and aerospace applications.

Specifications
Nominal Voltage 3.6V
Nominal Capacity 3350 mAh
Minimum Discharge Voltage 3V
Maximum Discharge current 1C
Charging Voltage 4.2V (maximum)
Charging current 0.5C
Charging Method CC and CV
Cell Weight 48g (approx)
Cell Dimension 18.4mm (dia) and 65mm (height)
Table 3.5: Lithium Batteries Specifications
(a) Solar Panel (b) Solar Lithium Battery Charger

(c) Lithium Battery

Figure 3.3: The components of the charging System

3.1.4 Sensor and Wireless communication

The purpose of this node is to collect and send images of tree fruits for further processing to a remote
server. Through this processing information on the health status of the fruit could be extracted. Thus,
the images that are going to be sent over the network should be in the best resolution. In our node we
used the Raspberry Pi Camera v2 Module (Figure 3.4).

The Camera v2 is the new official camera board released by the Raspberry Pi foundation. The
Raspberry Pi Camera Module v2 is a high quality 8-megapixel Sony IMX219 image sensor custom

19

Institutional Repository - Library & Information Centre - University of Thessaly
20/04/2024 10:48:57 EEST - 3.146.34.55



CHAPTER 3. IMPLEMENTATION

designed add-on board for Raspberry Pi, featuring a fixed focus lens. It’s capable of 3280 x 2464 pixel
static images, and also supports 1080p30, 720p60 and 640x480p60/90 video. It attaches to Pi by way
of one of the small sockets on the board upper surface and uses the dedicated CSi interface, designed
especially for interfacing to cameras.

+ 8-megapixel native resolution sensor-capable of 3280 x 2464 pixel static images.

* Supports 1080p30, 720p60 and 640x480p90 video.

» Camera is supported in the latest version of Raspbian, Raspberry Pi’s preferred operating system.

The board itself is tiny, at around 25mm x 23mm x 9mm. It also weighs just over 3g, making it
perfect for mobile or other applications where size and weight are important. It connects to Raspberry
Pi by way of a short ribbon cable. The high-quality Sony IMX219 image sensor itself has a native
resolution of 8 megapixel, and has a fixed focus lens on-board. In terms of still images, the camera is
capable of 3280 x 2464 pixel static images, and also supports 1080p30, 720p60 and 640x480p90 video.

Figure 3.4: Raspberry Pi Camera v2 Module

The communication with the cloud performed using the Huawei E3372 USB dongle (Figure 3.5).
This device is a portable and your connection moves with you, this is ideal for students and commuters
who need a reliable but cost-effective option for Internet access. The device has a secure download

speed of 150 Mbps and upload speed of 50 Mbps, allowing you to stream or download videos and films
in no time.
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Figure 3.5: Huawei E3372 USB dongle

3.2 Communication Protocols

In this thesis we worked on two communication protocols for the exchange of information over the
network as well as between devices. More specifically, we use the MQTT protocol for the commu-
nication of edge device with the Server. Through the MQTT the edge device publishes the data that
gather during its operation and server is able to publish a new configuration for a specific edge device
(descripted at 3.3). The second communication protocol is the UART for the communication between
the Raspberry Pi and the microcontroller unit of the Waveshare Power Management Hat. Through, the
UART the Raspberry Pi and the Waveshare Power Management Hat operates as a single unit.

3.2.1 MQTT Protocol

The MQTT (Message Queuing Telemetry Transport) is an open OASIS and ISO standard (ISO/IEC
20922) lightweight, publish-subscribe network protocol that transports messages between devices. The
protocol usually runs over TCP/IP; however, any network protocol that provides ordered, lossless, bi-
directional connections can support MQTT. It is designed for connections with remote locations where
a ”small code footprint” is required or the network bandwidth is limited.

The MQTT protocol defines two types of network entities: a message broker and a number of clients.
An MQTT broker is a server that receives all messages from the clients and then routes the messages
to the appropriate destination clients. An MQTT client is any device (from a micro controller up to a
full-fledged server) that runs an MQTT library and connects to an MQTT broker over a network.

Information is organized in a hierarchy of topics. When a publisher has a new item of data to dis-
tribute, it sends a control message with the data to the connected broker. The broker then distributes the
information to any clients that have subscribed to that topic. The publisher does not need to have any
data on the number or locations of subscribers, and subscribers, in turn, do not have to be configured
with any data about the publishers.

If a broker receives a message on a topic for which there are no current subscribers, the broker
discards the message unless the publisher of the message designated the message as a retained message.

A retained message is a normal MQTT message with the retained flag set to true. The broker stores the
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Figure 3.6: MQTT communication

last retained message and the corresponding QoS for the selected topic. Each client that subscribes to a
topic pattern that matches the topic of the retained message receives the retained message immediately
after they subscribe. The broker stores only one retained message per topic. This allows new subscribers
to a topic to receive the most current value rather than waiting for the next update from a publisher. When
a publishing client first connects to the broker, it can set up a default message to be sent to subscribers
if the broker detects that the publishing client has unexpectedly disconnected from the broker. Clients
only interact with a broker, but a system may contain several broker servers that exchange data based

on their current subscribers’ topics.

A minimal MQTT control message can be as little as two bytes of data. A control message can carry
nearly 256 megabytes of data if needed. There are fourteen defined message types used to connect and
disconnect a client from a broker, to publish data, to acknowledge receipt of data, and to supervise
the connection between client and server. MQTT relies on the TCP protocol for data transmission. A
variant, MQTT-SN, is used over other transports such as UDP or Bluetooth. MQTT sends connection
credentials in plain text format and does not include any measures for security or authentication. This
can be provided by using TLS to encrypt and protect the transferred information against interception,

modification or forgery.

The Figure 3.6 shows how the data is stored in the server database via the MQTT protocol and how
the server sends new configuration packets to a specific edge device. Each edge device publishes its
own data on a topic that describes its location and the type of data. Moreover, the edge device subscribes

to the topic for the new configuration packets.
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Device Action Topic

Edge Device | Subscribe | deployment/device-type/device-id/configuration

Publish deployment/device-type/device-id/value-type

Server Subscribe | deployment/device-type/device-id/value-type

Publish | deployment/device-type/device-id/configuration

Table 3.6: Publications and Subscriptions of each device

3.2.2 UART Protocol

In UART communication, two UARTs communicate directly with each other. The transmitting UART
converts parallel data from a controlling device like a CPU into serial form, transmits it in serial to the
receiving UART, which then converts the serial data back into parallel data for the receiving device.
Only two wires are needed to transmit data between two UARTSs. Data flows from the Tx pin of the
transmitting UART to the Rx pin of the receiving UART

Figure 3.7: UART Communication

UARTs transmit data asynchronously, which means there is no clock signal to synchronize the output

of bits from the transmitting UART to the sampling of bits by the receiving UART. Instead of a clock
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signal, the transmitting UART adds start and stop bits to the data packet being transferred. These bits
define the beginning and end of the data packet so the receiving UART knows when to start reading
the bits. When the receiving UART detects a start bit, it starts to read the incoming bits at a specific
frequency known as the baud rate. Baud rate is a measure of the speed of data transfer, expressed in bits
per second (bps). Both UARTSs must operate at about the same baud rate. The baud rate between the
transmitting and receiving UARTs can only differ by about 10% before the timing of bits gets too far
off. Both UARTSs must also must be configured to transmit and receive the same data packet structure.

The Figure 3.7 shows the connection of the Raspberry Pi and Waveshare Power Management Hat.
Over the UART we have built our communication protocol for these two devices. With this protocol
the devices are able to exchange information, while is used in the Remote Configuration mechanism in

order to change the configuration of the node from a distance.

The messages of this protocol have the following structure as show in Table 3.7

H Msg Type | Further Info Description \ Sender \ Receiver H
UART Open No UART port connection has Raspberry Pi | Waveshare
been established Waveshare | Raspberry Pi
End Process No The particular task of Raspberry Pi | Waveshare
the Raspberry Pi has completed successfully
Update No Raspberry Pi task for this cycle is to check Waveshare | Raspberry Pi
the broker for any reconfiguration message
Sampling No Raspberry Pi task for this cycle is to Waveshare | Raspberry Pi
take a picture
Data Yes This message contains statistic data Waveshare | Raspberry Pi
Config Yes This message contains information about Raspberry Pi | Waveshare
restructuring the device

Table 3.7: Message Type

In the above communication scheme, there are six types of messages where each of them incorpo-
rates specific information. However, it has a modular design that makes it easy to integrate a new type of
message. There is full-duplex communication between two devices. Thus, each message can have both
of the devices as sender or recipient. The following Table 3.8, describes the encapsulated information

in the Data and Config message types, respectively.

H Msg Type Encapsulated Info ‘ Description H
Data Vbat The voltage level of the battery
AVG_ Curr The average current consumption of the entire node
Config | Sampling timestamps The list of timestamps that Raspberry Pi should take a picture

Update timestamps
Sampling iteration

The list of timestamps that Raspberry Pi should check the Broker
The number of images it collects

Table 3.8: Encapsulated Information
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The parsing procedure exists on both devices ( Raspberry Pi, Waveshare) and used to extract the
information from the messages. First, on the sender side, the messages converted according to the Table
to hex to pass it over the UART. After that, the receiver read the messages ( Hex buffer) by the following
method:

Read the first byte that identify the message type.

Read the following byte that identify if the message contain encapsulated information.
» If there is encapsulation information, read each value.

* The procedure stop when read the end message mark ( Delimiter 0x7E 0xFF).

3.3 Remote Configuration Protocol

The Remote Configuration Protocol has implemented to achieve the reconfiguration of the edge device
of a WSN from a distance. In a real-world deployment, the needs during the time conceivably change.
For instance, a node that monitors a specific object during the day could be inconvenient when captures
images at the wrong time. To solve this issue with the traditional way you have to get to the node and
upload a new code with a property configuration file, changing the times of sampling. This approach
may work when you have two or three nodes nearby, but as the scale increases, it becomes ineffective.
To address this, we design an asynchronous method to upload new configurations on the edge devices

independently the numbers of nodes and the location of them.

Figure 3.8: Remote Configuration Protocol
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To implementing the Remote Configuration Protocol, we utilize a combination of MQTT and UART
communication protocols that already described in Chapter 3.2. Specifically, the reprogramming of a
node achieved by sending the new configuration over the MQTT to the Broker, there the message will
remain until the edge device wakes up and receives the message. As the node consists of two devices
(Raspberry Pi and Waveshare), the information that received has to pass equally to both using the parsing
procedure described in Chapter 3.2.2. The Figure 3.8 shows how a new configuration sent to the edge
Devices.

The available configuration that you can send over this protocol is the following:
» Sampling Timestamps

» Update Timestamps

» Sampling Iteration

As each of these affects the power consumption of the node, experiments have been performed com-
paring the power consumption in relation to the number of Sampling timestamps, Update timestamps

and sampling iterations.

3.4 Object Detection

The code was written in python and was needed to install Tensorflow API to run deep learning objects
models. Then, we implemented an algorithm by the OpenCV library to extract feature such as the size
of the fruit. The main duty of these algorithms is to detect the desired object in an image and crop it in
bounding boxes to reduce the size of bytes so that as few as possible are sent over the network.

We used Tensorflow’s Object Detection API to train an object detection classifier for multiple ob-
jects. We chose to train our own convolution neural network which it’s consist of three kinds of fruits
but it could be larger with more classes or smaller with only one class, and it depends on the use of
the application. In our system, we need only one class that is peaches but we configured it with three
classes to see how robust is the model. At the end of this step, we will create a program that can identify
and draw boxes around specific objects in pictures and crop it removing the undeserved information.

We used Tensorflow-GPU version which allows our computer to use the video card that provides
extra processing power. Tensorflow-GPU, instead of regular TensorflowCPU, reduces training time in
much better performance. Tensorflow provides several object detection models, which is pre-trained
classifiers with specific neural network architectures, in its model zoo. The model zoo is a collection
of detection models pre-trained on existing datasets, such as COCO dataset, the Kitti dataset, the Open
Images dataset, the iNaturalist Species Detection dataset etc. These models can be useful for out of
the box inference if someone interests for categories in those datasets. Also, datasets can be used for
initializing a model when training a novel dataset. The categories in these models are not satisfied with

our goals and we created a new customized dataset with the new class of peaches.
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There are models, such as the SSD-MobileNet model, which have an architecture that allows faster
detection but with less accuracy, while on the other hand, there are some models, such as the Faster
R-CNN model, which gives slower detection but more accuracy. In our system, we chose to re-train a
detector with Faster R-CNN Inception V2 model because it worked considerably better and we did not
need speed in outputs results or real-time efficiency. The goal is to take results and update the platform in
the same periods of times and this assumption satisfies the needs of our system. To sum up, the selection

of model deals with criteria such as speed, accuracy and the computational power of the device

3.4.1 Create our own Dataset

As it was referred previously, we decided to create our own dataset and train a new classifier. The first
step was to gather and label pictures. Tensorflow needs hundreds of images to train a good detection
classifier. The training of a robust classifier was to gather images in variation backgrounds scenes and
lighting conditions. For better results were incorporated in classifier some images which the desired
object is partially obscured and overlapped with something else, or was only halfway in the picture.

For our classifier, we used different search engines to download a variety of images for fruits, such
as Google and Flickr. One other option was to use a camera and capture a lot of images with differ-
ent backgrounds and conditions of lightning. Finally, we chose the search engines because of the large
variety. Then, we categorized images depending on the size because we wanted those that size was
approximately 200KB each and their resolution was not more 1280x720. Larger images are more com-
plicated and it takes a longer time to train the classifier. After all, we separated images in two directories,
the test and train directory that the test had 20% of images and the other had 80%.

With all the pictures in our collection, we needed to label the desired objects in every picture. We
used Labellmg tool to do that but there are a lot of labelling tools to do this job with different front-
end environment and different output format files. The Labellmg is an easy to use graphical image
annotation tool for labelling images with analytical instructions. It is written in python and uses Qt for
its graphical interface. Annotations are saved as XML files in PASCAL VOC format used by ImageNet.
With the images labelled, the next step was to generate data that served as input data to the Tensorflow
training model. At this point was generated TFRecords a special file format of Tensorflow.

When training begins each step of it reports the loss. It will start high and get lower and lower as
training progresses. For the training in Faster R-CNN Inception V2 model, it started at about 3.0 and
quickly dropped below to 0.8. Good results are achieved when model train until loss consistently drops
below 0.05, which it will take about 40000 steps or two or three hours and depending on how powerful

is GPU. The loss numbers will be different if use another model.

3.5 The Edge Device

In this section described the overall functionality of the device, how the individual components com-

bined to create an energy-autonomous node that monitors a specific fruit on the tree. This edge device
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as shown in the Figure 3.9 is equipped with LTE interface to send the collected data, power manage-
ment system that powers the node through rechargeable batteries and collects energy by the solar panels,
single-board computer that captures images and executes ANN to extract the appropriate information
and microcontroller board that manages the duty cycles of the node in order to be more robust in terms

of the power consumption.

Figure 3.9: The Edge Device

The operation of the edge device shown in Figure. As mentioned above this node consists of two
devices the single-board computer Raspberry Pi and the microcontroller board Waveshare Power Man-
agement Hat. The Raspberry Pi in our approach performs predefined actions assigned to it by the micro-
controller. For this reason, we consider it as an external platform of the microcontroller with specific
operations. Particularly, the Waveshare microcontroller activates the Raspberry Pi at predetermined
times, when the Raspberry Pi wakes up properly send a message to Waveshare that it is ready for a task,
then the Waveshare response with a message (Sampling or Update). If Raspberry takes the Sampling
task, it will take a new photo and send it to the server, otherwise, if it receives the Update it will check
the Broker for any restructuring action. When the Raspberry Pi finished the task assigned to it, it will
send the message to the Waveshare to cut off the power supply, then the Waveshare it will be in the

sleep mode and it will start the same process in the next predefined cycle.
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Chapter

Experiments Results

n this chapter, we evaluate the performance of the proposed edge device in terms of the power
consumption and transmitted bytes over the LTE.We compared two scenarios, the performance of
the edge device with the Object Detection algorithm and without it. In addition, a study on the rate

of power charging is presented, using the results of the experiment.

4.1 Experiments

4.1.1 Experiments Settings

The experiments performed on the edge device were executed in the laboratory and aimed at simulating
its operation when it will deploy in the field. For this reason, we performed four experiments. For this
reason, we performed four experiments. In the first, we performed 10 image sampling where the Object
Detection algorithm was activated and there was the desired object in the field of view of the camera
node. The second, executed under the same conditions on the node, however, does not have the desired
object. In the third, we performed again 10 image samplings of the desired object but this time on the
node does not execute the Object Detection algorithm. Finally, we performed 10 samplings of images
without the Object Detection Algorithm on the node and without the desired object in the field of view
of the camera. From each experiment, we get metrics such as the average current consumption, the

transmitted bytes, the execution time of the node.
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H Experiments | Sampling | Object Detection Algorithm | Desired object H

Experiment 1 10 Yes Yes
Experiment 2 10 Yes No
Experiment 3 10 No Yes
Experiment 4 10 No No

Table 4.1: Experiments Settings

4.2 Results of the experiments

Power consumption: The power consumption of the node consists of two parameters, the average
current where the node consumes and the amount of time it remains active. In the Figure 4.1 shown the
needs of the current of the node with the object detection algorithm and without it, while in Figure 4.2
shows the amount of time that the node remains active for sampling and sending the image. Both of

them has the desired object in the field of view of the camera.

30

Institutional Repository - Library & Information Centre - University of Thessaly
20/04/2024 10:48:57 EEST - 3.146.34.55



4.2. RESULTS OF THE EXPERIMENTS

Figure 4.1: Average current of the node.

Figure 4.2: The active remain time of the node.

We observed that there is a small increase in the average current consumption when the Object
Detection Algorithm is active, from 307 mA the average current consumption is rising at 380 mA, that
makes sense because the ANN consumes more CPU resources and MEM that have an impact in power
consumption. A larger increase is observed in the execution time between two nodes. When the node
simply sends the image it records via the LTE interface it remains active for 10 seconds otherwise when
it executes the Object Detection Algorithm, it remains active for 89 seconds.

Based on the above results, we can compare these two approaches in terms of energy consumption,
calculating the mAh of each operating cycle. For the node with the Object Detection algorithm the

energy consumption calculating by the following expression

1mAh =1mA x 3600sec
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380mA * 81sec
3600
While for the node without the Object Detection algorithm the energy consumption is

=8.5mAh

1mAh =1mA % 3600sec
309mA * 10sec
3600
According to the above calculations, the integration of the Object Detection algorithm makes the

=0.85mAh

node 10 times more expensive in terms of energy consumption. This is an extremely high consumption

that does not suit for applications where they have high sampling repetitions.

Data consumption: These experiments were intended to visualize the data used by the edge device
when the object detection algorithm is built-in and when it is not. However, one parameter to consider is
that if the desired object is in the camera field of view. For this reason, we performed four experiments
as shown in the Table 4.1.

In Figure 4.3 illustrate the data consumption of the edge device when the object existed. The object
was from 15 to 50 cm away from the node when experiments performed. It is obvious that we achieve
significant reduction in the data we send when the Object Detection Algorithm built-in the node. The
reason for this reduction is that the node perceives the position of the desired object in the image and
cuts only the region of interest, unlike the node which does not have the algorithm where it just sends
the whole image.

Figure 4.3: Data consumption when the object existed

A stronger reduction was observed when the desired object didn’t exist in the camera field of view.

These results presented in the Figure 4.4. This time, the node with the built-in Object Detection Algo-

32

Institutional Repository - Library & Information Centre - University of Thessaly
20/04/2024 10:48:57 EEST - 3.146.34.55



4.2. RESULTS OF THE EXPERIMENTS

rithm realizes that there is no area of interest for a particular image and only sends a specific message
as opposed to the node that does not have the algorithm that continues to send the entire image, even if

the desired object does not exist.

Figure 4.4: Data consumption when the object didn’t exist

According to the above results, we achieve a reduction of 98.7% of the data when the object exists

and 99.7% when the object does not exist in the field of view of the camera.
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