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TIIEYOYTNH AHAQYXH ITEPI
AKAAHMAIKHY. AEONTOAOTI'TAX
KAI IINETMATIKOQN ATKAIQOMATOQN

«Me mAfien emlyVmon TWV GUVETELWMY TOU VOUOU TEPL TVEUHATIXWY OLXUOUITLY, ONAGVE
eNnTéd OTL M mapovca BimhwuaTx] epyaoia, xodmg xon Tor nAexTeovixd apyelor xon Tryofol
%WOWES oL avamTOYUNXaY 1) Tpomomolinxay ota TAalola aUTAC TG epyaoiog, amotelel
ATOXAELOTIXG TROLOY TEOCWTUXAC Yo gpyacioug, Oev TPOoBAAAeL xdle LopPC DxonmUaTo
BLotvoNTIXAC LOLOXTNGOLAS, TEOCKHTIXOTNTUS XAl TEOCKTUWY DEOOUEVLY TETWY, OEV TEQLEYEL
€pyo/etopopéc Tpltwy yio ta omofa amontelton EdeLol TV BNUIoUEY KV /Bixonolywy xou dev etvat
TEOLOY Uepg 1} OAxrg avTypagnc, oL TNyEg Oe Tou yenouloto|inxay teplopilovtal oTi
BUBALOYRAUPIES aVaPORES XOl UOVOV XOlU TANEOVY TOUS XAVOVES TNG ETLOTNHOVIXAG TopdeoTC.
To onuela 6mou €yw yenoylonotioet Wéee, xeluevo, apyeio 1)/xat Tnyéc AWV cuYYEUPEWY,
AVOUUPEPOVTOL EUBLAXQLTA OTO XELUEVO UE TNV XATIAANAY) TOQUTOUTY XOU 1) OYETIXT AVUPOESL
rep aBaveTan 6To TUA TwV BIBAOYEAQXGOY avapop®y e TATN Teplypapn. AvahouBdve
TARPOC, ATOULXS XU TTROCKTIXY, OAEC TIC VOULXES YO DLOLXNTIXEC GUVETIELEG TTOU BUVOTOL VoL
meoxOhouvy otV TEp(TTWoT Xotd TNV onola amoderyVel, Sloypovind, 6Tt 1 epyacio auTY 1

TUAMA TNG OEV oL aviXeL OLOTL Elval TEOLOY AOYOXAOTACY.
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ITepiindn

To Ad-hoc dixtuo amotehodval omd GUOXEVES Ol OTIOIES EIVOL AUTOVOUO CUTOORYAVOUEVES
uéoo oto dixtuo. O mepimtmoelg Yprione mepthopBdvouy, ywelc vo teptopllovtan oe autéc:
Ad-hoc dixtua yio avtoxwvolueva oyfuote (VANETS), Ad-hoc dixtua yia xivntd tniégwva
(SPANS), Ad-hoc otpotiwtind dixtue (MANETS).

Trdpyouv b0 PBocixd mpolirjuota to ontola meéner va yeietrnolyv doov agopd ta Ad-hoc
dixtua. To mpwto amd autd Tor TEoBAfuaTa eivon 6Tl GTEPOUVTOL TEOUTEY0UCHS UTOBOUNS
Y. omouoia TEoXAVOPLOUEVLY XAVOVKY BROUONOYTIONG, EVEM TO BEUTEQOD EYEL VUL XAVEL UE
NV TEPLOPIOUEVT Bidpxela {whg Tng umataplag Twy GUOXEUKOY Tou amaeTilouy To GixTUO.
H Biphoypagpio mepiéyel onuovtixr mpoomdieio oo mpoavapepdévta Yéuato xar Ut 1

otmAwUoTiXY Yo tpooTadfoet Vo TpocUESEL TEPLEYOUEVO GTOV TOUEN AUTO.

270 0116 pog TEOBAN A, Bouledouye ue Tolveninedo Ad-hoc Bixtua Ue oxOT6 VoL TPOTEVOUUE
500 BtapopeTinols ahyoplduoug yior va dnuiovpyooupe pla utodour xoppol (backbone).
Auth 1 Sour|; Yo c@odidlel to dixtuo pe éva Behtiwpévo oyfua emxovwviag, To omolo
Yo avtipetoniCel dusoa Yépata mou oyetiovial Pe TNV XaTavdAwon TG umatoplog, Ti
TEQLTTEC UETABOOELS Xad(dC xaL PE TNV EXPOPTION TNG xbvnomng péoa 6To BixTuo, BNANDY
AYOTEQEC GUYXEOUGELS TaX€Twy UETAC) TwV xOuPfwv tou dixthou. Ilpoyuoatonotodvio
enlong mepapatiopol xou a&lohdyNoT SLdpopwy EQUEUOLOUEVGY TEOCEYYIGEWY, avahloVToS

xaL CUYXEIVOVTUG TIC CUUTERLPORES TOUC.
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Abstract

Ad-hoc networks consist of devices that are autonomously self-organized into networks.
Use cases include but are not limited to: Vehicular Ad-hoc NETworks (VANETS),
Smartphone Ad-hoc NETworks (SPANs), Military Ad-hoc NETworks (MANETS).

There are two main problems to consider when working with networks of this type.
The first is that they lack a pre-existing infastructure i.e. absence of predefined
routing rules , while the second involves the limited battery-life of the participating
network components/devices. Literature contains a significant amount of effort on the
aforementioned topics and this thesis will attempt to add to this field with additional

content.

On to our problem, we work with Multi-layer Ad-hoc Networks with the aim of proposing
two different algorithms for creating a backbone infrastructure for our networks. This
structure will provide the network with an improved communication scheme, directly
tackling issues of battery consumption, unnecessary transmissions and client traffic
offloading to the backbone sub-network. A number of approaches were implemented
and employed in this thesis, while experimentation and evaluation of their behavior is

also carried out.
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Chapter 1

Introduction

1.1 Introduction to Ad Hoc Networks

Ad Hoc networks’ popularity in usage owes mainly to their main ability to temporarily
formulate a set of connections amongst a set of given nodes. This is explained by their
infrastructure-distributed nature, unlike the case of router networks. The way that any
node in an Ad-Hoc Network communicates with another, is by routing its packets in a
distributed way. That means that collisions are common and care must be taken in order
to impose a non-battery draining profile for nodes in Ad-Hoc networks. Emerging concepts

build around that, the most popular one being the IoT (Internet of Things) concept.

In contrast to networks with permanent infrastructure, ad hoc networks can easily
and rapidly be deployed, additionally providing a reliable communication in numerous
situations. Further, ad hoc networks introduce a low operating cost and are highly robust

(Figure from [1]).

Figure 1.1: Ad hoc network representation
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1.2 Virtual Backbone in Ad Hoc Networks

Ad hoc networks do not have a permanent infrastructure as mentioned before, so the way

to communicate nodes in a network is to form a virtual backbone.

A Virtual Backbone is a subset of nodes in ad hoc network which relays all packets
between nodes in the network. Hence if there is a way to minimize the routing paths
in the network you can reduce the search time and the routing time of packets. A real

popular way to do that are the Dominating Sets (DS).

Dominating set is a set where every node in the network is either in the set or have at
least one neighbor inside the set. Nodes that belong to DS called dominators and all other

nodes in the network called dominates.

In the same way a Connected Dominating Set (CDS) is a DS where dominators are
connected. The CDS has become one of the most popular way to construct a virtual
backbone to ad hoc networks. An additional problem is to keep virtual backbone as small
as possible. The objective is to minimize the connected dominating set. There are many
different algorithms to construct a MCDS. Some of the proposed pruning algorithms for
this purpose is descripted at [2].

Figure 1.2: Dominating Set (DS) example

Figure 1.3: Connected Dominating Set (CDS) example
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1.3 Network Model

Assume an ad hoc network as a unit disk graph G(V,E) where V is the set of all vertexes
in graph and E is the set of all “edges” in the graph. The edges or links between two
nodes which are within communication range share a bidirectional link which represents

the edge between them.

In Unit Disk Graphs (UDG) each node has an equal communication range. Two different
nodes in graph are neighbors if and only if the first are within communication range of
second vice versa. So 2-hop neighbors are the nodes which cannot reach one each other

directly but have in common one 1-hop neighbor.

This thesis deals only with the topology of network and simulate the construction of a

virtual backbone.

Figure 1.4: Unit Disk Graph (UDG) (Figure from [3])
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1.4 Thesis Structure

The remainder of the thesis is organized as follows:

e In chapter 2, we introduce all the different types of PCI metrics used in this thesis

and an additional PCI metric created.

e In chapter 3, we present the implementation of the three algorithms, MILCOM,
BCA and ROBUST.

e In chapter 4, we present a server client tool which is created for the purpose of this

thesis.
e In chapter 5, we present the results of algorithms for all PCIs.

e Finally, in chapter 6, we provide a conclusion to this thesis and some notes for future

work that can extend our methodology.



Chapter 2

Definition of PClIs

2.1 Power Community Index

Power Community index or simply PCI is a metric which measure the importance of
every node in network. It measures the importance of each node in its community, by
checking the connectivity of it’s neighbors. In this thesis we use 8 different PCI metrics

and 7 of them are used for multi-layer networks. Below we describe these metrics.

Figure 2.1: Single Layer PCI of each node for a single network

Definition 2.1.1. Single-Layer PCI or simply sIPCI metric is utilized as an index for a
node u in a network that equals to k , when there are up to k nodes in its 1-hop vicinity
with a degree higher or equal to k. The rest of the nodes in that 1-hop vicinity have a

degree less or equal to k.
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2.2 Multi-Layer PCIs Definitions

Definition 2.2.1. Layer-Agnostic PCI or simply 1laPCI of a node in network is equal to
k, if it has k 1-hop relationships with other nodes , which in turn can have k or greater,
inter- or intra-layer 1-hop relationships. 1laPCI gives greater weight to nodes with the
most connections with nodes in different layers , while handling all nodes equally , despite

the underlying generating distribution of the layers in the network [4].

Figure 2.2: Layer-Agnostic PCI of each node for a single multi-layer network

Definition 2.2.2. Minimal-Layer PCI or simply mIPCI of a node in network is equal to

k, if it has k neighbors in its 1-hop vicinity who ,in turn, have at least n>=k inter-layer

connections. Within the metric that is called mIPCI, a node is characterized as good

node if it is well connected in many layers. As it is stated in the above definitions, we can

conclude, that the original PCI ignores the connectivity of nodes that do not participate

in its definition. So we have to take into account the ignored nodes. (Equation from [4])
#layers

mlPCI(v) = > mlPCIL(v)

=1
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Definition 2.2.3. Exhaustive PCI or simply xPCI is the next PCI definition. In order
to obtain the xPCI value for a given layer, we add the PCI index of a node with the PCI
value of the remaining nodes. We do this for all layers and add all the values together.
Finally we have obtained our xPCI value. The xPCI metric evaluation method cannot be

considered a suitable ranking metric because it creates a lot of ties [4].

Definition 2.2.4. Cross-Layer PCI of simply clPCI is an extend of xPCI metric that
gives us better ranking results compared to xPCI metric. To obtain the clPCI value we
calculate the number of unique links between the nodes that participate in the index
of xPCI . In order to get reasonable numbers even for large networks, we multiply the

log, (uniqueLinks) with each xPCI value.

The above PCI metrics are used for multi-layer networks. So we need to define what a
multi-layer network is. A multi-layer network can be constructed by different categories
that represent and characterize some of the nodes, that are called layers. A multi-layer
network is a network that has more than one layer in which nodes are connected within

the same layer, called intra-layer, or between different layers, inter-layer.

So for a multi-layer of n layers we have a pair of (GME EML) where GML = {GY)i

1,...n} is a set of networks (G, Ei) and a set of interlayer links EM* = {E;; C
Gix Gyyij e {l,...,n},i#j} [4]

Figure 2.3: Military multi-layer Network (Figure from [4])
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2.3 Experimental Settings

Continuing to operate in a similar manner to the approaches presented before, we
developed a new metric for the purpose of this thesis. This metric effectively combines a
node’s PCI value with the PCI values of its one-neighborhood, applying weights to each.
Experimentation on the assignment of these values showed that it can be beneficial for the
network if the node’s PCI is more heavily weighted e.g. 0.8, while the one-hop neighbors
can be assigned the remaining 0.2. In this way, high scoring nodes can still retain their
importance, while allowing diversity that is introduced by the node’s neighborhood to be

accomodated in our approach.

Performance Comparison

1,200 B Default
Il =020
1,150
g
s 1,100
=
L]
1,050
1,000 _

Settings

Figure 2.4: Comparison between default and 80-20 settings



Chapter 3

Implementation

3.1 Dataset

As of the input to our algorithms, we used a MATLAB generator that creates multi-layer
network topologies, providing high flexibility for post-experiment inference from its results.
Each generated layer consists of a number of wireless nodes on the 2-D plane, with a
respective maximum transmission range R. Each pair of network nodes with an in-between
Euclidean distance equal or less than R are considered as connected or, alternatively,
form a Unit Disk Graph (UDG). In this manner, upon connectivity inference, the
actual location of the nodes is incorporated in the procedure. In addition, to efficiently
tackle cases of obstructed direct communication of adjacent nodes, non-uniform intra-
layer models are utilized, in order to distribute evenly the nodes on the aforementioned
two-dimensional plane. The construction of our multi-layer network is affected by the link

density of each layer, measured by means of:
e Average Degree (D) of a node
e Per-layer number of nodes i.e. layer size
e Number of layers in out multi-layer network(L)
In order to create the inter-layer connections, two parameters are of particular interest:
e The number of inter-layer links of a given node.

e Distribution of intra-layer connections.
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In cases where a specific layer has a higher degree of utilization due to the underlying
purpose of the generated links e.g. in the case of a drone layer creating inter-layer
connections with the soldiers network. Having successfully considered the above experiment
hyperparameters, the Zipfian distribution is applied as the interconnectivity generator.
Resulted skewness is managed by the s parameter, which ranges in (0,1). We then utilize
3 different Zipfian laws for each hyperparameter. First, we impose the restriction of
Sdegree ranging in (0,1), in order to generate the frequencies of appearance of highly
interconnected nodes. Secondly, we impose (0,1) range restriction to Slayer , to control
how frequently a specific layer is selected. Last, we impose analogously for Snode, to

evaluate the frequency of node-specific selection for a given layer.

In order to create the required conditions for the experiment, the input data have been

divided into four major categories:
e Degree
e Diameter
e Nodes per Layer
e Number of Layers

First of all, in order to determine the effect degree imposes on the algorithms’ performance
input files that refer to degree are being altered in the density of a single layer while the
remaining layers’ degree stays close to initial values. Next we allow the diameter of each
layer to vary while at the same time the other variables stay the same. This permits us to
find the correlation between the size of the diameter and that of the constructed CDS for
each method respectively. Later, we examine the relation of number and size of layers
with respect to Connected Dominating Set. We alter the number of layers and check
its effect on the CDS. Lastly, we vary the size of layers by sorting them in increasing
order, starting at 500 nodes in top layer and increasing by a percentage of 500, then we

compare the differences in the resulting CDS. 5]
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3.2 Library Description

As per this thesis, we developed a library in Python for backbone construction either
for a single-layer networks either for multi-layer networks. The library consists of three
different algorithms. The first is the MILCOM algorithm [4] which constructs a CDS as
backbone of the network. The rest of the algorithms are the Backbone Construction
Algorithm (BCA) and the ROBUST. BCA algorithm is an extension of MILCOM
algorithm with an extra step during the CDS construction while the ROBUST algorithm
constructs a kmCDS as backbone. These three algorithms use as topology metrics the

PClIs described in chapter 2. Table below shows all the possibilities that library offers.

Arguments Description
~help Print man page in stdout
-fp <filepath> The path where input file is stored
-p <pci name> The name of the pci metric

-a <algorithm> | The ID for the algorithm (1: MILCOM, 2: NEW, 3: ROBUST)
Physical number refers to connectivity of nodes
belongs to backbone
Physical number refers to connectivity having external
nodes to internal nodes in backbone

-k <integer>

-m <integer>

-tol <tolerance> Quotient between PCI metric and centrality
—centrality Add node centrality as an extra metric
—cds Creates a Connected Dominating Set as backbone
Creates a Minimum Connected Dominating Set as
—mecds
backbone
Creates a Robust Minimum Connected Dominating Set
—rmecds
as backbone
—plot Plot initial and final multi-layer network
—clock Print duration of each step
—log Print log messages to stdout
-lv <log level > Level of logging (Debug, Info, Warning, Error)
—store _log Write log messages to file
-If <log file> Name of file where store log messages

—testing This argument used for testing and in Server Client tool
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3.3 MILCOM Algorithm

The Milcom algorithm starts its execution by discovering every 1 and 2-hop neighbor
for each node. Next, when each node has figured out its neighborhood of 1 and 2 hops,
the algorithm calculates the PCI metric, e.g. sIPCI, cIPCI etc, which the user has
chosen, by giving it as input for execution, and then transmits the result value to all the
1-hop neighbors. After that, each node respectively, sorts the results transmitted by its
neighboring nodes, in decreasing order. Then each node selects and sets, if it exists, as
dominator a neighbor which had already been selected from other nodes. The procedure
extends with the 2-hop neighbors of each node. This means that nodes check the 2-hop
neighborhood and if there is at least one neighbor without a dominator, they set as

dominator the neighbor in the 1-hop neighborhood with the highest PCI score.

Algorithm 1 MILCOM Algorithm
: for node =1,2,..., N do
if pci = cl then
Find unique links between nodes
Calculate cIPCI
end if
Get PCI of all neighbors
Pick the neighbor with biggest PCI as dominator
end for
for node =1,2,...,N do
Add node to CDS
: end for
. if MCDS = True then
Minimize CDS
. end if

e e e




3.4. BCA Algorithm 13

3.4 BCA Algorithm

In this algorithm we use an extra step in process of backbone construction. In this extra
step we use shortest paths between all pairs of nodes in backbone to calculate a preffered By

value for the nodes. So in this point need to define what sortest path is.

Definition 3.4.1. Shortest Path is a problem in graph theory, of finding a path between
two vertices. Adjacent vertices called that they have a common edge. A path in graph
subscripted as a sequence of vertices P = (uy,us,..,u,) € V, (G = (V, E)).Assume that e; ;
is an edge that indicent to both wu;,u; then the sortest path between vertices u, u” where u

=u; and u’=u,, is the path over all n paths that minimizes the sum Zz;} fleiiv1)-

This algorithm works in two phases. In the first phase, it works exactly like the Milcom
algorithm in that it follows the process of creating the first Connected Dominating Set. In
the second phase, each dominator node traces the shortest paths to every other dominator
in backbone and increases a counter, called preferred by, of every node that belongs to
the shortest path. If one node has zero preferred by value and is not a fundamental node
of the backbone it is being ignored and will not be included as dominator in the final
backbone. On the other hand, if node does not belong in backbone already and it has
high preferred by value then it is being included in the final backbone. This extra step

aids us in optimizing and stabilizing the backbone of the network.

(a) CDS as backbone (b) MCDS as backbone

Figure 3.1: Red nodes are nodes of backbone

The above figure shows two type of backbones given the same network topology as input.
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The first figure graphs a Connected Dominating Set while the second shows the resulting
minimized set after the pruning process which was applied on the initial. The nodes

shown red are dominators while the black are the dominates.

Algorithm 2 BCA Algorithm

Input: listOfNodes
for Every node in network do
Discover 1-hop and 2-hop neighbors
end for
for Every node do
Calculate input PCI metric for every 1-hop neighbor
Sort neighbors by their PCI values
Transmit the PCI of node having the higher value
end for
for Every node do
Every node add as dominator a neighbor which has already been
selected from other node, if it exists
if not all 2-hop neighbors have dominator then
Add a neighbor from 1-hop as dominator if it is cover at least one node in
2-hop neigborhood
15: end if
16: end for
17: for Every node in CDS do
18: Find the sortest paths to every other dominator
19: Increase a prefferedBy value of every intermediate node in the sortest paths
20: end for

# A no fundamental node have prefferedBy value equals to zero

e e e T
Ll

21: for Non fundamental node in backbone do

# A no fundamental node can be removed from CDS if all
# dominators are still connected and every other node
# continues to have at least one relationship with some
# dominator

22: Remove it if it is possible

23: end for

24: for Every significant node do

25: Try to add node to CDS

26: end for
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In this library we have included an extra topological metric, called betweenness centrality.

Definition 3.4.2. Betweenness Centrality measures the centrality of nodes in graph
theory based on shortest paths described in 3.4.1. Betweenness centrality for a vertex u is

the number of shortest paths those which include vertex u.

gy = 3 2

g
sFEUFL st

o refers to the total number of shortest paths and o4 (u) to those which include vertex u.

Figure 3.2: Single Layer PCI of each node for a single network (Figure from [6])
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3.4.1 Selection Algorithm Description

When betweeness centrality is added as a considered metric, the local (max 2-hops
distance) betweeness centrality is calculated for every neighbor of each node. Firstly,
we sort the nodes by their respective PCI value. Then in order to have more accurate
results, we find the ratio of the two nodes with the greater PCI values and compare it
with their centralities’ ratio. If the difference is greater than a fixed tolerance value of
e.g. 0.2, we swap the two nodes i.e. if the two most significant nodes are characterized
by PCI and centrality values of 1100,0.2 and 1000,0.6 respectively,the difference in
the ratios is greater than the tolerance value. We thus select the latter node as the

most significant and we perform a swap. Below the procedure described above is presented.

As we can see from the two figures above, when we use both PCI and centrality metrics,

we get better results of average CDS size.
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Algorithm 3 Selection Algorithm

10:
11:
12:
13:

1
2
3
4
5:
6
7
8
9

. function CHOOSE NODE(first node,second node)
irst_node.centralit
Jirst_node.centrality - 1 _ yplergncee then
second__node.centrality
return second_node
else
« ¢ second mnode.pci ___first_node.centrality
if first _node.pci second__node.centrality then
return first _node
else
return second_node
end if
end if

end function
if first _node.pci > 0 then

. d de.pci
if Xone nomePt — — 1 — tolerance then
first_node.pci

14:

15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:

if second node.centrality > first _node.centrality then
return CHOOSE _NODE( first _mnode, second _node)
else
if first _node.centrality > 0 then
return CHOOSE _NODE(second _node, first _node)
else
return first node
end if
end if
end if
else
if second node.centrality > first _node.centrality then
return second__node
else
return first _node
end if
end if
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3.5 Robust Algorithm

This algorithm works by giving as input two natural numbers k and m. At the end of
this procedure we will have created a k-m-Connected Dominating Set or kmCDS. A
kmCDS is a CDS where the dominators are k connected and all dominates have at least

m dominators as 1-hop neighbors. This algorithm consists of 4 phases.

The first phase of the algorithm is a combination of the Milcom algorithm and an extra
node decision method. The extra node decision method starts with each node finding the
number of links to dominators in their 1-hop neighborhood. If the number of dominators
is smaller than a given natural number m, it checks if there are any neighbors which
belong to the CDS and set them as additional dominators. After this, it checks again the
number of dominators in its 1-hop neighborhood and if it is higher than or equal to m,
the node becomes a dominatee. If the number of dominators is smaller than m then the
node checks if it has links to at least k dominators in its 1-hop neighborhood and sets

itself as a dominator. This is the end of phase 1 of the Robust algorithm.

Algorithm 4 Phase 1 of Robust Algorithm

if node.num_of dominators < m then
for neighbor € N(u) do
if neighbor ¢ node.dominators then
Add neighbor to dominators
end if
end for
if node.num_of dominators < m then
if node ¢ backbone then
if node.dominators >= k then
Add node to backbone
end if
end if
else
Add node to dominates
end if
else
Add node to dominates
end if
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In phase 2 of the algorithm we need to check a constraint that has been analyzed in 7|
This constraint tells us that every dominator needs to have at least k dominators in its
1-hop neighborhood and all dominates need to have at least m dominators in their 1-hop
neighborhood respectively. Before initiating phase 2 of the algorithm, we assign a large
value to K. In phase 2 of the algorithm a node checks for dominators in its neighborhood.
If this node is a dominator then if it has less than k dominators then it becomes a
non-connected dominator. On the other hand, if the node is a dominate then if it has less
than m dominators as neighbors, it becomes a non-connected dominatee. When phase 2
ends, a set of dominators which added to dominators graph is returned. Assume a binary

decision variable z;:

1,¢f vertex is chosen to be a dominator
xTr; =

0,if vertex is chosen to be a dominate

We thus can describe our second phase using the equation below:

Z >=kx;+m(l —z;),VieV

JEN(3)

If a node is close to be a dominator, x; = 1, then it should have at least k dominators in
one-hop neighborhood. On the other hand, if a node is close to be dominatee, x; = 0,

then it should have at least m dominators in its one-hop neighborhood.

In this moment starts the phase 3 of the algorithm. In phase 3 there are two subphases,
the first executes only the first iteration and the second is executed repeatedly. In the
first subphase, as of the nodes that selected the previous phase’s dominators, they will
start searching for all minimum vertex cuts with all other dominators in backbone and
if a minimum vertex cut size is smaller than k then all dominators that belong in the
minimum vertex cut will be removed from CDS. In the second subphase, we will use the

nodes which selected the previous phase’s dominators and if they have k one hop neighbors
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which are dominators, then we will set this node as a dominator. The algorithm stops
when it finds a number K which is higher than or equal to natural number k and moreover
every dominator is k-connected with every dominate having at least m dominators in

their one hop neighborhood, consequently returning a kmCDS.

in >=min(m, k),Vec € C

i€c

Algorithm 5 Phase 3 of Robust Algorithm

1: function NODES REMOVAL(new _nodes)
2 for u € new nodes do

3 for dominator € CDS do

4 if dominator ¢ N(u) then

5: ¢ = minimum_ vertex _cut()
6 end if

7 if size _c < k then

8 for vertexr € c do

9: Remove vertex of CDS
10: end for
11: end if
12: end for
13: end for

14: end function
15: if first time then

16: NODES_REMOVAL(new _nodes)
17: else

18: for u € new nodes do

19: if dominators(u) >= k then
20: Add u to CDS

21: end if

22: end for

23: end if
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3.6 Pruning Phases

We have two different implementations for the pruning phase. MILCOM and our BCA
algorithm share a common pruning phase in contrast to the Robust algorithm which has
its own pruning phase. The pruning phase for the first two algorithms begins with the
removal of a node from the backbone. Next each node should have at least one neighbor
in its 1-hop neighborhood which belongs to the Connected Dominating Set. Furthermore
all nodes which belong to the CDS should remain connected after the removal of a node.
If the two restrictions above are satisfied, then the node removed permanently from the
CDS, proceeding with the next dominator in the set. Otherwise, we add the node back to
the CDS. When this phase ends, we have create a MCDS for backbone of the network

Algorithm 6 Prunning Phase
1: Input: CDS
2: while CDS size > 1 do
3: Mark node for removal from CDS

4: _to_remove = 1

5: for u e V do

6: if dominators(u) == 0 then
7: Add node again to CDS
8: _to_remove = 0

9: end if

10: end for

11: if to remove == 1 then

12: Remove dominator from CDS
13: end if

14: end while
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This algorithm has a slightly different pruning phase than the above presented algorithms.
The main difference is that it needs to take into consideration the natural numbers k
and m. Pruning phase begins in the same way like the pruning phase of the other two
algorithms, by removing the first dominator of the final CDS. After the removal of the
node, we check if all other dominators in the backbone are k connected with each other
and if all dominates of the whole network stay m connected with other dominators. If the
two restrictions above are satisfied, then the node is removed permanently from the CDS
and we proceed with the next dominator, otherwise we add the node back to CDS.On

this phase’s end, we have created a kmMCDS as backbone of our network.

Algorithm 7 Prunning Phase
1: Input: CDSk,m
2: while CDS size > 1 do

3: Mark node for removal from CDS
4: _to_remove = 1
5: for u e V do
6: if v € Dominatees then
7 if dominators(u) < m then
8: Add node again to CDS
9: _to_remove = 0
10: end if
11: end if
12: if v € Dominators then
13: if dominators(u) < k then
14: Add node again to CDS
15: _to_remove = 0
16: end if
17: if Dominators not k-connected then
18: Add node again to CDS
19: _to_remove = 0
20: end if
21: end if
22: end for
23: if to _remove ==1 then
24: Remove dominator from CDS
25: end if

26: end while
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3.7 Libraries used in implementation

In this thesis, we use 2 different libraries for network topologies simulation, networkx and
multilayer-networks-library (Pymnet). Both are open-source libraries in Python. The first
is used for constructing all the network related structures while the second is used for
plotting the result networks in a multi-layer way. Both are very flexible and easy to use
with many functionalities as shown in the examples below, concerning the installation

procedure for the two libraries [8], [9].
networkx installation:

$ pip install networkx
multilayer-networks-lybrary installation:

$ hg clone https://bitbucket.org/bolozna/multilayer-networks-library

$ python setup.py install
Simple networkx example:

>> import networkx as nx # Import library

>>

>> G = nx.Graph() # Creates an instance of network

>> edges = [(1,2),(1,3),(2,3)] # List of edges (nodes: [1,2,3])
>> G.add_edges_from(edges) # Create a network representation

# based on above connectivity
Simple multilayer-networks-library example:

>> from pymnet import * # Import library

>> edges = [(,),...,(,)] # 4 list of tuples (node_name,node_layer)
>> for edge in edges:

>> # Add edges between neighbor modes in any layer

>> mnet [nodel_name,nodel_layer] [node2_name,node2_layer()] = 1

>> draw(mnet,show=False) # Visualize network
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Server Client Tool

4.1 Tool Description

Server-Client Tool is merely an additional feature of our framework, instrumenting the
data distribution amongst the network client nodes. It is developed and maintained in
Python, starting its execution by initiating the server side. Next, the server side awaits
for client connections.By sending an identification packet, the client informs the server
on how many cores can be allocated in this scope. When the server side accepts a client
connection, it creates an instance of this client and sends it back as a chunk of files that
need to be analyzed and a unique ID, in order to be informed on the ordering of that
specific client among all client connections. When clients receive input data chunks, they
deploy multiple processes, equal in number to the number of cores that are able to be
allocated. The processes are then started and are waited on until all processes have
finished. The last process is responsible for merging all results and returning them to the
client. Analogously, the client sends its results back to the server. This process extends
for all clients that are connected to server. When the server receives results from a client,
it writes the results to a file and send the next available chunk of files to the client. This
continues for all input files that the server has. The communication between server and
clients uses TCP /IP connections. The way they communicate is with one purpose protocol
which is created for the sole purpose of this thesis. Below I will elaborate on the subject
of packet creation. There are two types of packets. The first is the packet which sends

the client to server and the second is the packet which sends the server to client, named

24
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client packet and server packet respectively. The client packet has 5 different message

IDs while the client packet has 4. The two tables below shown the format of the two

packets:

4.2 Packet Structures

Table 4.1: Client Packets Format

PacketID | Packet Headers | Packet Payload | Description
1 packetID numberOfCores Send number of cores to server
sizeOfPayload
Request from server the next
2 packetID i chunk of input files
packetID
3 fileID resultString Send results to server
sizeOfPayload
lastFileID Close session with specific client
4 packetID offset because closed unexpectedly
5 ssacelD lastFileID Tells server to resend last
messag offset chunk of input files
Table 4.2: Server Packets Format
PacketID | Packet Headers | Packet Payloas | Description
chunkStart Send to client the next
1 packetID chunkEnd hunk of inout il
AleID chunk of input files
2 packetID - Close session with client
packetID . : :
3 flelD listOfFiles SZ?SSt;)f?;eI:; % ll;zt with all regular
sizeOfPayload p p
chunlStart Resend last chunk of input
4 messagelD chunkEnd .
fleID files to client
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4.3 Server Client Flow Chart

Figure 4.1: Server Client Tool Flow Chart
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Chapter 5

Results

5.1 First Algorithm Results

5.1.1 CDS per PCI per Layer Plots

Figure 5.1: Two Layers Plot
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Figure 5.2: Three Layers Plot

In our experiments we use 4 different types of network topologies, as they are described
in 3.1. Every type of input network topologies have various number of layers. More
specifically, each input topology has 2,3,4,5 or 7 number of layers with varying number of
nodes in every layer. In the above figures, we represent the results for every layer. Each
layer has a set of input files in which every PCI metric is represented by a different color.
Show that the relative performance is similar for all PCI metrics. Some of the resulted
CDS related with input files as its shown in figure 5.3 have more dominators per layer.
This happens because in these networks there is smaller number of linked nodes. This

extends for every layer.
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5.2 Robust Algorithm Results

5.2.1 CDS for every k-m combination per Layer for a

particular PCI (cross-layer) Plots

Figure 5.4: Two Layers Plot
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Figure 5.5: Three Layers Plot
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We can derive from the plots above that although there are 9 different combinations of
physical numbers k and m we see that not all those are graphed. This happens because,
as k increases it becomes more difficult to construct k-CDS. On the other hand, as m
increases there is no need for dominatees to be m-connected but they have to be linked to
m dominators. Furthermore, as we can see on the figures above, the most of the input

network topologies have 4 number of layers. Finally, we see that as both number increase
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so does the number of nodes that belong to CDS.

CDS comparison per Layer

400
350
334 335
300 285 279 280 278
8 209
o 200 186
8 170 170
146 141
100
0
Layer 0 Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6
I First Algorithm [l Robust Algorithm
meta-chart.com
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Figure 5.9: Average CDS per layer of topologies based on Degree
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Figure 5.10: Average CDS per layer of topologies based on Diameter
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Figure 5.11: Average CDS per layer of topologies based on Layers
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Figure 5.12: Average CDS per layer of topologies based on a percentage of nodes per
layer
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Figure 5.13: Average MCDS per layer of topologies based on Degree
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Figure 5.14: Average MCDS per layer of topologies based on Diameter
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Figure 5.15: Average MCDS per layer of topologies based on Layers

The first two figures shows the average CDS and MCDS sizes or each layer for all network
types. The rest of the figures shown the average size of CDSs and MCDSs which the two
algorithms construct for all the network types (Network Degree, Network Diameter etc.).
As we can see in all figures, robust algorithm construct smaller CDSs of BCA algorithm.
This happens because the BCA algorithm costruct an initial CDS and continues by
removing nodes from the existing CDS if those nodes are not significant for the others
while add other nodes which not already included in CDS but are more important for the
other nodes within CDS for the better stability of it. The robust algorithm has the same
initial CDS but the extra steps leads to removal of nodes in existing CDS in higher rate

than add nodes to.
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Conclusion

In this thesis, we represent a solution for constructing backbones for multi-layer networks.
We used two different algorithms, one that creates 1-1-CDS and the other k-m-CDS as
backbone. In the second algorithm the highest value of k and m is 3 because for a higher
number it is not probable that a CDS will be created, because the complexity increases
vastly. These two algorithms use 9 different PCI metrics or a combination of a PCI and
the local centrality of each node. We have execute various input topology networks and

get resulted backbones and we compare the results of the two algorithms.

Nevertheless, we don’t compare these algorithms with some of the existing ones.
Furthermore, we don’t testing in depth the combination of PCI and centrality metrics as
well as the ratio between them for better efficiency. Finally, we can also run some tests

for values of k and m above 3.
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