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YnevOuvn AnAwon Nepi Akadnpaikng AsovroAoyiog kot MveupATIKWY
AKOLWPATWV

«Me mAnpn €niyvwon TwV CUVETELWY TOU VOUOU TIEPL IVEUUATIKWY SIKOLWHUATWY, SNAWvVW pnta
OTL N mapovoa SUTAWUATIKN epyacia, KaBwWE KoL Ta NAEKTPOVLKA opXELa KL Tty alol KWSLKEC TTou
avantuxbnkav f tpomomnoltnkav ota AL AUTHC TNG EPYOOLOC, OTMOTEAEL QTIOKAELOTIKA
TPOIOV TPOCWTIKNG Hou epyaciog, 6ev mpooPfaliel kabBs popdng Sikalwpota SLavonTiKAg
L&loktnolag, MPOCWTILKOTNTAG KOL TIPOCWTIKWY SeSOUEVWYV TPLTWY, eV MEPLEXEL £pya/elodOpES
Tpitwv yla Ta omoia amnatteital adela Twv Snuoupywv/SikaoUxwy Kot Sev ival tpoidv PEPLKAC
N OAKNAG avTtlypadnc, oL tnyEg &€ mou xpnotpomnolndnkav neplopilovral otig BLBAoypadLKEG
avadopEC Kal LOVOV Kal TTANPOoUV TOUG KAVOVEG TNG EMLOTNHOVIKAG mapdBeong. Ta onueia émou
€XW XPNoLLomolnoeL OEeg, Kelpevo, apxela n/kal mnyég aAAwv cuyypadéwv, avadépovtal
€USLAKPLTA OTO KEIPEVO HE TNV KATAAANAN TIOPATIOUTT) KAl I OXETLKN avodopd mephappavetat
OTO TUAMA TwV BLBAloypadikwv avadopwv pe AN PN teplypadr). AVaAapBavw TANPWE, ATOMLKA
KOl TIPOCOWTILKA, OAEG TLG VOUIKEG Kal SLOLKNTIKEG CUVETELEG TTou Suvatal va TPoKUYPouV oTnV
neplntwon katd tnv omnola anodewxBel, Slaxpovikd, OTL n epyacia auth f TuRua tng 8ev pou
avnKeL SLOTL elval TPoiov AOYOKAOTIAGY.

O AnAwv

AvTwvLoC ZL1oUTag
29/9/2020

YneuBuvn AnAwon Mept Akadnuaiknig AsovtoAoyiag Kot MVEUUATIKWY ALKOLWUATWY



NepiAnyn

Ta acUppata Siktua aleBnTAPWV AMOTEAOUV €Val ONUAVIIKO KOUUATL TOu Sladlktuou Ttwv
TPAYUATWY Kal AUvVouv To TpoBAnUa tng mapakoAolBnong mepBalAoviikwy ocuvOnkwv xwpig
va xpelaletal n uoikn mapouacia Tou SLaxelpLotr. AUt N HEBOSOC EXEL APKETA TTAEOVEKTALATA
OMw¢ eveAEia Kol xapnAd KOOTOC ToU TNV KABLoToUV EAKUOTLKN 0€ TIOAAEG edappoyEC. KabBwg
o Sladiktuo Twv Mpaypdtwv e€ehloostal, auvfavetalr n {Atnon yw acvppata  Siktua
aodNTAPWY TG00 yla BLOUNXAVIKEC OCO KAl Yla OLKLOKEG £dapuoyeG. MNa autd to Adyo n
TEXVOAOYLKN TIPOOSOC OTOV QVILOTOLXO TOHEQ €XEL PEYAAN onpacia. MapoAo autd, umdpyouv
OPKETEC TIPOKANCELG, OTIWG N aflomiotia, o pubuog petadoong dedopévwy kat n Stapkela wng,
TIOU TIPETIEL VA QVTIUETWILOTOUV, yla va emiteuxbel n emBuuntr Asttoupyia. TuvnBwg Kabe
neptmtwon xpelaletol SladopeTIKA TTPOCEYYLON, TO OO0 KAVEL TIG EUMOPIKEG AVCELG AlYyOTEPO
€AKUOTIKEC AOYW TNG aUENONG TOU KOOTOUG KOlL TNE TIEPLOPLOUEVNG EVEALELQC.

To avilkellevo autig NG SUTAWMOTIKAG epyaciog elval n avamtuén evog  OUOTAUATOC
aoUppatwy SIKTUWV alednTpwyV, XpPNOLLOTIOLWVTOG TEXVOAOYLEG avolyTou Kwdika. H avamtuén
£YLVE TTAVW O€ VA AELTOUPYLKO cUOTNUa Baolopévo oto Linux. Mo TV UTIOoTN PLEN TWV CUCKEUWV
oo TO AELTOUPYIKO cUOTNUA XPELAZETOL N AVATTUEN TwV avtiotowv driver. H emikowwvia
HETAEL TWV CUCKEUWV OXESLAOTNKE o TtV apxn. Baciletal oto npotumo IEEE 802.15.4, mavw
Qo To OTMoLo XpNoLormoLeital Eva MPwWTOKoAAo §popoAoynong Tumou Sévipou, mou Sev amarltel
N yvwon tTwv dleubuvoewyv Twv evOLAPECWV KOUPBwWV yLo TNV amooToAr] S£S0UEVWY KOl LELWVEL
Tov aplBud tTwv amootoAwv péoa oto Siktuo. EMumAfov, €vog HNXAVIOUOG €EOLKOVOUNONG
EVEPYELOG LELWVEL TNV KATAVAAWGCN EVEPYELAG TWV KOUBwWV. To clotnpa uTtootnpilel €va cUvoAo
QIO EVTOAEC TIOU ETILTPETOUV OTO XPHOTN VAL EAEYXEL TN CUUTIEPLDOPA TWV KOUBWY KaBwG Kat TNV
€UKOAN gyKOTAOTAON TOUC. TOo cUOTNUA TTIOU avamntuXOnke SOKIUAOTNKE OTO EPYOOTHPLO YLA Va
emBeBaiwbel OtTL eival aflomoto KabBwg emiong KoL yla Tt UETPNON XOPOAKTNPLOTIKWY TOU
SktUoU OTWG PUBUOG peTddoong SeSOUEVWYV KAl KATAVAAWGCN EVEPYELAG.

NepiAndn



Abstract

Wireless sensor networks, a key part of the Internet of Things, solve the problem of measuring
environmental conditions, without requiring physical presence of the owner. This method has
many advantages, like flexibility and low cost, that make it popular to many applications. As the
Internet of Thing grows, the demand for WSN in both industrial and home application increases.
For this reason, the technological improvement for these networks has big significance. Apart
from that, there are many challenges like reliability, high throughput and long battery life, that a
wireless sensor network needs to overcome to achieve the desired outcome. Usually each
application requires custom implementations to work, that makes the commercial solutions less
appealing due to increased cost and limited flexibility.

This thesis describes the development of a system for wireless sensor networks, using open
source technologies. As a platform, a Linux based real-time operating system is used to facilitate
the system implementation. The development of hardware drivers is needed to integrate the
hardware to the OS. The communication between devices is designed by scratch. It is based on
the IEEE 802.15.4 standard, over which a tree-based routing protocol is used to make the network
address free and minimize the network traffic. A synchronous sleeping mechanism is highly
increasing the lifetime of each device to prevent any power related issues. The system supports
a set of commands that enable the user to control the behavior of the network and permits easy
deployments. The performance of the system is tested in the lab to verify the reliability and
measure important network characteristics like throughput and energy consumption.
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BE Back-Off Exponent

CCA Clear Channel Assessment
CRC Cyclic Redundancy Check

CS Carrier Sense

CSMA-CA Carrier-Sense Multiple Access with Collision Avoidance

CTP Collection Tree Protocol

ED Energy Detection

ETX Expected Transmission

FCS Frame Check Sequence

FFD Full Function Device

FIFO First in First Out

GTS Guaranteed Timed Slot

IEEE Institute of Electrical and Electronics Engineers
LIFO Last in First Out

LQl Link Quality Indication

Lal Link Quality Indicator

MAC Medium Access Control

MCU Microcontroller Unit

MPDU Mac Protocol Data Units
MQTT MQ Telemetry Transport
MSDU Mac Service Data Unit

NB Number of Back-Off Periods
0OslI Open System Interconnection
OTG On the Go

PAN Personal Area Network

PCB Printed Circuit Board

PHR PHY Header

PHY Physical Layer

PPDU PHY Protocol Data Units

PRR Packet Reception Rate

PSDU Physical Service Data Unit

RF Radio Frequency

RFD Reduced Function Device
RSSI Received Signal Strength Indicator

Abbreviations



SHR Synchronization Header

SPI Serial Peripheral Interphase

SRAM Static Random-Access Memory

TCP Transmission Control Protocol

THL Time Has Lived

UART Universal Asynchronous Receiver Transmitter
UDP User Datagram Protocol

WPAN Wireless Personal Area Network

WSN Wireless Sensor Network

Abbreviations



Chapter 1 Introduction

Internet of Things is an emerging topic of technical, social, and economic significance that
promises to transform our lives. It is an ecosystem of connected devices accessible through the
Internet. Computers, smart devices like smartphones or TVs, wearables and sensors are examples
of loT devices. Especially sensors have a wide range of applications in industry and domestic use
such as health care, security, agriculture, automation, industrial production and smart homes.

Wireless sensor networks refer to a group of distributed sensor nodes (nodes) dedicated to
monitoring environmental conditions such as temperature and pressure, machinery
maintenance, structural health for buildings and thread detection. The nodes are composed of a
sensor element, responsible for converting the measured conditions to electrical impulses, a
micro-controller, which is the brain of the node, and a radio transceiver capable of transmitting
and receiving messages. The radio typically has a limited range of a few meters or tens of meters,
depending on the technology and antennas used.

Nodes cooperatively communicate with a device called gateway that has the ability to transfer
data to the Internet. Usually the target is to cover a large area, thus increasing the number of
nodes in the network and the distance between them. Most times there are accessibility issues
not allowing a person to attend and solve problems on site, such as missing nodes or nodes with
exhausted battery. For this reason, the network must be capable of self-healing from
communication failures. Also, it must be able to operate in low-power mode for an extensive

period.

In order to communicate, all the devices in the network use a specific protocol. A network
protocol is a set of rules that all the devices follow to communicate. Obviously, the network
protocol plays a central role in the system’s ability to operate successfully even when there are
individual node failures. Although there are many commercial solutions, most of them have
limitations because of closed source policy that does not facilitate any optimizations or

extensions.

In this thesis, a wireless sensor network is developed, using an open source operating system. A
tree-based routing protocol is used to keep network maintenance related traffic as low as
possible. To minimize energy consumption, nodes operate in two states, normal and low-power
mode. The network can recover from communication and node failures. Also, the system can be
easily deployed with minimum human intervention.

Introduction



The rest of the thesis is organized as follows. Chapter 2 summarizes the technologies used to
implement the system. Chapter 3 introduces the functional objectives. Chapters 4 and 5 describe
the design and implementation of the system. Chapter 6 presents the experiments that were
performed to evaluate the implemented system prototype. Finally, Chapter 7 summarizes the
work and proposes possible extensions.

Introduction



Chapter 2 Background

2.1 |EEE 802.15.4

IEEE stands for the Institute of Electrical and Electronics Engineers, a non-profit organization,
founded in 1884 for the purpose of consolidating ideas dealing with electrotechnology [1]. IEEE
produces over 30% of the world's literature in the electrical and electronic engineering and
computer science fields, publishing well over 100 peer-reviewed journals and magazines [2].

IEEE 802.15.4 is a technical standard which defines the protocol and interconnection of devices
via radio communication [3] [4]. This standard defines the Physical Layer (PHY) and the Medium
Access sub-layer (MAC). Those two are the lower network layers of a Wireless Personal Area
Network (WPAN).

2.1.1 Devices

IEEE 802.15.4 systems include so-called devices. A device taking part in a WPAN can operate as a
full function device (FFD) or as a reduced function device (RFD). In turn, FFD devices can operate
either as a coordinator or as a normal device. At least one FFD in the network should be a
coordinator.

RFD devices communicate only with FFD devices, while FFD devices have no restriction. The basis
for this distinction is that RFD intend for applications that are simple, while keeping low cost and
complexity.

2.1.2 Network Topology

The standard supports two types of network topologies, the star topology and the peer-to-peer
topology. A WPAN operates in a star topology must include a central node working as a PAN
coordinator. The remaining nodes communicate directly with this central node as shown in Figure
2-1. Most of the times the central node is mains powered while the devices are battery powered.
This topology can be useful for applications like home automation or PC peripherals.

Background



Figure 2-1: Star Topology.

In the peer-to-peer topology, nodes communicate with each other as long as they are in
transmission range, shown in Figure 2-2. This topology includes a coordinator and both FFD and
RFD devices. The peer-to-peer topology is the basis of more complex network structures like
mesh networks.

Figure 2-2: Peer-to-peer Topology.

In both network topologies, every device has a unique 64-bit identification number that is used
for direct communication. This long address can be exchanged for a shorter 16bit address,
allocated by the Coordinator.

In each independent PAN, a unique identification number is chosen by the Coordinator and is
used to communicate within the network using short addresses or with another PAN.

2.1.3 Stack Architecture

The IEEE 802.15.4 stack architecture defined by several blocks called layers, as shown in Figure
2-3. The standard describes the two bottom layers (PHY and MAC).

Background
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Mac Layer

A

h 4

Physical
Layer

Physical
Medium 3

e
Figure 2-3: IEEE 802.15.4 stack.

The PHY layer contains the low-level control mechanisms of the radio transceiver. Each country
has a license-free band available to use. There is also a worldwide license free band at 2400—
2483.5MHz. The radio device must comply with one of those frequencies.

The PHY layer is responsible for transmission and reception of PHY protocol data units (PPDU),
activation and deactivation of the radio transceiver, channel selection, energy detection (ED)
within the current channel, clear channel assessment (CCA) and link quality indication (LQl) of
received data units.

The MAC layer is responsible for the transmission and reception of MAC protocol data units
(MPDU) across the PHY data service, beacon management, guaranteed timed slot (GTS)
management, channel access, frame validation, frame acknowledgment and security

mechanisms.

2.1.4 Data Transfers

Communication between devices follows one of three types of data transfers: (i) device to
coordinator, (ii) coordinator to device and, in peer-to-peer topology, (iii) data transfer between
two normal devices. The procedure for each data transfer depends on whether the network
supports beacon transmissions.

Background



If beacon transmission is enabled, a device first waits to hear a beacon and then sends a data

request using the slotted CSMA-CA algorithm. The request should be acknowledged by the

coordinator and then the data are transmitted using the CSMA-CA algorithm. If beacons are not

enabled, devices send data using an unslotted CSMA-CA algorithm. Figure 2-4 shows both cases.

Coordinator

Data request

L Device ] L Coordinator ]

ACK

Data

ACK

Figure 2-4: Transmission from a device to the coordinator with beacons enabled (left, disabled (right).

Coordinator

Beacon

L Device ] { Coordinator J

Data request

Data request

Device

ACK

ACK

Data

Data

ACK

ACK

Figure 2-5: Transmission from the coordinator to a device with beacons enabled (left, disabled (right).

If the coordinator wants to send data to a device in a beacon-enabled network, it first sends a

beacon, indicating that data is pending. The device then sends a data request using the slotted

CSMA-CA algorithm. The coordinator sends an acknowledgement, followed by the data, using

the slotted CSMA-CA algorithm. The device finally sends an acknowledgement. If beacons are not

enabled, the procedure is the same without the beacon message, and the slotted CSMA-CA

algorithm is replaced by the unslotted CSMA-CA algorithm. Figure 2-5 shows both cases.
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2.1.5 Frame Structure

The IEEE 802.15.4 standard defines four frame types: (i) the beacon frame used by the
coordinator, (ii) the data frame, (iii) the acknowledgement frame, used for confirmation of frame
reception and (iv) the MAC command frame.

In each case, the MAC layer forwards the data unit to the physical layer. The latter forms the PHY
Protocol Data Unit (PPDU) containing the synchronization header (SHR), the PHY header (PHR)
and the Physical Service Data Unit (PSDU). The SHR contains the preamble sequence, used for
symbol synchronization, the start of frame delimiter indicating the start of the physical header,
the frame length of the PSDU and the PSDU containing the Mac Protocol Data Unit (MPDU),
shown in Figure 2-6. Figure 2-7 to 2-10 show the MPDU for each frame type.

L 1 1
Preamble Hrl'!“-' ':IIE Frame MPDU
Sequence rame Length
Delimeter
! SHR ' PHR ! PEDU
Figure 2-6: The PPDU structure.
2 1 i to 20 T 2
Frame Sequence e I , -
Control Mumber Addressing Flelds Fayload FCE
! MMHE ! MEDU ! MPR
Figure 2-7: The MPDU structure of the data frame.
2 1 1 to Z0 1 T 2
Frame Sefquence I Command . . y .
Contral rramber Addressing Flelds Type Command Payload FCS
! MHA ! MEDU ! MFR
Figure 2-8: The MPDU structure of the command frame.
2 1 1 te 20 2 k m T 2
Frames Sequance e — Superframe | GTS Panding - o .
Cantral Mumber Addressing Flelds Spectiication |Flelds | Address Flelds Beacon Payload [ FCS

! MHR ! MEDU ' MFR

Figure 2-9: The MPDU structure of the beacon frame.
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Frams Saquance

. Sp—
Contral Mumber FCE

! EHR ' MFR

Figure 2-10: The MPDU structure of the acknowledgement frame.

The frame control field provides relevant information about the frame. The sequence number,
which increases by one for each new frame, serve as the unique identifier. The addressing fields
have the source and destination address, and the frame control determine the length. All the
payload fields contain the data of the packet. The Frame Check Sequence (FCS) field is the cyclic
redundancy check (CRC), used for error detection. The super frame specification, the pending
address and the GTS fields provide information relevant to beacon enabled networks.

2.2 CSMA-CA Algorithm

The Carrier-sense multiple access with collision avoidance algorithm decides if the RF medium is
ready to transmit a packet. Prior to transmitting, the node listens if someone else is transmitting.
If so, the node waits for a random period before trying again. If the channel is free, the node
sends the packet. Figure 2-11 shows the unslotted version of CSMA-CA algorithm. The node
maintains two variables, the back-off exponent BE, which means how much time the node has to
wait and the number of back-off periods NB that the algorithm was required to wait. NB is
initialized to zero. After a delay, the node assesses the channel and if it is not idle, increases NB
and tries again.

Background



Unslotted
CSMA-CA

L
‘ NB=0 ‘

BE = macMinBE

L J

Delay random

2BE -1 back-off
periods

A

NB++
BE = min(BE++, MaxBE)

Return success

Return Failure

Figure 2-11: CSMA-CA algorithm.

There are three techniques, used by the CSMA-CA algorithm, to assess if the channel is clear [4],
[5]. The first, called energy detection (ED), reports that the medium is busy if there is a signal
above a threshold. The second, called carrier sense (CS), considers that the medium is busy when
it detects a signal with the modulation and spread characteristics of IEEE 802.15.4. This signal
level may be below the ED threshold. The third technique is a combination of the previous ones
and reports that the medium is busy only upon detecting a signal above the ED threshold with
the modulation and spread characteristics of IEEE 802.15.4.

The energy detection refers to the ability of the receiver to detect energy level present on the
current channel based on the noise floor, ambient energy and interference sources. The
threshold should be at most 10 dB greater than the specified receiver sensitivity. The carrier
sense refers to the ability of the receiver to detect the IEEE 802.15.4 signal preamble.
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2.3  Zephyr OS

Zephyr OS [6] [8] is a real time operating system based on Linux, suitable for embedded devices.
The neutral policy and small memory footprint of Zephyr make it perfect for loT applications. It
is an open source project, written in C language and support many boards and peripherals. The
source code is available in GitHub [7] along with a command-line tool called West, which provides

a multiple repository management system.

2.3.1 Threads and Scheduling

The Zephyr kernel services support two types of thread, cooperative and preemptible threads.
Each thread can be in ready or unready state and has a priority level. The kernel supports a
virtually unlimited number of thread priority levels, as shown in Figure 2-12. A thread with
negative priority level is cooperative. Once it becomes the current thread, it remains the current
thread until it explicitly makes an action through which control is given to another thread, as
shown in Figure 2-13. Positive priority level means that the thread is preemptible and execution
can be interrupted by other ready preemptible threads with higher priority or cooperative
threads, shown in Figure 2-14.

Idle thread {cooperative) ldle thread (preemptible)

< - T
| 1 1T 1 |
1

- CONFIG_NUM_COOP_PRIORITES CONFIG_NUM_PREEMPT_PRIORITIES - 1

B Lower priorit
P Lower priority

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

cooperative threads preemptible threads

Figure 2-12: Priority level of threads.
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Figure 2-13: Cooperative thread scheduling.

High

Preemption
- ) Thread 3 -----~ Completion
_ sl

1 i
Thread 2 | Thread 2 L -

Thread 1 Thread 1 =~ pessesses >

Thread Priority

Low

Y

Time

Figure 2-14: Preemptible thread scheduling.

The kernel also supports so-called work queue threads, dedicated to the processing of specific
work items added to a work queue. Work queue threads are typically used by interrupt handlers
to offload non-urgent processing.

The kernel includes semaphores and mutexes, used for thread synchronization. A thread can
“give” a semaphore in order to allow other threads to enter a critical region, and “take” a
semaphore in order to enter a critical region, as shown in Figure 2-15. Semaphores maintain a
counter that increases each time when the semaphore it is given and decreases each time it is
taken. When it is zero, the semaphore does not allow any threads to enter.

11
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Figure 2-15: Thread synchronization using a semaphore.

Figure 2-16: Thread synchronization using a mutex.

Mutexes provide exclusive access to a critical region. A thread can lock a mutex, if unlocked, to
enter and then unlock it, shown in Figure 2-16. Else, if the mutex is already locked, the thread is

blocked until the mutex is unlocked by another thread.

2.3.2 Data Passing

The operating system supports several data structures to pass data between threads. The FIFO
object implements the traditional first-in first-out queue. Data flows from one direction to
another, maintaining their initial order. The LIFO object supports data passing in the reverse
order. There are also pipes that allow threads to send byte streams either synchronously or

12
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asynchronously. The ring buffer object is a circular buffer where data stored in FIFO order. It is
used for sending small byte streams or raw data. Figure 2-17 presents all the above structures.

Figure 2-17: Push and pull data from (a) FIFO, (b) LIFO and (c) ring buffer.

2.3.3 Timing

Timer is a kernel object used to measure time based on the kernel’s clock. When a timer reaches
the specific limit, the handler function takes control by interrupting the execution of the current
thread, similar to interrupt functions. Timers can measure time in a range of milliseconds and
used in cases that high precision is a requirement.

2.3.4 Llogging

The operating system provides a logging interface. Log messages pass from a front end and are
processed by the back end. There are four severity levels of logs, information, warning, error and
debugging. The default configuration has the UART as a back end and output contains the time,
the relevant string along with the thread and function that recorded it.
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2.3.5 Network Stack

The network stack comprises different layers, and each one offers services to the others as shown

in Figure 2-18.
The Network Application is the top layer. It can access the application-level protocol libraries to

send or receive data. This layer can also access the Network Management APl to configure

network parameters.

Figure 2-18: Network Stack.
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The Network Protocol layer implements different popular protocols. It is divided to two sub-
layers: Application-level protocols like MQTT, and the Core-level protocols like TCP and UDP.

The L2 Network Technologies layer hides the complexity of different networking technologies
from the upper layers. It provides a generic API that includes basic functions for sending/receiving
data, enabling/disabling traffic over the network interface, and retrieving information regarding
the capabilities of the hardware like multi-cast or promiscuous mode. Includes protocols like
Ethernet, Bluetooth and IEEE 802.15.4.

The Network Device Drivers is the bottom layer. It includes the driver implementation for the
supported hardware and handles the physical data send and receive.
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Chapter 3 User Model

3.1 Overview

The user can communicate with the coordinator to receive information and configure/control

the WSN, using a command-line program. The user sees the real time measurement of each node.

Alongside the measurements, the user sees information about the existence of weak links

between them. This feature gives the ability to find weak points in the network.

3.2 Commands

The user is able to send commands to the nodes, to change the configuration settings and see

relevant information about the links between them. The target can be either a specific node or

all the nodes in the network. After the command request, the user gets a response with the

requested information or an error message for wrong input.

The complete list of the commands can be seen below:

Command

Description

TX power level

Change the transmission power level of the
radio. There are four available options: low,
medium, high and highest.

Average Sampling

Change the number of samples the node
collects.

Weak link report

The nodes report along with data the
existence of “child” nodes with quality below
the threshold. The evaluation uses the LQl
system of the radio module, when they
receive data frames from their child nodes.

Short address

The frames contain an address of 16-bit length
or 64-bit length. Changing to 16-bit addresses
increases the available data length.

ID

Change the network ID.

Enable/disable routing for different ID

The nodes can forward frames regardless of
the Network ID

Enable/disable aggregation for data frames

Reduce the traffic by concatenating frames
wherever this is possible

Enable/disable Duty Cycle

Enable the transition to low power mode.

Discover Network

Discover all the nodes in the network and all
their links and ETX values

User Model
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Discover Node Discover the communication path of a node
and their ETX values

Change routing timer Change the timer to send network frames.

Reset ETX Value Force a node to reset the ETX value. This may
change its parent node.

Clear routing table Clear the routing table of a node.

SP Change the sleep period of the network

WT Change the wake period of the network.

0os Read the time until the end of the current
sleep period.

ow Read the time until the end of the current
wake period.

3.3 Network deployment, node addition/removal, node grouping

To deploy the network, the user, first, has to execute the command-line tool and then has to
power on the coordinator and connect him to the PC. Changing the sleep period is optional, but
a small sleep period leads to faster synchronization. Afterward, the user should power on the
devices. All of them are synchronized by the coordinator or by other synchronized devices and
find the optimal communication path. Once the network is ready, the user can change again the
sleep period in order to meet the requirements of the particular application.

Adding new nodes is easy, as they can be synchronized by other nodes directly, if they are awake.
If the network is configured to operate with a large sleep period, the user should activate a new
node near the coordinator (to avoid long synchronization delay and battery depletion). Removing
a node affects temporarily the nodes relying on him, but they automatically find alternative

paths.

The user may form groups of nodes and control them without affecting all the nodes. This can be
achieved by changing the identification number of a few nodes. Then, by sending a single
command, the user can change, for example, the sampling rate of the entire group of sensors.
Although the nodes with different identification number receive and forward the command, they

will not execute it as they do not belong to the group.

For applications that require large data transfers, the user can enable the option to use short
address (16bit) to give nodes the largest payload size. For small data transfers, the user can
enable packet aggregation to improve the network performance (note that all data packets have
the same destination).
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Chapter 4 System Design

4.1 Routing Algorithm

The routing algorithm is based on the Collection Tree Protocol [9]. The entire network operates
like a tree, with the coordinator being the root of the tree. Each node is connected with a node
above and closer to the root, as shown in Figure 4-1. The data flows from the leaves to the root.
Nodes generates routes to the root using a routing gradient. The CTP algorithm is address free,
meaning that nodes do not send packets to specific destinations, but choose only the next hop.

Figure 4-1: Tree based WSN.

The CTP uses expected transmission (ETX) as the routing gradient. The ETX metric is a measure
of the quality of the path between two nodes. The ETX value of a path varies from 1, which
indicates a perfect transmission, to infinity, which indicates a non-functional path. The root has
always ETX value of 0, while the other nodes take the ETX value of their parent node plus the ETX
of the link to the parent node. For example, assuming node n; has node n; as its parent, as
shown in Figure 4-1, the ETX value of n; is calculated as: ETX; = ETX; + ETX;jny- If more than

one candidate nodes exist, CTP chooses the node with the lowest ETX value.

As shown in Figure 4-2, the three nodes initially have an invalid ETX value, so all of them send a
local broadcast to their neighbors (4-2i). The root node receives the frames for the first two nodes
and replies with another local broadcast (4-2ii). The two nodes after the reception of the root’s
broadcast message, calculate their ETX value and send another broadcast message to inform
their neighbors (4-2iii). The last node receives the messages and calculates his ETX value (4-2iv).
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Figure 4-2: The node’s procedure to estimate their ETX value.

4.2 Routing Gradient ETX

As mentioned, the node’s ETX value is based on the ETX value of its parent plus the estimation of
ETX value for the link between them. The ETX link value measures the performance of the link
between two nodes. The estimation [9]—[11] is based on the packet reception ratio of the data
and network frames and can be summarized in Equations 1 and 2.

ETXink = = 2 - :
. (2)
ETXink + PRRrouting
ETX ik = 2

The ETX value changes when a node forwards data frames or command replies to the parent
node, following Equation 1. The PRR,. is the packet reception rate and is measured every five
packets following Equation 3. The numerator is the number of transmitted frames and the

denominator is the number of the acknowledged frames. This method is based on a method
proposed by Woo [12].
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#packet send (3)
#packet ack

PRRgck =

When all the frames are not acknowledged, then the PRR . is the total number of the fames
plus one. Figure 4-3 shows the estimation of PRR ., while transmitting frames to the parent
node. Green squares represent acknowledged frames and red squares not acknowledged frames.

Figure 4-3: PRRqck estimation.

The ETX value changes when a node receives network frames, following Equation 2. The
PRR;oyting is the network packet reception rate and is measured every two received network
frames, following Equation 4 proposed by Woo [12]. Nodes keep information about the
PRR;oyting, for every node that sent a network frame. The average of the previous value and the
number of the received network frames divided by the total number of network frames that the
node sent is used to estimate the PRR;4yting- The number of network frames that a node missed

can be calculated by keeping the sequence number of the received network frames.

#received NF (4)
+ CHtotal NF
2

PRRrouting

PR Rrouting =

First, we calculate the division (#received NF / #total NF ) every two received network
frames (from the same node) and then we calculate the PRR;.yting, that is the average with the

previous result. Figure 4-4 shows the estimation of ETX value.
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Figure 4-4: PRRrauting estimation.

The ETX ;i is the average of the previous value of ETX;;,,;, and either the PRR ;.
or the inverted PRR;oyting (Equation 1and 2). Figure 4-5 shows the ETX);,; estimation.

Figure 4-5: ETX link estimation.

4.3 Frame Types

There are 3 types of frames in this protocol, the data frame, the network frame, and the
command frame. These are discussed in more detail in the following.

4.3.1 Data Frame

The data frame is used to transfer data to the parent node, using a unicast transmission. When a
node receives a data frame, this is forwarded to its parent node. Figure 4-6 shows the structure
of the data frame. The first two bytes are the frame control bytes and exist in every frame type.
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Figure 4-6: CTP Data Frame.

The role of each field is briefly as follows:

The Rooting Pull bit allows the node to request routing information from its neighbor
nodes. When a node receives a frame with the routing pull bit set, it must transmit a
network frame.

The Congestion bit informs the neighbor nodes that the node is forced to drop a packet.
The Frame Type bits denote the type of the frame.

The Address Type bit denotes whether the address has 16bit or 64bit length.

The Aggregation bit indicates the existences of a piggy-back frame.

The Weak Connection bit informs the coordinator that there is an inferior quality link
along this route.

The Reserved bit is currently not used.

The ID byte is the network ID of the source node.

The ETX bytes contain the routing gradient of the source node. When a node forwards a
data frame, it replaces this information with its own ETX value.

The THL (Time Has Lived) byte is the number of hops for this route. When a node
generates a data frame, it sets this to zero. Every other node in the routing path increases
it by one.

The Sequence Number byte is an identification for this data frame. The origin node
increases it for every generated data frame.

The Collection ID byte serve as an identification for the type of data embedded to this
frame.

The Origin bytes declare the origin node. The length of the address depends on the
address type.

Finally, the payload contains the actual application-specific data.
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The ETX and THL are the only fields that change during the forwarding. The origin and sequence
number fields denote a unique origin packet and along with THL denote a unique packet instance
within the network. The nodes keep a small cache with information (origin, sequence number,
THL) about the frames they forward.

There are some ground rules that every node has to follow when receives a valid data frame.
First, the ETX value inside the packet should always be greater than the receiving node's ETX
value, else there is a network inconsistency and the receiving node should transmit a network
frame before forwarding this frame. This rule comes from the fact that the ETX value produced
by the parent’s node ETX plus the link ETX. The link ETX value cannot be zero, therefore a node’s
ETX value is greater than the parent’s. Secondly, if a node receives a data frame and the tuple
(origin, THL, sequence number) exists in the cache, then it has to drop the frame as this is a
duplicate (it has already been received at an earlier point in time). Thirdly, if a node receives a
data frame and the tuple (origin, sequence number) exists in the cache, but the THL value is
different, then there is a routing loop (the node has already received and also forwarded this
packet in the past. To solve this problem, the node transmits a network frame and delays the
transmission of this frame.

4.3.2 Network Frame

The network frame provides routing and duty cycle information to nodes, and it is a local
broadcast transmission. Figure 4-7 shows the structure of the network frame.

Sequence Number

Wake time left (msec]

Wake time left (msec} ‘ Sleep time left (msec)

Sleep time left (msec]

Sleep time left (msec) Sleep Time

Sleep Time:

Sleep Time Wake Time

Wake Time

Wake Time Parent Node

Parent Node

16 bit

Figure 4-7: CTP Network Frame.
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The first four bytes are similar to the data frame. The role of all other fields is briefly as follows:

e The Sequence Number byte serve as an identification for this network frame. The origin
node increases it for every generated network frame.

e The Wake Time Left is the time until this node enters the low-power mode.

e The Sleep Time Left is the time until this node enters the normal-power mode.
Since all the synchronized nodes cannot receive or send frames while operating in low-
power mode, this field contains the sleep period of the current cycle. On the other hand,
the coordinator remains active and uses this field to inform a new node about the time
that he must wait until the network will be in an active state.

e The Sleep Time bytes declares the next cycle configuration for the sleep period.

e The Wake Time bytes declares the next cycle configuration for the wake period.

e The Parent bytes contain the address of the parent node.

Each node needs to receive at least one network frame to join the network. When a node receives
a network frame, it compares the Sleep Time and Wake Time values with his own. If the
configuration has changed, the node must transmit a network frame to notify the other nodes.

When a node receives a network frame, it must update his routing table and calculate the new
ETX value. If this is significantly less than the old ETX value, transmits a network frame to notify
the other nodes.

When a node receives a network frame with the routing pull bit set, it transmits a network frame.
Nodes use an exponentially increasing timer to transmit network frames. If for any reason a node

has to transmit a network frame, it resets the timer.

4.3.3 Command Frame

The command frame is used to send commands and receive the result. The coordinator is the
only node able to send new commands.

When a node receives a command frame, it compares the target address with his own. If it is the
same, the node executes the command and generates a command reply. Else, the node transmits
it with local broadcast. The command replies are transmitted to the parent node using unicast
transmission, like a data frame. Figure 4-8 shows the command frame structure.
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Rooting
Pool

Congestion

Address

Weak
Frame Type Type Aggregation Connection reserved D

THL Sequence Number

Read

Command 1D Target Node

Target Node Parameter/ Response Length

Response... (optional)

16 bit

Figure 4-8: CTP Command Frame.

The first four bytes are the same as the data frame. The role of all other fields is briefly as follows:

The THL (Time Has Lived) byte is the number of hops for this path. When a node generates
a command reply, it sets this to zero. Every other node in the routing path increases it by
one. If this is a command request, this field is zero.

The Sequence Number byte serve as an identification for this command frame. The
coordinator increases it for every generated command frame.

The Read bit denotes if the coordinator request to set or read the value of the command
register.

The Command ID byte contains the command identification.

The Target Node bytes are the address of the target node.

The Parameter byte contains the command’s parameter. If this is a command reply, this
field contains the length of the reply.

The Response Payload bytes contains the command reply. The command request does
not use this field.

There is a small cache to recognize and ignore duplicate command frames using the sequence

number for command requests and THL along with the sequence number for command replies.

When a node receives a command request, it updates the ETX value of the origin node in the

routing table. When a node receives a command reply, it increases the THL value, updates the

ETX value inside the frame with his own, and then sends it to its parent node.

After each transmission, there is a delay to prevent self-interference. The delay depends on the

transmission time. For a transmission time p, the delay is a random number between
(1,5p, 2,5p).
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4.4 Command Subsystem

The commands sent by the user are transferred to the coordinator using the UART. The
coordinator is responsible for verifying that the received data compose a valid command, a
parameter and the target address. The target may be a specific node or all the nodes.

There are two types of command frames the command request and the command reply. The
command request is used to send a command to the target node. The command reply is used by
the target node to send a response back to the coordinator.

The command request is transmitted with broadcast and contains the sequence number, the
read field, the command ID, the target node, and the parameter. The command reply is
transmitted with unicast and contains the THL, the sequence number, the read field, the
command ID, the target, the response length and the response. Both instances contain the frame
control byte, the ID and the ETX field. To distinct the two instances, the first bit of the command
ID is O for command request and 1 for command reply.

Figure 4-9: Command transmission from the user to the device.

Figure 4-9 shows the command transmission from the user to the target node and the command
reply back to the coordinator. The command from the user is received by the coordinator and
the command frame is constructed. Then it is transmitted with broadcast from the nodes. The
target node receives the command request, generates the command reply and sends it with
unicast to the coordinator.
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4.5 Duty Cycle

The coordinator oversees the operation of duty cycle and is the only node that can change the
sleep time and wake time. All other nodes try to synchronize their clocks, to maintain a global
network state. Figure 4-10 shows the coordinator’s process.

Figure 4-10: The Coordinator’s duty cycle.

Four variables are used to drive system operation. The wake time (WT) and sleep time (ST) are
the times for the new cycle. The operational wake time (OS) and operational sleep time (OS) are
the times of the current wake and sleep period. At the start of the cycle, OS and OW take their
values from ST and WT, then a timer counts for OW time. At the end a handler function changes
the state to sleep state, and the timer counts for OS time.

The coordinator sends periodically network frames during the wake network state, containing
the ST and WT for next cycle, the wake timer value until the network state changes and the
current OS value.
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A node synchronizes when receiving one network frame from the coordinator or any other
synchronized node. This is done by setting the timer values as temporary wake and sleep period,
and the WT and ST for the next cycle.

Synchronization of a node during sleep network state is possible only by the coordinator. A new
node that joins the network, sends a network frame requesting routing information, and the
coordinator replies with another network frame containing the ST, WT, the wake timer value,
that is zero as the network is in sleeping state and the sleep timer value. The new node uses the
sleep timer value to wait until the start of the next cycle.

The clocks of the nodes may drift in time, possibly at a different rate. To compensate such drifts,
nodes estimate the difference between their clocks and the Wake Time Left value that exists in
every received network frame. If the difference is greater than a threshold, the nodes will correct
their clock next time they receive a network frame from their parent node, by adjusting the
remaining wake time. In this way, each node remains synchronized with its parent node.
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Chapter 5 System Implementation

5.1 Hardware

The system includes two types of nodes, the coordinator and the ordinary nodes. All nodes have
an RF module to communicate with each other. In addition, the coordinator needs at least one
USB port to communicate with an external computer, such as PC, and an optionally second one,
can be used to print runtime logs (the logging interface implemented by the OS uses the
debugger’s USB port).

The current implementation uses the NUCLEO-L496ZG platform [13], [14] as the coordinator, and
the NUCLEO-L476RG and NUCLEO-F401RE platforms [15], [16] for the nodes. All platforms are
supported by Zephyr OS. The radio module used in this implementation is the Microchip
MRF24J40MAT-I/RM, which needs a suitable driver to be used with Zephyr OS.

Figure 5-1: Left the Nucleo-L496ZG and right the Nucleo-L476RG.

Figure 5-2: MRF24J40MAT-I/RM.

The NUCLEO-L496ZG board features an ARM Cortex-M4 based STM32L496ZG MCU, with 1MB
flash memory and 320KB SRAM, USB OTG 2.0 ports and supports up to 20 communication
interfaces. The NUCLEO-L476RG board features an ARM Cortex-M4 based STM32L476RG MCU,
with 1MB flash memory and 128KB of SRAM and up to 18 communication interfaces. The
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NUCLEO-F401RE board features an ARM Cortex-M3 based STM32LQFP64 package with 512KB

flash memory and 96KB of SRAM. All boards have integrated the ST-LINK debugger/programmer
for easy access.

Figure 5-3: Nucleo Boards Layout.

The Microchip MRF24J40MAT-I/RM [5], [17] is a 2.4 GHz |EEE 802.15.4 compliant RF transceiver
module. It is compatible with ZigBee®, MiWi™, MiWi™ P2P and Proprietary Wireless
Networking Protocols. It has a small size (7.8 mm x 27.9 mm), integrated crystal, internal
voltage regulator, matching circuitry and a PCB antenna, as shown in Figure 5-4. The module
has a hardware CSMA-CA mechanism, an automatic acknowledgment response and an FCS

check. It also supports all CCA modes and provides estimates of RSSI and LQl. It is also capable
of automatic retransmission and features a hardware security engine.

Figure 5-4: MRF24J40MA layout.
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The radio module is connected to the nucleo boards via a 4-wire SPI interface and has 3 more
pins, the interrupt, the wake and the reset, as shown in Figure 5-5. The interrupt pin is used to

trigger the interrupt function of the driver. The wake pin is used to put the module to low-power
mode and the reset pin to do a hard reset when this is necessary.

Figure 5-5: MRF24J40MA pin layout.

5.2  Software Architecture

The coordinator and the ordinary nodes both follow the same software architecture, which
comprises three layers, as shown in Figure 5-6.

Figure 5-6: Software Architecture.
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5.2.1 MRF24J40 Driver

The bottom layer includes the radio device driver that is responsible for communication with the

radio device and the network layer. The driver is implemented using the C language, and the

hardware is imported to the operating system using device-tree bindings and kernel

configuration described with YAML language and Kconfig symbols.

The driver includes two preemptible threads, the first initializes and controls the radio device,

and the second receives incoming frames and stores them temporarily. There is also a worker

thread that triggered after the frame reception. The worker thread is responsible for verifying

that the received frame is a valid frame, allocating the memory needed and notifying the network

layer.

The radio driver also provides an API to network layer that includes the following functions:

The Transmit Function transfers the packet to radio device and returns the result from
the interrupt handler. The transmission is considered as failed if an expected
acknowledgement is not received within the expected time window or the radio device
reports that channel is busy.

The Start and Stop Functions put the radio device in normal and low-power mode,
respectively.

The Filter Function changes the IEEE 802.15.4 configurations like the address or the PAN
ID.

The CCA Function performs an energy detection on the channel.

The Get Capabilities Function reports the radio module specifications to the network
layer.

Figure 5-7 shows the internal structure of the driver. Colored with green are the major

components like thread and handler functions. Colored with blue are the relevant libraries,

interfaces and data structures. Colored with red is the hardware.
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Figure 5-7: Radio Driver Internal Structure.

5.2.2 Network Layer

The Network layer includes the IEEE 802.15.4 drivers and the network interface. The
implementation is based on the existing infrastructure of the operating system, with a few
extensions in order to better support this particular type of network. The API consists of the
following functions:

e The Init function is called from the protocol level and initializes the network interface and
the IEEE drivers as a non-beacon IEEE802.15.4 network.

e The Send function is called from the protocol level to send a packet. It takes as a
parameter the payload of the packet and creates the MAC header. Then the MSDU is
passed on the driver layer.

e The Receive function is called from the driver layer when a new packet is received. The
function checks and decomposes the packet. If it is a valid MAC frame, the functions push
the packet to the RX FIFO queue.

e The Enable function can be used to enable or disable the network interface.
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5.2.3 Protocol Layer

The protocol layer is responsible for the CTP routing algorithm, the duty cycle and either the data
collection (normal nodes) or the communication with the PC (coordinator). This layer
implemented using the C language. Figures 5-8 and 5-9 show the internal structure for this layer.
It consists of three threads, described in the following.

Figure 5-8: Internal structure of a normal node.

Figure 5-9: Internal structure of the coordinator.
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System Implementation

Figure 5-10: Protocol thread diagram.
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The first thread implements the basic functions of the CTP protocol. It receives and decodes
incoming frames from the lower layer, constructs new frames and stores them to the TX queue,
maintains and synchronizes the duty cycle and executes received commands. Incoming frames
are stored in a lower level FIFO. As shown in Figure 5-10, the protocol thread pulls the new frame
and compares the THL, sequence number and origin node with corresponding values in cache.
This procedure reveals if the new frame is a duplicate, or if there is a network inconsistency. For
incoming data frames or command replies, the packets are added to TX FIFO to be forwarded
from the TX thread. For incoming network frames, the thread compares the wake time left to
find the drift and updates the duty cycle configurations (sleep time and wake time). For command
frames targeting other nodes, the frames are added to TX FIFO. If the target is this node, the
thread executes the command and a new frame (command reply) is constructed.

Figure 5-11: TX thread diagram.

The second thread or TX thread, shown in Figure 5-11, pulls frames from the TX FIFO and
transmits them using the network’s layer functions. For each unicast transmission, the ETX value
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is updated. If a unicast frame cannot reach the destination, the TX thread tries one more time. If
it fails, transmits a network frame, waits for incoming network frames to update the parent node
and then retries. To avoid transmissions at the end of the wake period, the thread stops
transmitting new frames, approximately one second before the transition to low-power mode.
When the network operates in low-power mode, only the coordinator is able to transmit network
frames to synchronize new nodes.

The third thread for a device that operates as an ordinary node is used to collect measurements
from the sensors and store them in a queue. Then waits until the next cycle. It is active only for
a brief period in each cycle. In the coordinator, the third thread is used to establish
communication with the PC, via a UART, and to transfer incoming data and command replies. The
incoming command request from the user are decoded and added to a command queue.
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Chapter 6 Experiments and Evaluation

6.1 Power Consumption

The power consumption of a node can be broken down to the consumption of the micro-
controller and the consumption of the radio module. To measure the consumption of the micro-
controller, we remove the JP6 (IDD) jumper on the top side of the nucleo board and then connect
an ammeter. To measure the consumption of the radio module, we connect the ammeter
between the nucleo device and the radio device.

There are three execution phases, each one with different power consumption: (i) the RX phase,
when the radio device waits for or is receiving incoming frames; (ii) the TX phase, when the radio
device is transmitting frames; (iii) the sleep phase, when the radio device is not operating and
the MCU enters a low-power mode. Figure 6-1 shows the power consumption for each phase.

Figure 6-1: With blue the power consumption of the radio device in each phase. With red the power
consumption of the nucleo board.

The power consumption for the sleeping period is relatively low and can be further improved, if
the MCU enters the deep sleep mode
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6.2 Topology

As power consumption depends on the total number of transmitted frames, the network
topology is a significant factor for network performance.

6.2.1 Star Topology

First, an evaluation is conducted using a star topology, as shown in Figure 6-2. In this case, three
nodes communicate directly with the coordinator.

Figure 6-2: Network Topology.

We measure the traffic of each node in each wake period. Figure 6-3 shows the results. All nodes
send at least one data frame in each wake period. The spikes are network frames send from the
nodes to inform their neighbors about their ETX values. As time passes by and the network
becomes stable, between the 7" and 215t wake period, the transmission of network frames
becomes less frequent.
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Figure 6-3: Total number of transmitted frames for each node.

At point A, we change the duration of the sleep period of the network, thus each node transmits
network frames. At point B we change the duration of the wake period and, as expected, the
nodes send network frames frequently. Finally, at point C, the old coordinator is replaced with a
new one, which has different sleep settings, while the old coordinator is removed from the
network, as shown in Figure 6-4 (i).

Figure 6-4: Network topology while replacing the coordinator.
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The new coordinator transmits a network frame. All nodes take the new duty cycle settings from
the new coordinator and transmit network frames to inform their neighbors. However, for a
while, nodes 1-2-3 keep as their parent node the old coordinator because the last ETX value that
each node had for the old coordinator is equal to the estimate for the new one. This changes as
they are trying to send data frames and fail. The estimated ETX value increases, causing more
network frames to be transmitted in order to find an alternative route. At this point, the estimate
ETX value for the old coordinator is higher than the estimate for the new one, that causes the
change of the parent node.

Interestingly, after nodes update their parent, node 3 selects node 2 as its parent node (instead
of the new coordinator), thus it appears to be 2-hops away from the new coordinator, as shown
in Figure 6-4 (ii). This can be explained as follows. When the node 3 requests additional routing
information, it first receives the network frame from node 2, which it sets as its parent.
Subsequently, it receives the network frame of the new coordinator, but the estimated ETX value
is not low enough to change its parent from node 2 to the new coordinator. From that point,
node 2 has to forward the incoming data frames of the node 3, which explains the increase in the
number of frames sent by it.

ETX Value

1 3 5 7 =] 11 13 15 i7 13 21 3 25 a7 28 31 X 5 37 30 41 43 a5 47 49 51

Murnber of Wake Periods

—&—MNode1 —4—MNode2 —%—Node3

Figure 6-5: ETX estimation of each device. The spike is the moment that the coordinator is replaced. For a
moment, the ETX value increases as they cannot send data frames. As they select the new coordinator as
their parent node the ETX value decreases again. The Node 3 select another node as the parent node,
which explains the higher ETX value.

The ETX value of each node is shown in Figure 6-5. Every node starts with ETX 1. Until the replace
of the coordinator, there are no transmission failures, thus the ETX is stable. After replacing the
coordinator, every node transmits network frames and synchronizes with the new duty cycle,
without changing their parent node. All nodes maintaining an ETX value for the new coordinator
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that is equal to the old. The following failed data frame transmissions, causing the ETX value to
grow (which is the estimated value for the old coordinator) and as a result, nodes request
additional routing information. At 29t wake period, they change their parent and the ETX value
becomes again 1 as there is no failed transmission to the new coordinator. For node 3 which
chooses node 2 as a parent node, the ETX value fluctuates for a few cycles, because of the
network frame reception rate, before it stabilizes to a higher value than other nodes due to the
extra hop that is made to reach the new coordinator.

6.2.2 Chain topology

In the next experiment, we use a chain topology where each node has a different hop distance
to the coordinator. The topology is shown in Figure 6-6.

Figure 6-6: Chain topology.

In this case, each node must forward to the coordinator incoming frames sent by its immediately
preceding nodes. The total number of transmitted frames for each node is shown in Figure 6-7.

Figure 6-7: Total Number of transmitted frames.

As expected, the nodes closer to the coordinator transmit more frames. After synchronization,
there are two small spikes, at 4™ and 8t wake period, caused by network frame transmission. At
the points A and B, we send a network command to change the sampling rate of all nodes. The
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purpose of the command transmissions is to evaluate the reaction of the network when they are
sent. The command frames cause the two spikes at the points A and B, because they are
forwarded using both broadcast (to forward the command request to the network) and unicast
transmissions (to send the command reply to the coordinator). Between the 10™ and 26™" wake
period, the nodes are not transmitting network frames, because the two command requests
contain routing information. At point C, we change the sleeping period and the nodes send a
network frame. Node 1 failed to transmit a data frame and requests new routing information,
thus the total number of transmitted frames of the nodes in range of node 1, slightly increases
too

2 3 4 5 & 7 B 9 1011 1z 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 ZE 29 30 31 32 33 34

Number of Wake Periods
—=—Node 1 —&—Node2 ——Node3

Figure 6-8: ETX Estimation.

This can be seen in the ETX value of each node in Figure 6-8. The ETX value of node 1 after the
failed attempt to send the data frame, at 27" wake period, slightly increases, and subsequently
the ETX value of the other two nodes, because node 1 exists in their route to the coordinator.

6.3 Throughput

In this experiment, the system throughput is measured. The topology includes two ordinary
nodes in range of the coordinator, as shown in Figure 6-9. Each node tries to send the maximum
number of frames in each cycle. To avoid unbounded memory usage/allocation, the nodes
produce a new frame only after the successful transmission of the previous one. If a transmission

is unsuccessful, the node tries to send it again.
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Figure 6-9: Test Topology

The produced frames are 128 bytes long with an application payload of 108 bytes. The rest 20

bytes of each frame are the IEEE 802.15.4 header, the CTP header and the FCS, as shown in Figure
6-10.

128 Bytes

S Bytes : Bytes ; 108 Bytes “TBytes
Figure 6-10: Data Frame Length.

The number of frames that can be transmitted depends on the wake period of the network,
therefore the test was repeated for wake periods of 10, 15, 20 and 25 seconds. To calculate the

system throughput, we use the payload length of the total number of frames send by the two
nodes. Figure 6-11 shows the results.

Figure 6-11: Throughput during different wake periods.

The results show that increasing the duration of the wake period generally leads to a small boost
in throughput. This is because a small part of the wake period not used to send data but it is
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necessary for the system in order to maintain synchronization between the nodes, either by
sending network frames or by preventing the nodes to send frames right before the transition to
low-power mode. As wake period increases, the amount of time where the node is free to send
data frames increases too and the overhead becomes less significant, leading to higher
throughput.

To support networks with large traffic, the increase of the wake period can achieve the desire
outcome but lead to higher power consumption. By using the wake periods mentioned before, a
sleep period of an hour and a typical AA battery of 2100 mAh, the number of continuous
operating days drops from 292 days for 10 seconds to 197 days for 25 seconds. The other two
configurations last for 252 and 221 days respectively.

6.4 Various other tests

More experiments were performed to test the recovery process of the network, by replacing or
removing nodes. In all cases, the rest of the node adapt to the changes and find another path.
This proves that the protocol is robust.

The duty cycle was tested for various configurations of the wake and sleep period, over an
extended period of time. All nodes and the coordinator had no deviation in their clocks.

In general, the number of the protocol-related frames is relatively low. In addition, the protocol
is address free, meaning that there is no discovery process before data transmissions. During an
experiment with two normal nodes and the coordinator over 360 wake periods, the total number
of transmitted network frames is 40.
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Chapter 7 Conclusion and Future Work

7.1  Summary

In this thesis, a system for WSN is developed as an alternative to other commercial WSN systems.
The system is built using Zephyr OS and comprises 3 layers. The lower layer is the physical layer
that communicates with the radio device to send and receive data. The middle layer is the MAC
layer that uses the IEEE 802.15.4 standard to form and decode the transmitted frames over the
medium. The top layer, which was developed as part of this thesis, implements the CTP protocol,
a tree-based routing algorithm to select and maintain an optimal path for the data flow.
Furthermore, the top layer implements a command subsystem to configure and control the
nodes remotely, a duty cycle subsystem to improve the lifetime of the nodes, and a sensor
subsystem to collect the relevant measurements. The radio module used in this implementation
complies with the IEEE 802.15.4 standard. It offers the low-level control mechanisms like the
CSMA-CA algorithm to sufficient use the medium, the FCS check and the automatic
acknowledgment response to speed up the frame transmission process.

A series of experiments were performed to verify that the system is working under different
topologies and duty cycle configurations. In addition, the recovery process of the nodes was
tested to verify the reliability of the system. Furthermore, metrics like the power consumption,
and the throughput of the system were measured to verify the performance of the network. The
system prototype performed as expected in all cases.

7.2 Possible extensions

A graphical interface could be developed to present the node’s data, communication statistics
and routing position as well as to support the control of the coordinator, beyond the command-
line tool that is used for this purpose in the current prototype.

The UART connection between the coordinator and the computer could be replaced by an
Ethernet cable, and the data transfer could be implemented using a standard web protocol. This
requires a new board for the coordinator node and a web-based interface for handling the
incoming data. The advantage of this approach is that the coordinator could be directly accessed
online, without requiring an intermediate computer.

The experiments show that a better memory handling may increase the performance of the
network as there will be more memory available to handle more outgoing frames. During the
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throughput experiment, this problem introduced a difficulty to support large traffic (a new data
packet is produced only after the previous one is successfully transmitted).

The procedure for maintaining alternative paths can be improved, if a garbage collector removes
all inactive paths. This could reduce the number of network frames needed to find an alternative
path because the routing table would have only recent entries.

Last but not least, data encryption and frame integrity should be integrated to the protocol to
enhance security. The MAC layer offers a complete solution that could be integrated to the CTP
protocol. The drawback is the reduction of the payload size in the frames, since extra bytes are
needed to support the corresponding encoding and decoding procedures.
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