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Περίληψη

Αυτή η διπλωματική θεωρεί το πρόβλημα Βέλτιστης Ροής Ισχύος (Optimal Power
Flow - OPF), το οποίο έχει κρίσιμη επίδραση στη λειτουργία και τον προγραμματισμό
των συστημάτων ηλεκτρικής ισχύος. Η Μέθοδος Εναλλαγής Κατεύθυνσης των Πολ-

λαπλασιαστών (Alternating Direction Method of Multipliers - ADMM) υλοποιείται
για να παρέχει μια κατανεμημένη λύση σε αυτό το πρόβλημα παραλείποντας το ρόλο του

κεντρικού Διαχειριστή Συστήματος. Αυτή η διαδικασία οδηγεί στην αποσύνθεση του συ-

στήματος σε περιοχές (regions), κάθε μία από τις οποίες επιλύει ένα τοπικό πρόβλημα
Βέλτιστης Ροής Ισχύος και ανταλάσσει τιμές με άλλες περιοχές. Μια αρκετά σημαντική

μεταβλητή που επηρεάζει πολύ τη σύγκλιση αυτού του αλγορίθμου είναι η παράμετρος

ποινής ρ. Ο ρόλος του ρ θα εξεταστεί μέσα από μια σειρά πειραμάτων που εκτελούνται

σε διαφορετικά σενάρια με στόχο να καταλήξουμε σε έγκυρα συμπεράσματα. Ο σκοπός

αυτής της διπλωματικής είναι να επιδείξει τις βέλτιστες παραμέτρους ποινής για διάφο-

ρες περιπτώσεις μέσω της εφαρμογής μιας block αποσύνθεσης στο σχηματισμό του

προβλήματος.





Abstract

This thesis considers the Optimal Power Flow (OPF) problem, which has a crucial
impact in the operation and scheduling of electrical power systems. The Alternating
Direction Method of Multipliers (ADMM) is implemented to provide a distributed
solution to this problem by omitting the role of a centralized System Operator. This
process leads to the power system decomposition in regions, each of them solving a
local OPF and exchanging values with other regions. A rather crucial variable that
shall affect significantly the convergence of this algorithm is the penalty parameter
ρ. The role of ρ will be examined through a series of experiments performed in
different test case scenarios in order to obtain valid conclusions. The purpose of this
thesis is to demonstrate the optimal penalty parameters for various cases through
the application of block-decomposition in the problem formulation.
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Chapter 1

Introduction

The electricity market is moving towards greater reliance on competition. An elec-
tricity market is a system enabling purchases, through bids to buy, offers to sell as
long as short-term or long-term trading. Bids and offers use supply and demand
principles to set the price. In these markers, suppliers and consumers are the main
components.

The most important principle that should regulate a competitive electricity mar-
ket is the Market Equilibrium. This particular principle is achieved when the needs
of all participants are satisfied, when at the same time nobody suffers significant
financial loss.

Electricity is by its nature difficult to store and has to be available on demand.
The demand is met by transmitting energy from the generation stations to the con-
sumers. This procedure though is not unrestricted as the transmission between parts
of power transmission topology is bound to certain physical constraints. These can-
not be violated at any occasion, otherwise the system will malfunction or may even
be led to breakdown.

For that reason, the concept of the System Operator (SO) is introduced. The
System Operator is responsible to balance supply and demand in a given energy
system (obeying the power flow laws), maximizing in parallel the social welfare.
His primary objective is to ensure the Market Equilibrium by solving the Optimal
Power Flow problem to determine the appropriate variables for the effective system
operation at any time.

However, the supervision of the whole Energy Market by a central System Oper-
ator might doubt his trustfulness or reliability. For example, he might hide or distort
crucial information in order to ensure his individual profit, by taking advantage
payments been performed between consumers and suppliers. Also, there might be
occasions where the SO will not have the necessary information for power distribu-
tion due to the division in separable regions. It becomes now obvious that the role
of the System Operator needs to be decentralized.

Hence ADMM is used, a first-order optimization algorithm for solving convex
problems. This method offers a large degree of adaptability to various problem for-
mulations. ADMM algorithm fully decentralizes the system, splitting it into regions.
Each region solves local Optimal Power Flow (OPF) problems and communicates
with other regions to compute a global optimal solution, that meets the demands
and minimizes the cost (maximizes social welfare).

In order to exploit the splitting benefits of ADMM method, it is desirable to cre-
ate regions with more than one buses (blocks). This, of course, implies the careful
selection of computation method for specific parameters, which have a great impact
on the iterative method’s convergence. What has just been described is the main
contribution of this thesis.
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Experimental results are presented that help us examine the algorithm’s behavior
in different test case scenarios and in respect of various parameters, that affect the
convergence of the proposed implementations.

The structure of this thesis is organized as follows. First, a brief overview of
Power Systems and Electricity Markets is presented in Chapter 2. Next, Chapter 3
provides the mathematical background of the Power Flow problem, that leads to the
formulation of the Optimal Power Flow problem which is considered in this the-
sis. In Chapter 4, an adaptation of ADMM in an Power System is given, that leads
to the distribution of the Optimal Power Flow problem in decentralized subprob-
lems, omitting this way the drawbacks of central System Operator coordination. A
theoretical aspect of the previous approach is also presented in Chapter 4, regard-
ing its complexity. Chapter 5 provides experimental results that support the idea
that block-decomposition optimizes the process, while the optimal parameters for
convergence are determined and also potential relative future work is highlighted.
Finally, the contents of the thesis are summarized in Chapter 6, where the key ideas
and main findings are presented.
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Chapter 2

Overview of Power Systems and
Electricity Markets

2.1 Description of Electric Power Systems

A very detailed overview of the power system infrastructure and the electricity mar-
kets fundamentals is described in [1], [2] and considered for the purposes of this
thesis.

Electric power systems are nowadays considered as the backbone of daily activi-
ties, since their absence would bring devastating results in the humans’ task schedul-
ing. In order for the electricity market to perform its basic actions (offer, supply, con-
sumption, sale of energy), the existence of very specific infrastructure is necessary.
This infrastructure is the well-known electrical power grid, a well interconnected
network that is responsible for the production and delivery of electricity.

The electrical power system consists of four major components, which are given
below and may become obvious in Figure 2.1, which presents the topology of a com-
mon power system:

generation

high voltage transmission grid

distribution system

consumers

FIGURE 2.1: The Electric Power System (Image source)

According to the Figure above, the power grid consists of electricity generators
and distribution-transmission systems, which are usually subdivided into systems

https://electricalride.com/electrical-power-system-structure/
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for transmission over long distances and systems for distribution to residential and
industrial consumers of electricity.

The electric grid is always bound to two fundamental principles, which also have
an impact on electricity markets:

• Supply and demand of electricity in the grid must always be balanced, other-
wise failures (blackouts) will occur.

• The flow of electricity in the grid cannot be effectively controlled. It simply
follows the path of least resistance, so that consumers receive electricity from
mixed sources.

Some distinctive features of each component are presented in Table 2.1 (table
data from [3]), where the main functions of the power system of Great Britain are
listed:

TABLE 2.1: Main Functions of GB Power System

Function Method Examples (GB)

Generation
Steam, gas, water or wind tur-
bines driving alternators

nPower, E.On, British Energy,
SELCHP, Barking Power

Transmission
275kV and 400kV overhead
lines –“the national grid.”

National Grid (owner and opera-
tor), Scottish Power (owner)

Distribution
132kV, 33kV, 11kV overhead
lines and cables

UK Power Networks, Scottish and
Southern

Consumption
Motors, heaters, lighting and
supplies for electronic equip-
ment

Industrial, commercial and domes-
tic consumers

In the following subsections the major components of the electric power systems
will be briefly analyzed.

2.1.1 Electric Energy Generators

According to [1], [3] the most crucial component in the power system architecture
are the generators, which are distributed over a specific territory and electrically
operating in parallel. Electricity is produced by converting mechanical energy into
electrical energy. In the majority of cases, the mechanical energy is either obtained
from thermal energy or provided by the flowing water. The main sources of thermal
energy sources are coal, natural gas, nuclear fuel and oil. The use of non-fossil fuels
such as wind, solar, tidal, and geothermal and bio-gas in electricity generation is
also increasing. Hydro-power is the main non-thermal source of mechanical energy
used in electricity generation. The conversion of mechanical to electrical energy is
done using synchronous generators in the majority of power plants. Table 2.2 (table
data from [1]) shows the generation capacity available is some European countries
at 2006.

The work horse for the generation is the three-phase synchronous machine which
produce energy with power rating of several hundred MVA, that might reach up to
1500 MVA. As generators, synchronous machines operate in parallel in the larger
power stations and at a fixed speed by the power system frequency under steady-
state conditions.

The connection of a synchronous generator to the power grid enforces the fol-
lowing to be satisfied. The generator voltage must:
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TABLE 2.2: Installed Generation Capacity in 2006

Capacity
(GW)

France Netherlands Germany Austria Switzerland Italy

Hydro 25.4 - 9.1 11.8 13.3 21.1
Nuclear 63.2 0.5 20.3 - 3.2 -
Thermal 24.8 19.3 70.4 6.3 0.3 66.2
Renewables 2.4 2.3 24.5 0.9 0.3 2.5
Total 115.8 22.1 124.3 19.0 17.1 89.8

• have the same phase sequence as the grid voltages

• have the same frequency as the grid

• have the same amplitude at its terminals as the one of the grid voltage

• be in phase with the grid voltage

As soon as the generator is connected its output voltage and frequency are locked
to the system values and cannot be modified by any action. The acceptance is that
the generator is connected to an infinite bus: an ideal voltage source with a fixed
voltage amplitude and frequency.

2.1.2 Transmission of Energy

The customers’ demand (load) for energy supply may vary from time to time, do not
occur simultaneously and must always be met at the most effective way. This is why
electricity is transmitted over long distances to load points. The transmission lines
interconnect all the generating stations and major load centres of the system. The
transmission system follows a grid architecture to provide alternating flow routes,
that make the system more reliable.

As shown in Figure 2.2, the British high level transmission lines work with 275
or 400 kV and are terminated in sub-stations, where voltage is transformed to lower
order (66-132kV) and passed through step-down transformers to the distribution
system.

FIGURE 2.2: The Common Transmission System in GB (Image in-
serted from [3])

Some of the benefits of such an interconnected system may be as following [1]:

• It leads to a better overall system efficiency, because the total installed power
can be less than the sum of the loads.
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• Wide geographical areas may be covered

• Makes the system reliable, because a sudden loss or breakdown in a sub-
system can be covered by other, which provide the missing generation

• The parallel operation of multiple generators (enough rotating mass) results
in small frequency deviations, when a mismatch between generation and de-
mand occurs for a period of time

• It enables the frequent power exchange, creating this way an electricity market

2.1.3 Distribution Systems

Electricity is carried from the high voltage transmission grid to industrial, commer-
cial and domestic users through the power distribution network. The final stage of
power transfer to the individual consumer is the distribution system. Industrial cus-
tomers are supplied power with voltage between 11kV and 33kV, while commercial
and residential users with 415/240 V. Small generating plants located near the load
centres are usually connected to sub-stations or distribution system directly. The
infrastructure of the distribution system becomes apparent in Figure 2.3.

FIGURE 2.3: The Distribution System (Image source)

The distribution network is rather different from the transmission network, quite
apart from their voltage levels. A distribution network contains much more branches
and sources creating a complicated topology. A typical system consists of a level-
down transformer (e.g. 132/11kV), which is able to feed many circuits with length
that might reach up to several kilometers. Then, multiple three-phase transformers
follow (11kV/433V in Britain, 4.16kV/220V in the USA) and supply the consumer
three-phase, four-wire networks which provide single-phase power to loads(240V
Britain, 110V USA).

The total amount of power and the distance over which it has to be transported
determine the basic design of the transmission and distribution system, while the
number of voltage transformations from the highest voltage level to the lowest volt-
age level determines the principal network structure of a power system.

https://www.linkedin.com/pulse/challenges-designing-modern-electrical-distribution-system-kumar
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2.1.4 Power System Endpoints: Consumers

The purpose of the power system design and organization is to provide the con-
sumers with the desired amount of active and reactive power at constant frequency
and with a constant voltage.

The electricity market is a must-serve system, meaning that the demand of con-
sumers for power must be satisfied almost immediately. For this observation we use
the demand curve, as it is described in [4]. The demand side is called the "load". The
load is simply the sum of all demands for electricity in a market at any given time.
The "load" changes instantly and the service is always taken for granted. Figure 2.4

FIGURE 2.4: A demand curve plot (Image source)

shows the load demand in MW and how it changes during the hours of a single
week for different seasons, specified by temperatures in Fahrenheit for the areas of
Pennsylvania-Jersey-Maryland (PJM).

In the summer (the red line), there is a single peak which occurs at about 3-5 pm.
This represents the time of day when air-conditioning is most used. In the spring
(black line), loads are lower than both summer and winter, as there is less heating
and lighting load than winter and less cooling load than summer. Typically, loads
are lower on weekends, when offices and schools are mostly closed.

The power grid consists of large plants feeding bulk power into the high-voltage
transmission network that in turn supplies the distribution substations. A substation
serves several feeder circuits and a circuit supplies multiple loads. A large industrial
load is served directly from the transmission system. Residential and commercial
customers are served from the distribution feeder circuit which is connected to the
secondary of the distribution transformers ([1]).

A load transforms the AC electrical energy into:

• mechanical energy

• light

• heat

• chemical energy

• DC electrical energy

https://www.e-education.psu.edu/ebf200/node/151
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2.1.5 System State Control

The transmission and distribution of electrical energy are always controlled in a
power system through the Energy Management System (EMS) that is the interface
between the operator and the actual power system ([1]). In addition, the Supervisory
Control and Data Acquisition (SCADA) system provides real-time data and enables
the control of the different components of the system remotely from the control cen-
tre.

EMS has tools for analysis and effective operation available. The State Estimator
observes the real-time data, identifies the best state of the system according to these
data provides input to other analysis programs, like:

• Loadflow Problem

• Optimal Power Flow Problem

• Controlled Switching

• Contingency Analysis

• Stability Analysis

The Loadflow and Optimal Power Flow problems will be further explained in
Chapter 3.

The role of an estimator is to observe the system state at all times. The system
estimator must ensure the integrity of the real-time data, making possible for the
control centre software to support it with a complete and accurate overview. A gen-
eral scheme of the state estimator’s operation in given in Figure 2.5.

FIGURE 2.5: Operation of State Estimator (Image inserted from [1])

2.2 The Electricity Markets

In the past, electricity generation was vertically integrated meaning that a single
supplier was responsible for the whole production process. However, in the course
of time, the generation part of the system could be assigned to different merchant
generators [4], which sell electricity at a certain cost competing with others, creating
this way a competitive market (horizontal integration).

Competitive markets shall provide two fundamental and important principles:

• the element of competition that makes the energy industry more effective

• the freedom of customers to choose the supplier of their preference
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A widely accepted definition of a competitive market is provided in [5]:

A competitive market includes open access with unrestricted entry
by new participants willing to absorb ordinary business risks. The ideal
case of the competitive market presumes a large number of competitors
with no barriers to entry or exit. In practice, the interest is in workable
competition, not the perfect case. And workable competition, compared
to other realistic and less competitive alternatives, may exist even in the
absence of an ideal market. However, the ideal case provides the simple
benchmark where participants do not have market power in the sense
of being able to maintain sustained and substantial profits that would
disappear with significant new entry. Ultimately the competitive market
model must be examined as to the degree of workable competition that
is feasible in the electricity market.

A competitive electricity market appears in Figure 2.6 and consists of:

electricity suppliers, who buy electricity from generators and sell it to consumers

consumers, who purchase electricity for utilization

transmission system operators (TSO), responsible for the transportation of electric-
ity throughout the network

distribution network operators (DSO), who enable the delivering of electricity to
consumers

regulators, who set rules a market should operate

FIGURE 2.6: An Electricity Market (Image source [2])

Despite the fact that electricity markets are similar to any other economic markets
(consisting of buyers, sellers and bids) there is a basic difference; Electricity cannot
be treated as any other product. Its storage in large quantities is not feasible, its
source cannot be specified and most important power flow cannot be controlled by
financial mechanisms, as it obeys only in physical laws.

2.2.1 Structure of Electricity Markets

An electricity market, follows the organization of Figure 2.7. In contrast to genera-
tion, transmission and distribution operations cannot obtain a commercially compet-
itive character since their activities are monopolistic; there is a single interconnected



10 Chapter 2. Overview of Power Systems and Electricity Markets

electric infrastructure of which the various parts are owned by different network
companies. Then, a regulatory must exist to watch over the independence of the
grid companies and to protect the customers. This regulator approves the rates of
the grid companies as well.

FIGURE 2.7: The Structure of an Electricity Market (Image inserted
from [1])

A continuous power balance and constant frequency, an adequate voltage sup-
port, and compliance with security limits are essential to maintain a safe and reliable
system. All power systems, whether they support competitive markets or not, have
a Grid Operator to perform these duties: they have either an independent system
operator (ISO) or a transmission system operator (TSO). The literature provides the
description of the System Operator as a quasi-governmental non-profit firm that is
responsible for collecting all of the bids, arranging them in ascending order of price,
and then figuring out which power plants shall be turned on, and when [4]. Gener-
ators enter their bids and after a period of time the computer runs, and generators
are told by the System Operator if and when they will be expected to turn on.

Generators and consumers will be considered as the main components of the
network, while the role of the System Operator will faint when we move towards
decentralized markets.

2.2.2 Architecture of Electricity Markets

The organizing strategy for an electricity market considered in this thesis is the
"Poolco Model". That model refers to a spot market that clears the market for buyers
and sellers. Generating companies compete to supply energy to the customers by
offering it in prices lucrative for them. From their side, customers choose "whose"
energy to buy among the variety of generating companies. Based on the bids, the
spot price for the electricity is determined.

This particular model of competitive market is defined in [5]. The set of op-
erations within a market is divided in three sectors; generation, transmission and
distribution (Figure 2.8). The element of competition here is located in the genera-
tion production. The key features in this architecture are:
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FIGURE 2.8: The Poolco-Organized Market (Image inserted from [5])

Generation

Genco: Operates and maintains existing generating plants. The Gencos interact
with the short term market acting on behalf of the plant owners to bid into
the short-term power pool for economic dispatch. There are many participants
with existing plants and no barriers to entry for construction of new plants.

Transmission

Poolco: Dispatches existing generating plants and operates a short-term market.
Operates a system providing long-term transmission compensation contracts.
System control interactions require monopoly operation or close coordination.
This segment is regulated to provide open access, comparable service and cost
recovery.

Gridco: Constructs and maintains the network of transmission wires. Network in-
teraction and scale economies call for monopoly provision and entry barriers.
This segment is regulated to provide non-discriminatory connections, compa-
rable service and cost recovery.

Distribution

Disco: Provides services to final customers including connection and billing. There
are many potential entrants and no barriers to entry.

Naturally, an electricity market contains the element of payments between con-
sumers and generators. When demand of energy reaches peak levels, power pricing
increases as more expensive generators are used to supply the requested energy.

System regulators set the prices been set by the providers, giving the opportunity
to consumers to choose their supplier, who in turn buys the electricity from genera-
tors. The bids of suppliers change depending on buying price or origin of electricity.
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2.3 Market Equilibrium

Most electricity markets follows a day-ahead planning as contracts are made for the
electricity delivery on the following day. Market equilibrium is achieved when the
aggregated supply and aggregated demand curve intersect [1] (Figure 2.9).

FIGURE 2.9: Market Equilibrium (Image inserted from [1])

The figure shows that the demand curve has a negative slope, confirming the first
law of demand (as prices fall, the demand increases). In contrast, the supply curve
has a positive slope, because the addition of an extra unit of electricity increases the
cost. Sale bids that are less than or equal to the Market Clearing Price (MCP) will be
accepted. Purchase bids that are higher than or equal to the MCP will be accepted.
The settlement price will be the same as the MCP for the bidding quantity.

When the market equilibrium occurs, then the financial benefits for society are
maximized (social welfare). The social welfare is calculated as:

social welfare = consumer surplus + producer surplus

Consumers need to pay the MCP (and not what the demand curve defines),
while suppliers sell at the price of MCP (and not what the supply curve defines).
The market equilibrium represents the point where the economic balance among all
participants is achieved.

One very important factor affecting the clearing price of one market is the type of
fuel used in the generation stage. For example, an area where nuclear power is used
in generating plants will have a lower MCP compared with one where gas is used
as fuel. In the entity of the power grid marketing areas with different characteristics
(e.g. generation fuel, MCP) will be interconnected.

Let us assume that two areas, A and B, are interconnected where the clearing
price of A is lower than that of B (MCPA < MCPB). Lower prices in area A attract
the consumers from B, increasing this way the total demand in area A. The high
selling price in region B, makes the suppliers in area A willing to sell electricity in
customers of B, increasing the respective supply. All the above lead to an increase
in price in area A and a drop-down in area B. The market equilibrium (common
for both areas) is achieved when a common MCP? is obtained for both areas, as in
Figure 2.10. The social welfare may be achieved through the electricity exchange
between different areas as long as interconnecting transmission lines have enough
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FIGURE 2.10: Market Equilibrium for Two Areas (Image inserted
from [1])

capacity. Since the limitless transmission is impossible and sometimes congestion
occurs there will always be a variance between the prices of the areas.

2.4 Centralized Markets

The report in [6] gives a very informative description of the electricity markets that
operate in a centralized way. In order to get a feasible and socially efficient dispatch,
electricity production is coordinated by a market operator when delivering electric-
ity in real-time.

In order to ensure the system balance, which can be disrupted by the rapid
changes in the consumers’ energy needs, the System Operator defines increase or
decrease in the amount of energy been produced. Electricity markets have central
unit commitment for changes in real-time. If some changes in real-time market have
not been cleared a penalty is forced. Then, the system operator requires information
about costs and network topology in order to provide feasible and socially optimal
solutions. The SO collects information when a generation plant registers in the net-
work or through bids done.

A market operates centralized if the day-ahead market uses central unit com-
mitment, meaning that the System Operator decides how much electricity should
be produced in every plant of the network one day before delivery, based on gen-
eration offers, demand bids and scheduled transactions. Sometimes such markets
operate vertically integrated, where marginal prices are calculated in n-minute in-
tervals (Section 2.5).

The primary tasks of a System Operator are specified by the EU electricity Direc-
tive and the EU Regulation 1228/2003([7]):

• control the system’s energy flow, considering exchanges with other intercon-
nected systems

• ensure system reliability and provide security in supply

• principles for congestion management

• ensure the efficiency of the system through the necessary ancillary services(insurance
in cases of unforeseen losses)

• avoid discrimination between users and information necessary for efficient ac-
cess to the system
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• providing other interconnected system operators with sufficient information
and implementation of information exchange mechanisms to ensure security
of networks in the context of congestion management

• dispatching of generating installations and the use of the inter-connectors

• publication of safety, operational and planning standards, including a scheme
for total transfer capacity and estimates of transfer capacity for each day

The dependency of the system’s stability and prosperous operation to a central-
ized System Operator is becoming more and more unreliable. The reasons that cen-
tralized energy markets are becoming untrustworthy will be presented in Chapter 4.

2.5 Short-run vs Long-Term Markets

A brief description of short-run and Long-run markets will be given according to
[8].

Short-run Markets

Short-run markets operate in a period of real-life time interval (every 15 minutes
or less). In this market organization, suppliers and consumers are considered to be
located in the same area. During the specified time interval, generators are trying to
provide the loads with the desired amount of active power. This process requires the
gathering of crucial information like the generators’ operational costs, the amount
of desired electricity from consumers and what they are willing to pay for it.

That is a task for the System Operator who gathers all this information in a mar-
ket pool. The SO sorts the operational costs at an ascending order from cheapest
generators to expensive, because the cheapest available generator should serve the
network’s needs for energy. Then, the SO acts like an auctioneer and sets a price
MCP (as seen in Section 2.3) and determines which bids are accepted. This proce-
dure which tries to identify the state that achieves the market equilibrium is called
Double Auction [9].

Long-term Markets

Sometimes the implementation of short-run markets may be proven ineffective, es-
pecially when the levels of demand obtain peak values and more expensive gener-
ators are used increasing the MCP. When transmission constraints bind, congestion
costs make also the market equilibrium more volatile. This results in dangerous
changes in the market equilibrium.

One solution to this problem are the long-term contracts. They are simply an
agreement between suppliers and consumers for the trade of energy for specified
price and time. The basic premise is that a specific generator serves a specific con-
sumer. Since transmission lines are involved, opposed to short-run markets where
all components are in the same area, long-term contracts are unable to control the
power flow. This is why they are trying to manage the flow of money. In order
to protect the market stability from big price changes, two financial approaches are
implemented (congested lines or not) without enforcing one plant to serve one cus-
tomer.

In the case of non-significant or no congestion in transmission lines, where pro-
ducers and consumers are considered in the same area, the "contract for differences"
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principle is applied. This implies the agreement between two parties (generator and
consumer) to trade electricity based on the difference between the current value of
the commodity and its value at the contract time (source). If the current value is
lower than the contract closing price, then the supplier will benefit from the differ-
ence. On the other hand, suppliers pay the difference and consumers will obtain
profit, when closing price is higher than the current price of commodity (source).
The System Operator does not have information for the contract’s terms. A central-
ized or decentralized implementation does not affect the long-term contracts.

However, when transmission congestion is present then market prices might
differentiate due to long distances between generators and consumers. Hence, the
generation contract cannot protect the customers when sudden changes in the mar-
ket price occur. The simultaneous existence of generation and congestion contracts
forms a system to distribute the congestion revenue among congestion contract hold-
ers and shields customers against locational congestion differentials. These contracts
provide safety nets for differences in the congestion costs between different locations
across the network.

A more detailed briefing regarding the two different market organization types
is given in [8], [10].

2.6 Conclusion on Energy Markets

The electrical power network provides the necessary infrastructure for a competitive
market to be initiated suitable for the trade of electricity. The addition of payments
between the different participants leads to the clear definition the market’s primary
objective; achieve the market equilibrium which maximizes the social welfare omit-
ting any kind of significant financial loss for all parties. Markets may follow dif-
ferent structures and organization architectures, but this objective will always bind
their operation.

For this purpose, the System Operator is introduced in order to coordinate the
huge amount of data, like the operational costs of the generators, the transmission
costs and the bids that suppliers and consumers make and finally defines the Mar-
ket Clearing Price that brings the system in welfare status. The centralized market
implementation has been proven quite effective but in many cases their integrity is
questioned. This concern leads market designers to decentralize the the role of the
System Operator.

https://en.wikipedia.org/wiki/Contract_for_difference
https://corporatefinanceinstitute.com/resources/knowledge/finance/contract-for-difference-cfd/
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Chapter 3

Optimal Power Flow

3.1 Introduction

From the last chapter, one can understand the importance of the role of generators
and the way they bring stability to the system, trying to satisfy the demand of the
consumers for energy. However, due to the evolution of transmission line technolo-
gies and the expanding of the demand size, it is merely impossible for the system
to be balanced without considering the line flow limits (Power Flow Problem), as
noticed in [11]. The procedure to find solutions that achieve market equilibrium to
maximize the social welfare, which also do not violate the specified physical limits
(generation, line flow constraints), is known as the Optimal Power Flow Problem.

3.2 Power Flow Problem

The power flow (or load flow) problem is one of the most important analyses (if not
the most) performed in a power system, as the data derived from it are essential
for engineers to predict the steady state of Electric Systems ([1]). When the steady
state conditions can be specified for real-time intervals, a potential misbehavior of
the system can be avoided. Overload transmission lines, causes of blackouts, com-
pliance with the different physical limits for the system’s variables (power, voltage)
and faulty components are some exemplary problems that can be solved through
the set of loadflow computations taking place (contingency analysis).

The fundamentals of the power flow (or load flow) problem are provided with
detail in [12] and [13]. The primary goal of the Optimal Power Flow Problem is to
design power generation units that meet power limitations and operational con-
straints. With a scientific approach various system values, like bus voltages, phase
angles, power flows between branches, loads and generators are to be determined
for steady state conditions.

The common power flow problem considers a topology of buses, generators,
loads and static components like transformers, transmission lines, shunt capacitors
and reactors ([14]). Also, as an input are provided some information distinctive for
each bus (Figure 3.1). This data formulate the admittance matrix of the system which
represents the system as a linear network, as the static components are represented
by their equivalent circuits consisting of R, L, C elements, while generators and loads
are treated as nonlinear components.

First of all, it would be useful to make some basic distinctions between the dif-
ferent bus types that a system might contain. Each bus is characterized by four
values: Active and Reactive Power, Voltage Magnitude and Phase Angle (P, Q, V, θ).
For each bus, two of them are pre-specified and the other two are to be computed
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FIGURE 3.1: The Power Flow Problem (Image inserted from [1])

through the solution process of the Power Flow problem. For this reason, three basic
types of buses are identified:

Load Buses (PQ Nodes): For PQ nodes, the active and reactive power (P, Q) are
known, while V and θ are to be found. Usually, most of the buses of the system
belong to this category. The power equations for these buses are seen in the
figure 3.2:

FIGURE 3.2: A load bus. (Image adapted from [12])

Generator Buses (PV Nodes): A generator bus is connected to a generation station,
in which the generated power arrives first and can be controlled. For these
buses, reactive power Q and voltage angle θ remain unknown, while active
power P and voltage magnitude V are given (Figure 3.3).

FIGURE 3.3: A generator bus. (Image adapted from [12])

Slack Bus: This a unique generator bus, that is used as reference bus in order to
meet power balance conditions. The known variable on this bus is V and θ
and the unknown is P and Q (Figure 3.4). The effective generator at this node
supplies the losses to the network, which is achieved if one node has no power
constraint and can feed the required losses into the system.

FIGURE 3.4: A slack bus. (Image adapted from [12])

Ohm’s and Kirchhoff’s laws are the starting point for defining the equations that
specify Power Flow Problem. The Power Flow Problem will specify the set of vari-
ables (P, Q, V, θ) at every node. Since for every node only two variables are known,
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for n nodes, there are 2n unknown parameters. These parameters can be found, after
forming the Y-bus admittance matrix, using transmission line and transformer data:

Yij = |Yij|θi j (3.1)

Admittance is the reciprocal of impedance and is given as:

Yi = Gi + jBi, (3.2)

where G is the conductance given by:

Gi =
R2

R2 + X2 (3.3)

and B is the susceptance:

Bi =
−X2

R2 + X2 (3.4)

Then, the nodal equation can be written as:

I = YbusV (3.5)

or

İi =
n

∑
j=1

YijV̇j, (3.6)

where İi, V̇j and n are the injected current at bus i, the voltage at bus j and the total
number of nodes in the system, respectively.

The complex power at bus i is:

Si = Vi İi (3.7)

Pi + jQi = Vi İi (3.8)

Pi − jQi

V̂i
= Ii (3.9)

Pi − jQi

V̂i
=

n

∑
j=1

YijV̇j, i = (1, 2, ..., n) (3.10)

where Pi, Qi are the injected active and reactive power at node i, respectively. The
signs of Pi and Qi follow the rules in Figures 3.2 and 3.3,depending on the bus type.

If the voltage vector was to be written in polar form, we would have:

V̇j = Vjejθj = Vj(cos θj + j sin θj) (3.11)

where Vi, θi are the magnitude and phase angle of voltage at node i.
Then by following the analysis done on [15] and [13], the power flow equations

take the form seen below:

Pi = Vi

n

∑
j=1

Vj(Gij cos θij + Bij sin θij) (3.12)
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Qi = Vi

n

∑
j=1

Vj(Gij cos θij − Bij sin θij) (3.13)

where i = (1, 2, ..., n) and θij = θi − θj is the voltage phase angle difference between
node i and j.

Except this form, another more popular and convenient for some computations
is also encountered([12]). Since we have expressed the voltage vector in polar form,
we will do the same with the admittance matrix elements.

Yij = |Yij|ejθij (3.14)

By applying this equation to 3.10, we derive:

Pi − jQi = |Vi|e−jδi
nbs

∑
j=0
|Vj|ejδj |Yij|ejθij , (3.15)

where nbs is the last bus index used for calculation and δi is the voltage phase
angle of bus i.

By splitting the above equations for real and imaginary parts, the power flow
equations become:

Pi =
nact

∑
j=0
|Vi||Vj||Yij|cos(θij − δi + δj) (3.16)

Qi = −
nreact

∑
j=0
|Vi||Vj||Yij|sin(θij − δi + δj) (3.17)

where nact, nreact denote the last bus index for active and reactive power flow
calculations respectively.

3.2.1 Solutions to the Power Flows Equations

Finding solutions to the above equations is very critical for the system’s designers.
Since the equations (3.16− 3.17) are nodal, the solution methods will be iterative.
Various methods have been developed for that cause, but in this thesis the two most
used and popular will be presented (as they are given in [13]).

Gauss-Seidel Method

This method is applied for the solution of a set of non-linear equations. Initially, it
produces a "prediction" value for the voltage. Then, calculations are performed and
at the beginning of the second iteration, voltage has obtained a calculated value,
leaving "prediction". A complete mathematical formulation of the method is known
and can be found in [16].

The Gauss-Seidel method is relaxed and leads to the formulation of the Succes-
sive over Relaxation (SOR) method ([17]). This is simply a variation of the Gauss-
Seidel method, which is relaxed thanks to presence of the ω parameter.

The same relaxation is applied to the ADMM algorithm that is proposed, where
the penalty parameter ρ has a penalty effect (the respective relaxing parameter ω in
SOR), as will be described in the following Section.
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Newton-Rapshon Method

The Newton-Raphson Method is an iterative algorithm to approximate sets of non-
linear equations using the Taylor’s series expansion. As noticed in [13], this method
is widely preferred because its convergence properties are more powerful compar-
ing to other iterative methods and the fact that it provides precise solutions. Es-
pecially, if the initial guess value is close to the solution then convergence will be
achieved very quickly.

Voltages and phase angles are to be determined at each node. Let be assumed
that we have ng generator buses, np load buses and a slack bus, such that n =
ng + np + 1. In this formulation, since the voltage magnitude and angle are specified
for the slack bus, his power equations are not present in the iterations. After conver-
gence, slack bus’ active and reactive are found through the active power equations.
Also, the reactive equations of the PV buses will not be included in the iterative pro-
cess, as voltage magnitude of every PV node is known and its reactive power Qis
cannot be fixed beforehand as a constraint. After the iterations finish and all node
voltages are known, the reactive equations will be used to compute the Q of the PV
buses.

At a pre-process step guesses are made for all unknown variables (voltage mag-
nitude and angles at PQ buses, voltage angles at PV buses). The equations used for
Pi, Qi are the ones in (3.16-3.17). Then by using Taylor’s series we write the appro-
priate relations for for each of the power balance equations included in the system
of equations ([15]). The matrix form of these appears below:

x =



θ2
...

θn
V2
...

Vn−ng


, f(x) =

[
∆P
∆Q

]
=



P2 − P2s
...

Pn − Pns
Q1 −Q1s

...
Qn−ng −Q(n−ng)s


.

where Pis and Qis are the specified active power and reactive power for every
node and every PQ node, respectively.

Totally, there are 2n− ng− 2 unknown variables, i.e. n− 1 calculations for θi and
n− ng− 1 calculations for Vi of every node. The 2n− ng− 2 unknown variables will
be found with a system of 2n− ng − 2 equations (length of f(x) ) equations.

A key element in this algorithm is the Jacobian and the bus power mismatch
equations. The Jacobian matrix is rather difficult to compute and invert (as needed
in the algorithm presented next). The Jacobian matrix is defined as:

J =


∂∆P
∂θ

∂∆P
∂|V |

∂∆Q
∂θ

∂∆Q
∂|V |

. (3.19)

His elements are derived from the mismatch equations:

∆P =


P2 − P2s

...
Pn − Pns

. (3.20)
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∆Q =


Q1 −Q1s

...
Qn−ng −Q(n−ng)s

. (3.21)

The Newton-Raphson method follows the steps below:

1. Form Y bus

2. Make an initial guess for x, x(0) , set k = 0.

3. Compute Pi, Qi, according to (3.16-3.17)

4. Following the relations (3.20-3.21) find the mismatch equations

5. Compute the Jacobian matrix

6. While
∥∥∥f(x(k))

∥∥∥ > ε

(a) x(k+1) = x(k) − J(x)−1f(x(k))

(b) k = k + 1

3.3 The Optimal Power Flow

The primary goal of the Optimal Power Flow is to specify a function point in steady
state that minimizes the generation cost, eliminates losses or the maximum allowed
load, by adapting this process to some specific limits concerning power limits or
transmission factors. The most obvious one is the minimization of the power gener-
ation cost (objective function).

In other words, the OPF finds output levels of specific physical values (Power,
Voltage) that can be transmitted through a power network and that minimize the
serving cost of loads ([12]). That means that except voltages, also input power with
the respective voltages are to be computed at generation stations. The combination
of the objective function among with the power flows equations and the constraints
that system variables apply form a very well defined optimization problem for the
system ([18]).

Physical and technical constraints act as safety insurance for the system’s proper
function, by setting boundaries to power generation and demand, the amount of
load can be transmitted and node voltage limits. The solution methods performance
depends on the nature of the given system model or topology, e.g. on the type of
non-linearities, on the type of constraints, on the number of constraints, etc.

3.3.1 Physical Load Flow/Equality Constraints

The Power Flow Problem specifies the two most basic equality constraints for a
power system, that regarding the power flow equations for each node, those in
3.12− 3.13 in section 3.2:

Pi(V, θ) = PG
i − PL

i = Vi

n

∑
j=1

Vj(Gij cos θij + Bij sin θij)
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Qi(V, θ) = QG
i −QL

i = Vi

n

∑
j=1

Vj(Gij cos θij − Bij sin θij)

3.3.2 Operational Limits/Inequality Constraints

System’s distinctive variables (P, Q, V, θ) always must have values restricted by cer-
tain constraints and must be met to ensure stability ([18], [19]):

• Limits on active power of a PV node (generator i) :

Plowi ≤ PPVi ≤ Phighi

• Limits on reactive power of a PV node (generator i) :

Qlowi ≤ QPVi ≤ Qhighi

• Limits on voltage of a PV or PQ node :

|V|lowi
≤|V|i ≤|V|highi

• Limits on voltage angles of nodes :

θlowi ≤ θi ≤ θlowit

• Limits on voltage angles between nodes :

Θlowij ≤ Θi −Θj ≤ Θlowij

• Upper limits on active power flow in transmission lines :

Pij ≤ Phighi

• Upper limits on MVA flows in transmission lines :

P2
ij + Q2

ij ≤ S2
highij

• Upper limits on current magnitudes in transmission lines :

|I|ij ≤|I|highi

• For simplicity we will omit transformers and shunt capacitances or reactances
from the system.

The last 3 equations are set to reduce or avoid transmission congestion.

3.3.3 The objective function

Of course, the form that the previous constraints are defined can lead to a big num-
ber of states of the problem. For that cause, the concept of the objective function is
introduced in order to specify a unique power flow problem state. The selection of
this function, usually done by system operator, sets the goal of analysis that is being
conducted.

Various objective function goals can be set according to [14], [19]–[21]:
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1. Cost Objective or Economic Dispatch

Selecting this objective intends to minimize the production costs of generating
plants.

2. Voltage Deviation Objective

This function minimizes the deviation of overvoltage and undervoltage con-
ditions for a given power system. This way the system’s stability and optimal
operation is ensured.

3. Loss Objective

Loss minimization increases the optimal power while guaranteeing minimum
cost of operation.

4. Flow Objective

This objective represents the determination of maximum power transfer capa-
bility of a given network.

5. Security-Constrained Economic Dispatch

A process for an optimal solution to the Economic Dispatch to be found is
followed, which is feasible under any set of a of potential contingency events.

6. Security-Constrained Unit Commitment

The objective refers to the scheduling of generating units such that total op-
erating cost is minimized, with the difference that it operates across multiple
time periods and schedules the on–off status of each generator in addition to
its power output.

The equality and inequality constraints that were defined before apply to the
Economic Dispatch OPF problem, which will be considered to the rest of this thesis.
Naturally, depending on the type of objective function that is selected the set of re-
spective constraints vary.

Cost Minimization
With a cost minimization oriented objective function, the market equilibrium is

achieved when generators with the lowest power generation cost are able to fulfil the
whole system’s load demand. In the general case, the production prices correspond
to the operational costs. Generators provide power to the network only if they do
not experience financial losses. The consumers who can pay the cheapest generators
will be supplied with power. This way, the market equilibrium is strongly connected
with the power generation costs. So, the Optimal Power Flow Problem, we are trying
to formulate and solve will combine the power flow laws with a cost-minimization
objective function.

The relation between generation of an amount of power and the cost of it (gen-
eration power curve) is given on the the partially linear limit cost, which is given by
simplifying the partially concave generation curves. Given the fact that concave ob-
jective functions are very hard to optimized, quadratic functions are adopted, which
are easier to analyze and can be approximated precisely with a convex non-linear
function.
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So, the operational costs are considered to follow in a quadratic form. For exam-
ple, the cost function for Generator i is:

Fi(Pi) = ai ∗ P2
i + bi ∗ Pi + ci,

where

• Fi(Pi),the operational cost of each bus

• ai, bi, ci are constants predefined for every generator

• Pi, the active output power of each bus

Then the objective function becomes:

F(P) = ∑ Fi(Pi)

and the goal of the OPF is expressed as:

Minimize F(P)

For better understanding the system’s variables will be divided into control and
state variables ([19], [22]):

• Control variables u : All real world quantities which are modified to satisfy
the load - generation balance under consideration of the operational system
limits. There are more than the following but we won’t consider transformers
or shunts.

1. Active power of a PV node

2. Voltage magnitude of a PV node

• State variables x : a set describing a unique state of the system

1. Voltage magnitude at all nodes

2. Voltage angle at all nodes

Let us assume that:

X =

[
u
x

]
where X is the vector of the set of variables of the system.

3.3.4 Optimal Power Flow Problem Formulation

Then, the Problem is formulated as follows:

minimize F(x, u)

subject to:
g(x, u) = 0,

where g represents the equality constraints as described in Section 3.3.1.

h(x, u) ≤ 0,
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where h represents the inequality constraints as described in Section 3.3.2.

3.4 Optimal Power Flow Solution Methods

A wide variety of solution methods for the OPF problem is available. Except that the
traditional methods, the evolution of artificial intelligence has provided important
contributions to the solution of OPF. These methods are thoroughly described in
([14],[23]–[28]), and presented below:

1. Conventional methods

• Gradient Method

• Newton Method

• Linear Programming Method

• Quadratic Programming Method

• Interior Point Method

2. Artificial Intelligence methods

• Genetic Algorithm

• Particle Swarm Optimization

• Artificial Bee Colony

• Fuzzy Logic Method

• Evolving programming Method

• Generic technique for OPF problem decomposition

Below, a brief introduction is done to the most popular of these methods, with
particular emphasis given to the Interior Point Method, as the software tool used
for the purposes of this thesis is using this method for the solution of well defined
optimal power flow problems.

3.4.1 Interior Point Method

The presentation of this method can be found in [29], which provides extended in-
formation. More implementations are online available ([30]–[33]).

The OPF formulation is written in a non-linear form:

min f (X)

subject to
g(X) = 0

hl ≤ h(X) ≤ hu

Xl ≤ X ≤ Xu

Interior Point Method follows four steps:

1. Transforms the inequality constraints into equality constraints by adding slack
variables to inequality constraints.
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2. Non-negativity conditions are implicitly handled by appending them to the
objective function as logarithmic barrier terms.

3. Transforms the equality constrained optimization problem into an unconstrained
optimization one.

4. Solves the perturbed Karush-Kuhn-Tucker (KKT) first order optimality condi-
tions by the Newton method.

It is noteworthy to remark that IPM combines three concepts: logarithmic barrier
function to handle inequality constraints, Lagrange theory of optimization subject to
equality constraints and Newton method.

Following what we said above one transforms the inequality constraints into
equality constraints by adding slack variables to inequality constraints.

min f (X)

subject to
g(X) = 0

h(X)− hl − sl = 0

−h(X) + hu − su = 0

sl, su ≥ 0

Now non-negativity conditions are added to the objective function as logarith-
mic barrier terms, resulting the following equality constrained optimization prob-
lem:

min f (X)− µ(ln sl + ln su)

subject to
g(X) = 0

h(X)− hl − sl = 0

−h(X) + hu − su = 0

where µ is a positive scalar called barrier parameter which is gradually decreased to
zero as iteration progresses. At the heart of IPM is the theorem from [34], which
proves that as µ tends to zero, the solution X(µ) approaches X? , the solution of the
problem.

The Lagrangian of the above equality constrained optimization problem is:

Lµ = f (X)−µ(ln sl + ln su)−λTg(X)−πT
l (h(X)− hl − sl)−πT

u (−h(X) + hu − su)

where the vectors of Lagrange multipliers λ, πl , πu are called dual variables.
The perturbed Karush-Kuhn-Tucker (KKT) first order necessary optimality con-

ditions of the problem are:

∇slLµ = −µS−1
l e + πl = 0

∇suLµ = −µS−1
u e + πu = 0

∇πlLµ = −h(X) + hl + sl = 0

∇πuLµ = h(X)− hu − su = 0
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∇λLµ = −g(X) = 0

∇XLµ = ∇ f (X)−∇g(X)λT −∇h(X)(πT
l −πT

u ) = 0

where e = [1, . . . , 1]T, Sl = diag(sl1, . . . , slp) and Su = diag(su1, . . . , sup).

The perturbed KKT optimality conditions are solved by Newton method. As
the goal is not to solve completely this nonlinear system for a given value of µ, one
makes a single iteration solving it approximately and then diminishing the value of
µ.

3.4.2 Gradient Method

After the formation of a Lagrangian function, the direction of descent is specified
as the negative of the gradient. This methods moves towards this direction from a
feasible point to another with lower value, till the solution can’t be improved further.
This solution must satisfy the KKT optimality-feasibility conditions([35], [36]).

3.4.3 Newton Method

The augmented Lagrangian function is formed, a system of non-linear equations
is defined by the first-order derivatives of this Lagrangian among with the control
variables. This system is solved by using the Newton-Raphson method, seen before
([37]).

3.4.4 Linear Programming

In this case a linear objective function is used. The loss and reactive power con-
straints are "linearized", in order to extract the DC power flow equations. Thanks to
this linearity an optimal solution might be used for more states ([38]).

3.5 Software Tools for OPF Simulation

The great level of complication characterizing the Optimal Power Flow implemen-
tations has led developers to design good, state-of-the-art software tools capable of
forming, analyzing and providing proper solutions to an input power system model.

This wide variety exists because each of these solvers is impossible to fully cover
the needs of each researcher. Some focus on the financial aspect of the grid analysis,
without considering the power flows between important components of the system.
Other tools are suitable for reliable power flow analysis, but are inferior to energy-
relative tasks. Each researcher should determine the purpose of his individual study
in order to select the appropriate software that better fits to his needs.

For the purposes of this thesis and the experiments that it contains, PYPOWER
was selected. This is a reliable and rather flexible software, providing solutions for
Optimal Power Flow problems of various inputs. An important feature is that it
supports decentralized implementations of the OPF, which was a basic advantage
for the ideas presented in this thesis. As noted in [14], PYPOWER is capable of
Mosaik ([39]) connection, which allows analysis for multiple time points.
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It is a port of MATPOWER to the Python programming language and as men-
tioned before it uses the Interior Point Method for the solution of OPF. More infor-
mation and detailed documentation of PYPOWER can be found in [40].

3.6 Conclusion

In every power grid, the primary goal is the fulfilment of consumers’ demand in
power supply (total load). Generators proceed to the production of this power, that
of course comes with a certain cost. Their purpose is to minimize that cost by simul-
taneously meeting the demands of loads. Hence, balance between them is necessary
(Market Equilibrium) and that is what a System Operator is trying to accomplish.
His task becomes harder if one considers that all these transactions must obey to
critical physical laws concerning the topology of the grid or the nature of specific
components. These aspects formulate the Optimal Power Flow problem of economic
dispatch, whose solution has drawn the attention of many researchers. A powerful
ally in these analyses is state-of-the-art software tools, like PYPOWER used in this
thesis, that provide accurate solutions to various test case scenarios.
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Chapter 4

Distributed Optimal Power Flow

4.1 Drawbacks in Centralized Power Distribution

In the previous section, the Optimal Power Flow Problem was defined by provid-
ing the respective mathematical formulation. This particular problem finds many
applications in real life scenarios, one of them being the optimization of power sys-
tems’ functionality. The primal efforts for finding solution to the OPF regarding the
electric power grids were following a centralized implementation, as described in
Chapter 2.

This approach implies the existence of centralized System Operator to perform
all the necessary actions in order to provide a solution that optimizes the power flow
within the topology. Due to the nature of any kind of market (everyone intends to
increase its own profit without economic damage), serious questions arise about the
integrity of this System Operator and the way he coordinates the whole solution
process.

Obviously, the System Operator has the exclusiveness in power management
and distribution. This fact provides him many privileges regarding the market oper-
ation. In other words, a potential malicious System Operator can manipulate market
prices for his own benefit or change/hide the true prices that regulate the electrical
energy transactions, by ensuring his own personal economic gain. This occurs when
the System Operator does not distribute fairly the gathered payments, acquired dur-
ing the solution process of the Optimal Power Flow problem.

Centralized generation and distribution might also face additional drawbacks.
In several studies ([41]) it has been observed that in a centralized generation system
the transmission and distribution costs are significantly increased. Especially in the
Optimal Power Flow adaptation, where the system characteristics often change to
match the specifications of the network, high conversion losses become apparent
having an impact on the system efficiency ([42]).

4.2 The Arising Approach of Decentralized Electricity Mar-
kets

All previous features has led analysts to follow a different approach; that of decen-
tralized electricity markets. According to [43], it is better for energy to be managed
as close to the consumption. The markets are liberalized and the participants are
divided in smaller local regions. The centralized System Operator is removed and
more, smaller, regional market operators are introduced in order to allow efficient
energy trades of electricity between potential buyers and sellers.

An informative briefing of the advantages that follow a decentralized energy
system and also the potential challenges that it faces can be found in [44].
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A basic distinction between centralized and decentralized systems is presented
in [45]. In decentralized markets all the participants communicate with each other
and exchange information with their neighbors. The authors point out that all re-
gions are autonomous and have the same management privileges. Each region is
controlled by a decentralized System Operator, who is responsible for gathering in-
formation for his own region and communicating with neighboring regions through
their respective System Operators.

The same principles are followed in the problem studied within this thesis, the
Optimal Power Flow. The decentralized implementation is exploited for faster and
simpler solution process to be achieved. The original OPF is decomposed in smaller
subproblems and each one of them is assigned to one of the regions created before
([14], [46]). This decomposition makes management of the system as long as the
solution finding much simpler.

It is extremely difficult and sometimes not feasible for a single System Operator
to obtain information for the whole power system and provide optimal solutions,
especially for large system topologies that might reach up to tens of thousands of
nodes. In this case, the size of the Optimal Power Flow Problem is rather large,
hence equally hard is for the centralized System Operator to perform appropriate
solution methods to find the optimal solution.

This justifies the need for splitting the OPF into subproblems, which are assigned
to separated entities (usually TSOs) of the system. Each of them solves a local OPF
in the part of the system that is responsible and operates in a coordinated way with
neighboring entities in order to combine information and be led to the global solu-
tion.

The growing interest and the efficiency, that decentralization of power system
seem to have, are the reasons why many researchers and experts are constantly in-
troducing new techniques for the solution of decentralized Optimal Power Flow
Problem. An analyst is now able to choose between a variety of algorithms devel-
oped for this purpose ([45], [47]). The selected algorithm for the support of this thesis
is the Alternating Direction Method of Multipliers (ADMM).

4.3 Overview of the ADMM Algorithm

The Alternating Direction of Multipliers is a powerful tool with main applications
those regarding distributed convex optimization problems, some of them been ap-
plied statistics and machine learning. As described in [48], ADMM follows a "de-
composition - coordination procedure". The decomposition step focuses on the cre-
ation of regions derived from the initial topology, each of the regions containing
multiple buses and having its own regional System Operator. Each of these dis-
tributed System Operators provides a decentralized optimal solution by solving the
local Optimal Power Flow Problem assigned to each region. Then, coordination
follows, during which neighboring regions exchange information been obtained re-
garding individual local solutions. After that step, regions proceed the solution pro-
cess based on the received information, until the convergence criteria are met and
the global optimal solution has been found.

This particular algorithm has been selected mainly for its flexibility, as it can been
applied to a wide variety of problems that handle big data-sets. Except that, many
studies have proven that ADMM has strong convergence properties for complicated
problems ([49]–[51]), because the convergence requires very few conditions.
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ADMM can be seen as an attempt to combine the benefits of dual ascent and
augmented Lagrangian methods for constrained optimization in order to provide
distributed optimal solutions. According to the research done in [52], a distributed
solution is also decentralized and is exclusively based on the message exchange be-
tween the sub-regions, completely independent from any form of central coordina-
tion. The whole communication process is organized in these regions, each having a
local operator for processing and data exchanging with adjacent regions.

The same research provides useful information about the history of methods
been tested for the solution of the distributed Optimal Power Flow. Initial imple-
mentations were solving a decomposed Optimal Power Flow problem to each re-
gion and then were synchronizing the regional results through an iterative update
on constraint Lagrange multipliers. This idea could be applied to various large scale
power systems, but required in each iteration information to be exchanged between
all regions.

In different approaches ([46], [53], [54]), the decomposition-coordination tech-
nique is applied directly to the Interior Point Method (IPM) used for the solution
of the OPF problem. The main idea is to follow a distributed-iterative process with
incremental sub-problem solutions to robust convergence and reduce the compu-
tational load. In the implementation of [46], a preconditioned conjugate gradient
method is employed to ensure convergence, forming a highly centralized manage-
ment. On the other hand, the algorithm in [53] provides a fully decentralized solu-
tion (without the use of gradient methods), but with significantly weak convergence
properties.

Following the research for distributed solutions, the authors in [55] introduce the
idea of decomposition of the semi definite programming relaxation of the OPF. This
approach, however, has increased computational cost when compared with IPM and
can converge in limited network topology types (radial distribution networks).

A solution to most of the previous issues was brought by the ADMM algorithm
([56]), which is suitable for any network (including large scale) and can solve fully
distributed OPF problems. ADMM has very good performance for non-convex
OPFs and performs scheduled actions to solve subproblems in a predetermined or-
der ([57]), where relatively small amount of information is exchanged in a region-
organized formulation.

4.3.1 Mathematical Background of ADMM

Before the ADMM algorithm formulation, we adduce some useful information re-
garding the mathematical fundamentals of the ADMM precursors, namely the Dual
Decomposition and the Method of Multipliers. In this section we use notations and
formulations, according to [58].

Dual Ascent

The basic optimization problem to be solved is convex and of the following form:

minimize f (x) = cTx

subject to Ax = b

where x ∈ Rn, A ∈ Rmxn, f : Rn → R
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Then, the Lagrangian for the previous problem is:

L(x, y) = f (x) + yT(Ax− b) (4.1)

The dual problem is known and given as:

maximize g(y) = yTb

subject to yT A = cT

and the dual function is

g(y) = inf
x

L(x, y) = − f ?(−ATy)− bTy (4.2)

where y is the dual variable of x or Lagrange multiplier and f ? is the convex conju-
gate of f .

In the dual ascent method, we solve the dual problem using gradient ascent.
Assuming that g is differentiable, the gradient ∇g(y) can be evaluated as follows.
We first find x? = argminx L(x, y?); then we have ∇g(y) = Ax? − b, which is the
residual for the equality constraint. x? is the primal optimal solution and y? is the
dual optimal solution.

Then, the primal and dual variable are updated in each iteration according to:

xk+1 = argmin
x

L(x, yk) (4.3)

yk+1 = yk + αk(Axk+1 − b) (4.4)

where αk > 0 is a step size parameter and k denotes the k-th iteration. This method
is called dual ascent, because with the appropriate selection of αk the dual function
increases in each step.

Dual Decomposition

Since we desire to formulate a decentralized algorithm we will perform decomposi-
tion to the previously defined dual ascent method. Let us assume that function f is
separable and can be written as:

f (x) =
N

∑
i=1

fi(xi) (4.5)

In the same way, we decompose variable x and matrix A as below:

x = [x1, x2, ..., xN ]

A = [A1, A2, ..., AN ]

so,

Ax =
N

∑
i=1

Aixi

Now, the Lagrangian can be written as

L(x, y) =
N

∑
i=1

Li(xi, y) =
N

∑
i
( fi(xi) + yT Aixi − (1/N)yTb) (4.6)
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According to these equations, the x-minimization and y-minimization are de-
composed in N problems, which are solved simultaneously (in parallel). The itera-
tive update of the algorithm becomes

xk+1
i = argmin

xi

Li(xi, yk) (4.7)

yk+1 = yk + αk(Aixi
k+1 − b) (4.8)

The x-minimization step is now carried out independently for each i and the dual
ascent method is referred as dual decomposition.

In the general case, each iteration of the dual decomposition method requires
a broadcast-and-gather operation. In the dual update step, the equality constraint
residual contributions Aixk+1

i are gathered to compute the residual Axk+1 − b. Once
the global dual variable is computed, it must be distributed to the processors that
carry out the N individual xi minimization steps.

Augmented Lagrangians and the Method of Multipliers

Augmented Lagrangian methods were developed in part to bring robustness to the
dual ascent method, and in particular, to yield convergence without assumptions
like strict convexity or finiteness of f . The Augmented Lagrangian for the initial
problem is:

Lρ(x, y) = f (x) + yT(Ax− b) + (ρ/2)‖Ax− b‖2
2 (4.9)

where ρ > 0 is called the penalty parameter. (Note that L0 is the standard La-
grangian for the problem.) The augmented Lagrangian can be viewed as the (unaug-
mented) Lagrangian associated with the problem

minimize f (x) + (ρ/2)‖Ax− b‖2
2

subject to Ax = b

This problem is clearly equivalent to the original problem, since for any feasible
x the term added to the objective is zero. The associated dual function is

gρ(y) = inf
x

Lρ(x, y)

.
The benefit of including the penalty term is that gρ can be shown to be differen-

tiable under rather mild conditions on the original problem. The gradient of the aug-
mented dual function is found the same way as with the ordinary Lagrangian, i.e.,
by minimizing over x, and then evaluating the resulting equality constraint residual.
Applying dual ascent to the modified problem yields the algorithm

xk+1 = argmin
x

Lρ(x, yk) (4.10)

yk+1 = yk + ρ(Axk+1 − b) (4.11)

The above equations are known as the method of multipliers for the original
problem set. This is the same as standard dual ascent, except that the x-minimization
step uses the augmented Lagrangian, and the penalty parameter ρ is used as the step



36 Chapter 4. Distributed Optimal Power Flow

size αk. The method of multipliers converges under far more general conditions than
dual ascent, including cases when f takes on the value inf or is not strictly convex.

4.3.2 Alternating Direction Method of Multipliers

As mentioned before the purpose of ADMM is to combine the decomposition ca-
pabilities of dual ascent with the strong convergence properties of the method of
multipliers. The ADMM algorithm will solve a problem given in the form:

minimize f (x) + g(z)

subject to Ax + Bz = c

where x ∈ Rn, z ∈ Rm, A ∈ Rpxn, B ∈ Rpxm.
The only difference from the general linear equality-constrained original prob-

lem is that the variable, called x there, has been split into two parts, called x and z
here, with the objective function separable across this splitting. The optimal value
of the above problem is given by

p? = in f { f (x) + g(z)| Ax + Bz = c}

Then, we form the augmented Lagrangian (similar to the method of multipliers)

Lρ(x, z, y) = f (x) + g(z) + yT(Ax + Bz− c) + (ρ/2)‖Ax + Bz− c‖2
2 (4.12)

Now, ADMM consists of the iterations

xk+1 = argmin
x

Lρ(x, yk, zk) (4.13)

zk+1 = argmin
z

Lρ(xk+1, y, zk) (4.14)

yk+1 = yk + ρ(Axk+1 + Bzk+1 − c). (4.15)

The algorithm consists of a x-minimization, a z-minimization and a dual variable
update. As in the method of multipliers, the dual variable update uses a step size
equal to the augmented Lagrangian parameter ρ.

Here the augmented Lagrangian is minimized jointly with respect to the two
primal variables. In ADMM x and z are updated in an alternating or sequential
fashion, which accounts for the term alternating direction. ADMM can be viewed as
a version of the method of multipliers where a single Gauss-Seidel pass over x and
z is used instead of the usual joint minimization. Separating the minimization over
x and z into two steps is precisely what allows for decomposition when f or g are
separable.

ADMM can also be written in other forms ([58]), but these particular implemen-
tations will not be needed for the purposes of this thesis.

4.3.3 Convergence of ADMM

Many researches have shown interest in the convergence properties of ADMM([49],
[59]). In this thesis, we adopt the approach in [58], where two basic assumptions are
made in order to define the convergence attributes of ADMM.

The first one regards functions f and g:
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Assumption 1: The (extended-real-valued) functions f : Rn → R∪{+∞}, g : Rm →
R ∪ {+∞} are closed, proper, and convex. This assumption tells that there are
x, z (maybe not unique), that minimize the augmented Lagrangian.

The second assumption has to do with the problem set before:

minimize f (x) + g(z)

subject to Ax + Bz = c

Assumption 2: The unaugmented Lagrangian L0 has a saddle point. In other words,
there exist a set (x?, z?, y?) (not necessarily unique) such that

L0(x?, z?, y) ≤ L0(x?, z?, y?) ≤ L0(x, z, y?) (4.16)

which holds for all x, z, y. Then (x?, z?) is an optimal solution to our problem
and y? is the dual optimal. Also, strong duality holds, which means that the
solutions of primal and dual problems are equal.

Having assumptions 1 and 2 into consideration, the ADMM iterations satisfy the
following:

• Residual convergence: for the residual Γ = Ax + Bz − c holds Γk → 0 as
k→ ∞, in other words the iterations approach feasibility

• Objective convergence: f (xk) + g(zk) → p? as k → ∞, meaning the objective
function of the iterations approaches the optimal value

• Dual variable convergence: yk → y? as k → ∞, where y? where is a dual
optimal point

Generally, the ADMM algorithm converges in a slow rate by providing though
significantly low error in the computed solutions. This slow convergence success is
the one that distinguishes ADMM from other methods that provide high accuracy
is brought after an acceptable amount of time. On the other hand, in some cases
where the algorithm converges in a few tens of iterations, ADMM gives modest
accuracy. This feature is extremely helpful in this thesis, because this is the desired
case (acceptable accuracy-fastest possible convergence) for the large-scale systems
in this thesis.

4.3.4 Optimality conditions and Stopping criterion

The optimality conditions, as they are specified in [58], which are necessary and
sufficient for the ADMM problem, are the primal feasibility

Ax? + Bz? − c = 0 (Condition 1)

and the dual feasibility

0 ∈ ∂ f (x?) + ATy? (Condition 2)

0 ∈ ∂g(z?) + BTy? (Condition 3)

Above, ∂ denotes the subdifferential operator. In cases where f , g are differentiable,
the subdifferentials ∂ f and ∂g can be replaced by the gradients∇ f and∇g,respectively.
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The mathematical approach in [58] derives the following residuals, as they will
be mentioned from now:

Γk+1 = Axk+1 + Bzk+1 − c (primal residual)

sk+1 = ρATB(zk+1 − zk) (dual residual)

for the k + 1 iteration.
The primal and dual residuals for Conditions (1) and (2) converge to 0 as the

ADMM iteration process proceeds. Condition (3) holds always for (xk+1, zk+1, yk+1).
As for stopping criterion, it is suggested that primal and dual residuals shall be

small, such that
||Γk||2 ≤ tolerance

||sk||2 ≤ tolerance

Although there are mathematical ways to compute these feasibility tolerances,
empirical studies have shown that some acceptable values are 10−3, 10−4, 10−5.

4.4 ADMM Adaptation in the Optimal Power Flow Problem

In this section, the Optimal Power Flow problem will obtain a distributed form by
utilizing the ADMM algorithm presented before. Relative literature contains various
distributed OPF formulations by using ADMM and some indicative of them may be
found in [50]–[52], [56], [60], [61].

The formulation followed in this thesis and the experiments among it, is the one
presented in [14] and is based on the research in [62]. The authors point out that
a basic premise in this approach is that the transmission line constraints are rarely
violated, hence they are not taken into consideration. The only occasional existence
of congestion in real-time power systems is the reason why transmission constraints
are considered absent in most distributed OPF formulations. This assumption sim-
plifies the computational part and did not create contingencies in our experiments.

To enable the decomposition of the OPF, a partition of the power system into
smaller regions takes place. Each of these regions is assigned with a local OPF prob-
lem to solve (part of the initial OPF) through specific information exchange with its
neighboring regions. Other than its neighbors, a region does not have knowledge
about the rest of the topology and the respective distinctive variables. In order to
derive a problem solution with a distributed way, an iterative ADMM method is
implemented and ultimately provides the global optimal solution of the entire prob-
lem.

A rather crucial step in the power system decomposition is the algorithm’s be-
havior regarding the boundary buses of regions and transmission lines that connect
buses that will be assigned to different regions. More specifically, to enable distri-
bution, voltages at the boundary buses of each region are duplicated. In that way,
the respective interconnecting lines are omitted and the system is fully decomposed
into regions. Of course, this separating process is not unrestricted, as certain con-
straints are introduced in order for the system stability to be maintained (duplicated
voltages must be equal to one another). These actions become obvious in Figure 4.1.

In this figure, a decoupling takes place forming two regions, A and B, while the
respective boundary buses i and j are connected through the tieline ij. Since the
voltages at buses i, j are duplicated, two copies are assigned to region A (Vi,A, Vj,A)
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FIGURE 4.1: The Process of Voltage Duplication at Boundary Buses
(Image adapted from [62])

and another two copies are assigned to region B (Vi,B, Vj,B), as seen in the right part
of Figure 4.1.

As mentioned before this action is constrained as the duplicated voltages must
be equal to one another, namely:

Vi,A = Vi,B (4.17)

Vj,A = Vj,B (4.18)

The literature ([62], [63]) indicates that the above pair is equivalent to the follow-
ing equality constraints, derived directly from relations (4.17, 4.18):

Vi,A −Vj,A = Vi,B −Vj,B (4.19)

Vi,A + Vj,A = Vi,B + Vj,B (4.20)

For each tieline connecting boundary buses of separate regions, two more auxil-
iary variables z+ and z− for each of these regions are introduced, accompanied by
two auxiliary constraints. In the presented example in the previous figure and for
the tieline i, j, region A has auxiliary variable z+i,j and z−i,j (respectively the auxiliary
variables of region B would be z+j,i and z−j,i), as long as the following constraints:

z+i,j = β+(Vi,A + Vj,A) (4.21)

z−i,j = β−(Vi,A −Vj,A), (4.22)

where β− and β+ are constant scaling factors ([63]). β− is set to be larger than β+ to
give more weight to Vi,A − Vj,A , which is strongly related to the line flow through
tie line ij. In our experiments, β− is set to be 2, while β+ is given the value 0.5.

From the above the set Z is created by expressing constraints (4.19, 4.20) accord-
ing to definitions in (4.21, 4.22), which denotes the feasible region of all z′s associated
with tielines

Z = {(z−, z+)| z−i,j = −z−j,i , z+i,j = z+j,i , ∀(i, j) ∈ inter-region tielines} (4.23)

The primal variable x is defined by the set of OPF distinctive variable {P, V, Q, θ}.
Having that in mind, the primal (control and state) and auxiliary variables for each
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region k associated with buses within this region can be defined as:

xk = {(Pi, Vi, Qi, θi)| i ∈ (set of buses in region k, including the duplicated)}

zk = {(zi,j
−, zi,j

+)| i boundary bus of region k, j boundary bus of neighboring region of k}

With the previous definitions, the OPF problem is redefined ([14]) and for each
region k obtains the form:

minimize
x,z

fk(xk) (4.24)

subject to:

Akxk = zk

g(xk) = 0
xkmin ≤ xk ≤ xkmax

zk ∈ Z

where

• fk(xk): the generation cost that we intend to minimize in region k

• Akxk = zk: the duplicated boundary voltages expressed in respect of xk (are
derived by expressing (4.21, 4.22) using xk, zk)

• g(xk) = 0: the power flow equality constraints as they are described in Sec-
tion 3.3.1

• xkmin ≤ xk ≤ xkmax : the power flow inequality constraints as they are described
in Section 3.3.2

• zk ∈ Z: the constraints in duplicated voltages between neighboring boundary
buses

It is worth mentioning that a lot of literature replaces the pair of constraints {
g(xk) = 0 , xkmin ≤ xk ≤ xkmax } with xk ∈ Xk, mainly for simplicity reasons. Un-
der the assumption that z is fixed, then the initial problem may be decomposed in
subproblems (each in respect of xk), enabling this way the distributing attributes
of ADMM to solve the problem (4.24) for each region k. Moreover, the constraint
zk ∈ Z is the only one that does not depend totally on region k.

The iterative update of the ADMM variables needs to slightly modified in order
to be suitable for the variable exchange between neighboring regions and success-
fully coordinate the inter-region communication.

The ADMM algorithm minimizes the Augmented Lagrangian function of the
problem([62]), which for each region k is given as follows:

Lk(xk, zk, λk) = fk(xk) + +λk
T(Akxk − zk) +

1
2
‖Akxk − zk‖2

ρk
(4.25)

It holds that the square of weighted norm of x is ||x||2ρ = xTdiag(ρ)x. The vector
ρ is a vector containing the penalty parameters which are increased during the itera-
tive process to ensure convergence of ADMM [56]. The (v+1)-th iteration of the local
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ADMM consists of the following steps for region k:

xv+1
k = argmin

xk

Lk(xk, zv
k , λv

k) (4.26)

zv+1
k = argmin

zk

Lk(xv+1
k , zk, λv

k) (4.27)

λv+1
k = λv

k + diag(ρv
k)(Akxv+1

k − zv+1
k ) (4.28)

The x-update step requires the solution of a non-convex subproblem. The update
of variable z solves a quadratic programming problem and denotes the message ex-
changes between regions and is computed locally once it has received the updated
variables from its neighboring regions. That way, ADMM takes place in a distributed
form, without central coordination.

As mentioned in subsection 4.3.3, the primary convergence criterion is the re-
gional primal residual, which expresses the error in the coupling constraints:

Γv+1
k =

∥∥∥Akxv+1
k − zv+1

k

∥∥∥
∞

The most crucial parameter that robusts convergence is the ρ penalty parame-
ter, which is updated in each iteration to make the augmented Lagrangian function
convex near the solution.

To enhance the performance of ADMM on non-convex problems, the penalty
parameter ρ is usually updated to make the Augmented Lagrangian function convex
near the solution. Specifically, for any region k, ρk is updated as follows [63]:

ρ∼v+1
k =

{∥∥ρv
k

∥∥
∞ 1, if Γv+1

k ≤ γΓv
k (4.29)

τ
∥∥ρv

k

∥∥
∞ 1, otherwise

with constants 0 < γ < 1 and τ > 1, and with 1 denoting the all-ones vector,
and then by exchanging local ρ′s between neighboring regions the maximum ρ is
selected from {ρk, ρl} for each tieline (i, j) between regions k and l in order to robust
the convergence.

ρv+1
k,i,j = max{ρ∼v+1

k,i,j , ρ∼v+1
l,j,i } (4.30)

Research in [63] provides useful information regarding the choice of parameters
β+, β−, γ, τ and initial ρ selection. There are other parameters whose value may have
an important impact on the algorithm’s behavior and may be selected according to
relative researches ([59], [64]).

A compacted form of the algorithm proposed by [14], [62] and adopted within
this thesis appears in Algorithm 1. The iteration counter is denoted by v. The
message exchange process between neighboring regions becomes obvious to Steps
(5 − 7) of the Algorithm. At Step 10 the convergence is examined by checking
whether the primal residue (Γk, ∀k) is smaller than some ε, as mentioned in sub-
section 4.3.4. However, in the AC OPF problem, power balance feasibility must also
be ensured. This feasibility is checked after averaging the duplicate voltages in each
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iteration (Step 7). Convergence is declared when both the primal residue and the
maximum bus power mismatch (after voltage averaging) fall below ε [63].

Algorithm 1 ADMM for Distributed OPF in Region k

1: Initialize:
x0

k, z0
k = 0, λ0

k = 0, ρ0
k = ρ01, v = 0

2: while Not converged do
3: v← v + 1
4: Update xk by solving the local OPF

xv
k = argmin

xk∈Xk

fk(xk) + λv−1
k

T
(Akxk − zv−1

k )

+
1
2

∥∥∥Akxk − zv−1
k

∥∥∥2

ρv−1
k

5: Prepare mv
k = Akxv

k
6: Broadcast mv

k to neighboring regions and receive mv
l from each neigh-

bor region l 6= k
7: Update zk using

z−v
i,j =

1
2
(m−v

k,ij −m−v
l,ji )

z+v
i,j =

1
2
(m+v

k,ij + m+v
l,ji )

8: Update λk using

λv
k = λv−1

k + diag(ρv−1
k )(Akxv

k − zv
k)

9: Calculate the primal residue Γv
k for each region k

10: Check convergence
11: Compute ρ̃v

k based on (4.29)
12: Broadcast ρ̃v

k to neighboring regions and receive ρ̃v
l from each neigh-

boring region l
13: Update ρk based on (4.30)
14: end while

A important feature of this above algorithm, that will be utilized in the Chap-
ter 5, is that he is asynchronous. This distinction depends on how instructions are
assigned to parallel threads ([65]). In each iteration the new values are calculated
based on the last known values, without waiting the updated ones from other pro-
cesses. This particular feature will become obvious in the the next Section.
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4.5 Complexity Analysis of the Proposed ADMM Algorithm

In this section, an estimation of the complexity that the previous algorithm succumbs
will be attempted. Specifically, we will try to calculate the computational complexity
of the loop that takes place in Steps 2− 14 of the ADMM algorithm for each region
containing multiple buses. Some researchers ([66]) have shown that the convergence
rate of ADMM is related to the total number of iterations N (O(1/N)), while in
others ([67]) a relation with the specified tolerance e was found (O(1/e2)). We will
try to make more specific calculations by examining each step separately.

For this reason, some clarifications will be made in advance for the better un-
derstanding of this effort. The dimensions and contents of each variable will be the
ones that were obtained through the software inspection, in order to specify more
accurately the complexity. First, let us assume that a specific region consists of:

• nb, number of buses within the region

• ndb, number of duplicated buses in the region

• ntl , total number of tielines between the buses of the region

• nil , the number of inter-region tielines of this region

• ng, the generators in this region

• nsr, the number of neighboring sub-regions

Let ntb = nb + ndb be the number of total buses within a region and nlines =
ntl + nil the total number of tielines of the region.

Then, the fundamental variables of the process are explained. Each of this vari-
able is designed as dictionary matrix that allows the easier handling within the code.

FIGURE 4.2: Structure of Vector x
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• Variable x: It is a dictionary matrix that has a structure as in Figure 4.2 .

It has entries for ’Vm’:voltage magnitude, ’Va’:voltage angle, ’Pg’:active power
in generator and ’Qg’: reactive power in generator. Each one of them is a
vector. Entries ’Vm’ and ’Va’ have the same dimension, which is equal to the
number of buses in the region plus the number of duplicated buses after the
decomposition, i.e. the boundary buses of the other region (this sum is denoted
as ntb:number of total buses in a region). For example, in the below Figure 4.3,
the system has been divided in two regions. There are 11 buses in Region 1
(above) and 3 (circled in blue) duplicated buses, those whose connection with
Region 1 is cut. Despite the fact that two tielines between Region 1 and bus 10
are separated, bus 10 is duplicated only once. This is why we have 3 duplicated
buses, leading to the first dimension of ’Vm’ and ’Va’ for region 1 being equal
to (11 buses) + (3 duplicated buses) = 14 for each one of them.

FIGURE 4.3: Demonstration of the Duplicated Voltages

The dimension of entries ’Pg’ and ’Qg’ is equal to the number of generators
that exist in the region (denoted as ng). In the example of the Figure above,
this dimension is equal to 2, as only 2 generators are located in region 1.

• Matrix A: This matrix has two entries, ’Adiff’ and ’Asum’, as Figure 4.4 shows,
in order to express properly the according variables z− and z+ that were de-
scribed in the previous section. These two matrices have the same dimensions.
They have one row for each one of the inter-region tielines (first dimension
is nil), they become sparse for large system topologies and their contents are
associated with the β+ and β− values.

Obviously, the second dimension will be equal to the first dimension of the
respective fields ’Vm’ and ’Va’ of x for the multiplication A · x to hold. Matrices
’Adiff’ and ’Asum’ for Region 1 of Figure 4.3 will have 4 rows (4 inter-region
tielines) and 14 columns (as the first dimension of x is 14), leading to a 4× 14
matrix each.

• Variable z: As mentioned in the previous Section, variable z was introduced to
ensure that no physical laws violations occur when one tieline is cut. Variable
z is specified by the following fields (Figure 4.5):
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FIGURE 4.4: Structure of matrix A

FIGURE 4.5: Structure of vector z

Variable z has four entries; ’zmd’: for voltage magnitude−, ’zms’: for voltage
magnitude+, ’zad’: for voltage angle− and ’zas’: for voltage angle+. Each
of these entries is a vector and has one row for each one of the inter-region
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tielines of the region. Naturally, the dimensions of each field must correspond
to the ones generated by the A · x multiplication from the respective fields.
Continuing our example given in Figure 4.3, when z would be formulated for
Region 1, each one of the fields would consist of 4 rows (as many as the inter-
region tielines).

• Penalty parameter vector: The penalty parameter is initialized as a vector with
length equal to the total number of buses of a region and values all equal to the
initial penalty parameter ρ0:

ρ0
k =


ρ0
...

ρ0


• Dual vector λ: The structure of vector λ appears in Figure 4.6:

FIGURE 4.6: Structure of vector λ

Each one of the fields is a vector and exists in corresponding to the ones in
vector z. The dimensions of each field are such that so that the multiplication
λT · (A · x− z) holds. Therefore, each one of the vectors has nil rows.

Now, the complexity of each step of the iterative process will be calculated. In
each iteration we have the following:

• (Step 3) v ← v + 1: The addition of two integers has a known constant com-
plexity of O(1)
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• (Step 4) Update xk by solving the local OPF

xv
k = argmin

xk∈Xk

fk(xk) + λv−1
k

T
(Akxk − zv−1

k )

+
1
2

∥∥∥Akxk − zv−1
k

∥∥∥2

ρv−1
k

The most tricky part for this step is to specify the complexity of the solution
of the local Optimal Power Flow, the term:

argmin
xk∈Xk

fk(xk)

As described in the Chapter 3, the solution of the each individual subprob-
lem will be provided by the utilization of the Interior Point Method (IPM),
through the Python Interior Point Solver (PIPS). The available software tool
implements a variation of the IPM, called Step-Controlled Primal-Dual Inte-
rior Point Method (SC-PDIPM), whose formulation is presented in [68]. The
author specifies the complexity of this particular method as:

SC− PDIPMcomplexity = (Number of Iterations)× [O(number of buses)

+O(number of tielines) +O(number of generators)] =

(Number of Iterations)× [O(ntb) +O(nlines) +O(ng)]

The number of iterations cannot be defined as it depends on each individual
topology and the writers are calculating it empirically through experiments.
The results presented on their paper show that the number of iterations for so-
lution of the problem never exceeded the number of buses (O(ntb)), as shown
in [68]. Since this is merely an observation that bound won’t be adopted for
our analysis. Thus, the overall complexity of the argument minimization is:

NIIPM × [O(ntb) +O(nlines) +O(ng)]

The total operations required for the term:

λv−1
k

T
(Akxk − zv−1

k )

are calculated as follows; our software manages to complete calculate this after
it has performed four distinct operations:

1. ymdT × (Adiff×Vm− zmd)
2. ymsT × (Asum×Vm− zms)
3. yadT × (Adiff×Va− zad)
4. yasT × (Asum×Va− zas)

For a better visualization, one of these operations can be written dimension-
wise as

(nil × 1)T · [(nil × ntb) · (ntb × 1)− (nil × 1)]

So, it is clear that from each one of the four operations a number is obtained. If
we look at the dimensions, the number of operations required for each of the
four is:
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– nil × ntb multiplications

– nil subtractions

– nil multiplications

Overall, we will need 4 · [2 · nil + (nil · ntb)] = O(8 · nil + 4 · nil · ntb) operations.

Next, we specify the iterations for the term:

1
2

∥∥∥Akxk − zv−1
k

∥∥∥2

ρv−1
k

This is weighted squared norm that for any vector v holds: ||v||2p = vT ·
diag(p) · v. Again for the interior of the norm the following operations will
take place:

1. Adiff×Vm− zmd

2. Asum×Vm− zms

3. Adiff×Va− zad

4. Asum×Va− zas

Each one of them will require nil × ntb multiplications and nil subtractions,
generating a nil × 1 vector. Then, by following the previous relationship for
the weighted squared norm, we have:

(Akxk − zv−1
k )T · diag(p) · (Akxk − zv−1

k )

And by looking at this dimension-wise:

(nil × 1)T · (nil × nil) · (nil × 1) =

(1× nil) · (nil × nil) · (nil × 1)

This actions requires totally n4
il multiplications for each of the four processes.

All produce a number (4 totally) which is multiplied by 1/2. Overall, for term:

1
2

∥∥∥Akxk − zv−1
k

∥∥∥2

ρv−1
k

the required number of operations is:

O(4 · [nil · ntb + nil + n4
il + 1])

The results of two terms

λv−1
k

T
(Akxk − zv−1

k ) +
1
2

∥∥∥Akxk − zv−1
k

∥∥∥2

ρv−1
k

in each one of the respective four common operations is a number. Totally, each
of the terms provide a four-dimensional vector. The two four-dimensional vec-
tors are added to the one existing and characterized the objective function.
That means for the final form of the objective function, three 4-dimensional
vectors are added, hence 8 additions.
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After the formulation of the objective function, the problem is minimized with
the complexity mentioned earlier. Through the solution of the local OPF a
vector x is obtained that has the structure of Figure 4.2. Finally, these values
are assigned to xk

v, that meaning ntb (length of ’Vm’) + ntb (length of ’Va’) + ng
(length of ’Pg’) + ng (length of ’Qg’) assignments, i.e. totally

O(2 · [ntb + ng])

assignments. Overall, the required operations for Step 4 to be completed are:

(8 · nil + 4 · nil · ntb) + (4 · nil · ntb + 4 · nil + 4 · n4
il + 4) + (2 · ntb + 2 · ng) + +

++ NIIPM × [O(ntb) +O(nlines) +O(ng)] =

Complexity4 = O(nil · [ntb + n3
il ]) + NIIPM × [O(ntb) +O(nlines) +O(ng)]

• Step 5 Prepare mv
k = Akxv

k

This multiplication has a cost that was calculated in the previous step. This
variable m has the structure of Figure 4.7:

FIGURE 4.7: Structure of variable m

For the specification of ’mdiff’ the following operations take place in view of
fields:

– ’Adiff’ × ’Vm’ (result of dimension nil × 1)

– ’Adiff’ × ’Va’ (result of dimension nil × 1)

These two actions define field ’mdiff’ of length 2 · nil .

For the specification of ’msum’ the following operations take place in view of
fields:

– ’Asum’ × ’Vm’ (result of dimension nil × 1)
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– ’Asum’ × ’Va’ (result of dimension nil × 1)

These two actions define field ’msum’ of length 2 · nil .

Each one of these actions needs nil · ntb multiplications, that adds up to 4 · nil ·
ntb total operations. Also, for the final form 8 · nil assignments needed. Overall,
we have:

Complexity5 = O(4 · nil · [ntb + 2]) = O(nil · [ntb + 2])

• Step 7 Update zk using

z−v
i,j =

1
2
(m−v

k,ij −m−v
l,ji )

z+v
i,j =

1
2
(m+v

k,ij + m+v
l,ji )

For this step the following operations will be performed:

– ’mdiff’− ’mdiff’received

– ’msum’− ’msum’received

That means we will totally have 2 · 2 · nil subtractions, then 2 · 2 · nil multipli-
cations with 1/2 and 4 · nil assignments. So,

Complexity7 = O(12 · nil) = O(nil)

• Step 8 Update λk using

λv
k = λv−1

k + diag(ρv−1
k )(Akxv

k − zv
k)

The cost for (Akxv
k − zv

k) has been calculated in Step 4 and is 4 · (nil · ntb + nil)
operations. Then, the multiplication with ρ will need 4 · n3

il operations. Finally,
we have 4 · nil additions and 4 · nil assignments. Overall,

Complexity8 = O(12 · nil + 4 · n3
il + 4 · nil · ntb) = O(nil · [n2

il + ntb])

• Step 9 Calculate the primal residue Γv
k for each region k

This calculation is given as

Γv+1
k =

∥∥∥Akxv+1
k − zv+1

k

∥∥∥
∞

The interior value of the norm requires 4 · (nil · ntb + nil) operations. Totally,
of these actions 4 vectors of dimension nil each are produced and then are put
together in an array of length 4 · nil . In order to calculate the infinite norm,
the absolute maximum of this array is found with a complexity of O(4 · nil).
Finally, this maximum value is assigned to Γv+1

k with O(1). For the overall
complexity of this Step it holds:

Complexity9 = O(4 · [nil · ntb + nil ] + 4 · nil) = O(nil · [ntb + 2])
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• Step 10 Check convergence

The convergence is checked after the comparison of the previous value with
the convergence tolerance, a simple action requiring O(1).

• Step 11 Compute ρ̃v
k based on the following relation:

ρ∼v+1
k =

{∥∥ρv
k

∥∥
∞ 1, if Γv+1

k ≤ γΓv
k

τ
∥∥ρv

k

∥∥
∞ 1, otherwise

First, in order to check the condition a multiplication γΓv
k takes place and then

a comparison with Γv+1
k . So, two operations are performed, hence O(2) for

the condition. As we can see the worst-case is for the second branch τ
∥∥ρv

k

∥∥
∞ 1.

We know that ρk is a vector of length ntb. So, for the calculation of the norm
O(ntb) is required and a number is produced. This number is multiplied by
the all ones vector of length ntb, leading to ntb multiplications. Eventually,
this vector of length ntb is multiplied by τ, thus ntb more multiplications and
ntb assignments. To sum up, for the worst-case scenario of this branch, the
algorithm performs

2 + ntb + ntb + ntb + ntb = 2 + 3 · ntb

operations. So,

Complexity11 = O(2 + 4 · ntb) = O(ntb)

• Step 13 Update ρk based on:

ρv+1
k,i,j = max{ρ∼v+1

k,i,j , ρ∼v+1
l,j,i } (4.30)

This step is simply a comparison between two values and an assignment.
Since, all ρ vectors are obtained by the multiplication of the same value with
the all ones vector, for the comparison between the calculated and the received
one only a single entry must be compared, since the rest are similar to the this
single respective entry for each vector. So, the comparison between two num-
bers requires 1 operation O(1) and then ntb assignments of this value to create
the final ρv+1

k,i,j vector. Overall,

Complexity13 = O(1 + ntb) = O(ntb)

The number of iterations that the proposed ADMM algorithm requires until con-
vergence can not be specified as it depends on the characteristics of each individual
topology and can be derived empirically from experiments. For this reason, this
number of iterations will be denoted as NIADMM.

Naturally, the total complexity of the algorithm is divided in a computational
and a communication part. This particular analysis focuses on the first part, trying
to specify the number of required operations for each iteration of the algorithm. The
impact of the communication delay for the message exchange between the regions
is important, however it will not be examined in this thesis (Steps 6,12). A rather
informative research on this particular field can be found in [69].
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The overall computational complexity of the proposed version of the Alternat-
ing Direction Method of Multipliers (ADMM) can be calculated if we add up the
complexity of each step and then multiply that sum by NIADMM.

Total ComplexityRegion k = NIADMM · { O(nil · [ntb + n3
il ])+

+NIIPM · [O(ntb) +O(nlines) +O(ng)]+

+O(nil · [ntb + 2]) +O(nil)+

+O(nil · [nil2 + ntb]) +O(nil · [ntb + 2])+

+O(1) +O(ntb) +O(ntb) } =

NIADMM · { NIIPM · [O(ntb) +O(nlines) +O(ng)]+

+O(n4
il + nil · ntb + ntb) }

Terms NIADMM and NIIPM can be better specified by calculating the spectral ra-
dius of the iterative matrices for ADMM and IPM, respectively.

4.6 Conclusion

The Optimal Power Flow problem solution is a crucial challenge that needs to be
resolved in order for the electricity to be dispatched effectively and in a way that
ensures the financial stability both of consumers and providers.

Many reasons have made obvious that the existing infrastructure, which enforces
a high level of central coordination, is progressively becoming unreliable. The aris-
ing approach of the decentralized electricity markets has drawn a growing interest
and is widely considered an effective implementation that could provide solutions
of better quality, reliability and faster convergence. The main idea in this approach
is that the main problem and system topology are divided in smaller subproblems
and regions, respectively.

This idea is implemented with the introduction of the Alternating Direction Method
of Multipliers (ADMM). This algorithm manages to decompose the centralized OPF
problem in subproblems, which are assigned to regions, each coordinated by a re-
gional operator. This process enables a inter-region variable exchange in order for
the optimal solution to be found.

This distributed approach has been proven rather suitable for large-scale real-
time power grids. The effectiveness of this implementation may depend on various
parameters, one very important being the ρ penalty parameter, whose effect will be
examined in the next sections.

In the final Section an approximation was attempted in order to define the com-
putational complexity of the proposed ADMM algorithm. From the calculated result
it seems that the complexity of this algorithm is dependent to the various features of
each individual topology (buses, branches) and to the complexity of the solution of
each local-formulated Optimal Power Flow problem.
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Chapter 5

Experimental analysis

In this Chapter, experimental results are provided in order to examine the effective-
ness of the proposed ADMM algorithm implementation for finding a decentralized
solution to the Optimal Power Flow problem. Our purpose is to demonstrate that
the application of ADMM can enhance convergence by providing at the same time
quality solutions.

5.1 Design and Simulation Setup

The input we provide to our software is a topology in PYPOWER-caseformat [70], di-
vided in regions of different size. All the case files are online available here. Through
the specified data for each network bus a respective OPF problem is formulated fol-
lowing the ADMM algorithm. In each iteration, every region finds new neighbor
values and updates accordingly its own. The optimal solution is given by the PY-
POWER Interior Point Solver, when all regions has achieved convergence.

In Section 5.2, different experiments performed in various case scenarios are pre-
sented in order to test the performance of the algorithm. Experiments vary on the
initial parameter selection and their impact on the results will be examined.

Convergence time of the algorithm, number of iterations until convergence and
computation error in the calculated solution will be compared in each case, in order
to understand how each implementation affects the performance of ADMM in the
OPF problem. More specifically:

• First, a block partition of the system will be implemented (e.g. 39 buses - 3
regions) in order to examine if it can improve the algorithm’s attributes com-
pared to a conventional partition presented in ["Auto-tuned weighted-penalty
parameter ADMM for distributed Optimal Power Flow" IEEE transactions on
Power Systems to appear], where each region contains only one bus (e.g. 39
buses - 39 regions).

• Second, the behavior of the algorithm will be tested depending on the number
of tielines "cut" in the region-formulation process.

• Third, we will examine the impact that the number of buses existing in each
region has on the performance of our implementation.

• Finally, similar comparison will be performed in order to observe the impact
of the amount of load in each region.

Each of them will be examined in relation with the penalty parameter in order
to decide which ρ improves the algorithm’s performance in each case. The design of
each experiment format will be described in detail in the respective simulations.

https://electricgrids.engr.tamu.edu/electric-grid-test-cases
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The primal residual for the next cases is selected to be 10−3. The initial cost
function, the value of which we wish to minimize, is given in the format αP2 + βP +
γ. The constant values α, β, γ are specified from the case data and P obtained by the
final solution.

Hardware and Software Description

The simulations were run in an HP Z600 Desktop with a 8-core Intel Xeon E5620
processor of 2.40 GHz CPU speed in an Ubuntu 18.04 based environment with 8GB
of available RAM. The main code used for the experiments was written in the Python
programming language. The main algorithm used in the following experiments was
the one implemented in [14] (provided by Kostas Mavromatis and Magda Foti), but
for this thesis a block version of this code was utilized in the majority of test cases.
Also, the following software was used for the writing of this thesis:

• Overleaf, an online LaTeX editor for writing and editing of scientific docu-
ments (Home page)

• PYPOWER, an Optimal Power Flow solver and port of MATPOWER (Source
code here)

• Matplotlib, a library for generating visualizations in Python(Source code here)

• Microsoft Excel, for collecting and grouping data, as long as for plot design
(Online available here)

• SciPy and NumPy, packages for scientific computations (Documentation of
SciPy here and for NumPy here)

Partitioning the system

When we are trying to create blocks, the need of partitioning the system emerges
([71]–[73]). The basic criterion for partitioning each system is topological. In other
words, buses which are at close distance from each other will be put in the same
region. Except that, the number of tie lines to be separated is taken into considera-
tion. According to our experiment needs, additional criteria were followed. Systems
were partitioned so that they would have the same number of buses in each region
or according to the number of tielines separated to form the regions.

Following the above criteria, we will present in the next sections the partitions
we adopted in each case.

5.2 Evaluation of Results

In this section, the results obtained during the simulations will be presented. These
will be displayed in analytic tables, which contain respective data as long as plots,
that are helpful in better understanding of our proposals.

The main characteristics observed in different test cases are:

• Convergence Time, the time in seconds needed for the algorithm to achieve
convergence

• Objective Gap, the % difference between the computed value of the objective
function and the respective centralized solution

https://www.overleaf.com/
https://github.com/rwl/PYPOWER
https://github.com/rwl/PYPOWER
https://matplotlib.org/
https://www.microsoft.com/el-gr/microsoft-365/excel
https://www.scipy.org/docs.html
https://numpy.org/doc/stable/
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• Iterations, the mean number of iterations needed for the algorithm until con-
vergence

• Cost per Iteration, the time required for each iteration to be completed

5.2.1 Impact of the Number of the Regions

In the following cases, we will compare the results obtained when the system was
divided in blocks of buses with those when each bus was considered one region, as
in Figure 5.1. The comparison will not only be limited between the typical ADMM
algorithm and the block version for each case, but it will be expanded in order to
clarify the way a penalty parameter affects the convergence properties, by compar-
ing different cases with each other.

FIGURE 5.1: The IEEE 5 Bus System Divided Block-Wise (left) and
Non-Block-Wise (right) (Image source)

IEEE 30-Bus Case

The IEEE 30 Bus Test Case represents a portion of the American Electric Power Sys-
tem (in the Midwestern US) as of December, 1961. This case has 6-generators and is
divided into 3 regions (Figure 5.2).

FIGURE 5.2: The IEEE 30-Bus System divided in 3 regions (Image
source).

From the table data (Table 5.1) it is obvious that the block creation has improved
the performance of the algorithm. The required convergence time for the algorithm

https://www.researchgate.net/figure/Standard-IEEE-5-Bus-System_fig2_282271461
http://www.mdpi.com/1996-1073/8/6/6059/htm
http://www.mdpi.com/1996-1073/8/6/6059/htm
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TABLE 5.1: Performance data of ADMM for the 30 Bus System

Buses Regions ρ0
Convergence Objective Iterations Cost per

Time (sec) Gap (%) (mean) Iteration (sec)

30

30
102 555 48.48 303 1.83
104 192 1.55 103 1.86
108 107 16.11 62 1.73

3
102 187 2.2 315 0.59
104 28 0.8 51 0.55
108 12 17.1 19 0.63

is significantly reduced along with the respective cost per iteration, which is reduced
by a factor of more than 1/3. Also, if we observe the case of optimal penalty parame-
ter ρ = 104, we see that the block formulation provides a more accurate solution and
requires the half iterations compared to the non-block implementation. We can also
see that for ρ = 102 the simulation does not give acceptable results, as it increases
convergence time, error and iterations at both implementations.

By increasing the initial ρ, convergence time and number of iterations are re-
duced (except the worst case of ρ = 102) in each implementation (Figure 5.3), but
when the algorithm converges fast the computation error increases.

(A) Convergence Time (B) Number of Iterations

FIGURE 5.3: Comparison of Block and Non-Block Implementation,
depending on ρ in the 30 Bus System

IEEE 39-Bus Case

The 39-Bus Case (Figure 5.4) is generally representative of the New England 345 KV
system, but is not an exact or complete model of the actual New England 345 KV
system. There are 3 regions and the generators are located from Bus 30 to Bus 39.

The data presented in Table 5.2 demonstrate how the different features for exam-
ination change while varying the ρ penalty. The division of the IEEE 39 Bus System
in three regions brings significant improvement to the algorithm’s behavior, as seen
in Figure 5.5.

As in the previous case, the time (Figure 5.5a) and iterations needed for con-
vergence (Figure 5.5b) is much lower in the block formulation for the respective ρ
parameters. In addition, an important change is noticed in the cost per iteration for
each scenario which is reduced again by a factor of about 30% (Figure 5.5d). The
block implementation provides also solutions of higher quality, as the objective gap
is higher when the number of buses is equal to the number of regions (Figure 5.5c).



5.2. Evaluation of Results 57

FIGURE 5.4: The 39-Bus System divided in 3 regions (Image source).

TABLE 5.2: Performance data of ADMM for the 39 Bus System

Buses Regions ρ0
Convergence Objective Iterations Cost per

Time (sec) Gap (%) (mean) Iteration (sec)

39

39

104 842 2.7 363 2.31
5 · 104 476 0.37 205 2.32

105 335 4.54 145 2.30
5 · 105 233 5.96 103 2.26

106 223 15.67 97 2.29
5 · 106 247 20.67 105 2.35

107 223 22.11 100 2.23

3

104 262 0.05 306 0.85
5 · 104 127 0.41 195 0.64

105 81 0.30 129 0.62
5 · 105 31 0.32 47 0.65

106 23 2.74 35 0.65
5 · 106 16 7.31 25 0.64

107 16 7.85 26 0.61

The impact of the penalty parameter is also obvious. An increase of ρ reduces at
a great level the number of iterations till convergence (Figure 5.6). By comparing the
values of the primal and dual residual, which are used as convergence criteria we see
that by increasing ρ from 104 to 106 the total number of iterations falls from 306 to 35
(process stops when residuals fall below the tolerance set 10−3). However Table 5.2
indicates that faster convergence produces a solution with higher computation error.
Finally, we observe that the optimal penalty parameter when we divide the topology
in three regions is ρ = 105, as it computes an optimal solution within short time
duration (81 seconds), by managing to approximate the solution with an error of
only 0.3% which is a quite acceptable value.

http://www.mdpi.com/1996-1073/7/3/1517/htm


58 Chapter 5. Experimental analysis

(A) Convergence Time (B) Iterations until Convergence

(C) Objective Gap (D) Cost per Iteration

FIGURE 5.5: Comparison of Block and Non-Block Implementation,
depending on ρ in the 39 Bus System

(A) Initial Penalty Parameter ρ = 104 (B) Initial Penalty Parameter ρ = 105

(C) Initial Penalty Parameter ρ = 106

FIGURE 5.6: Iterations until Convergence per Region
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IEEE 57-Bus Case

The IEEE 57-bus test system is an approximation of the U.S. Midwest Electric Power
System in the early 1960s. This system has 57 buses, 7 generators and 42 loads. For
our experiments, the 57-bus system will be divided in 3 (Figure 5.7A) and 4 regions
(Figure 5.7B). The results for this case system appear in Table 5.3.

(A) System divided in 3 regions (Image source [74])

(B) System divided in 4 regions (Image source [75])

FIGURE 5.7: Partitions of the IEEE 57-Bus Case System
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TABLE 5.3: Performance data of ADMM for the 57 Bus System

Buses Regions ρ0
Convergence Objective Iterations Cost per

Time (sec) Gap (%) (mean) Iteration (sec)

57

57

104 1057 1.02 309 3.42
5 · 104 638 5.46 191 3.33

105 636 1.89 184 3.45
5 · 105 715 3.50 210 3.39

106 574 4.40 169 3.39
5 · 106 549 10.18 165 3.32

107 553 10.14 164 3.36

3

104 177 0.32 269 0.65
5 · 104 118 0.80 202 0.58

105 121 1.45 217 0.55
5 · 105 88 0.61 159 0.55

106 84 0.56 152 0.55
5 · 106 57 1.62 100 0.56

107 84 0.51 143 0.58

4

104 161 0.53 229 0.70
5 · 104 75 0.91 131 0.57

105 57 0.27 103 0.55
5 · 105 51 0.51 93 0.54

106 38 2.18 70 0.53
5 · 106 36 2.26 66 0.54

107 37 3.32 66 0.56

The non-block implementation is proven also in this case less effective according
to the data of Table 5.3. When blocks of buses are not created, convergence time and
number of iterations are significantly high, no matter what initial ρ is selected.

Except them, the creation of regions containing more than one bus reduces very
much the computational error and most important the time needed for a single iter-
ation. More specifically, with 57 regions each iteration requires more than 3s, while
with the formulation of 3 or 4 regions the same value is about a half of a second.

Equally important are the differences between the two different partitions of the
block implementation. In the third simulation (4 regions) and for specific initial
penalty parameters convergence time and iterations are twice as good as the ones
with 3 regions. At the same time, calculations approximate very good the optimal
solution as the error values range between acceptable limits.

This case makes again clear that an increase in the initial ρ robusts the conver-
gence properties (time and iterations) (Figure 5.8), but increases the error in our
calculations. Figure shows that iterations for each region to achieve convergence are
reduced from 249 ultimately to 143 for the case we have 3 regions, when ρ has values
104, 105 and 107.

Table 5.3 also indicates the optimal penalty parameters for each occasion, the
ones that provide fast convergence and few iterations, while approximating with
acceptable error value the optimal solution. We notice that for 57, 3, and 4 regions
the optimal ρ is 105, 107 and 105, respectively.
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(A) Initial Penalty Parameter ρ = 104 (B) Initial Penalty Parameter ρ = 105

(C) Initial Penalty Parameter ρ = 107

FIGURE 5.8: Iterations until Convergence for 3-Region Partition

IEEE 118-Bus Case

The IEEE 118-bus test case simulates the American Electric Power Grid in the form
that it had in December 1962. This system consists of 19 generators, 177 transmission
lines and 91 loads. In this test case, multiple partitions have been applied. More
specifically in order to display better the level of importance that the initial partition
plays, the system has been divided in 2,3,5,9 and 21 regions.

Also, two different partitions were adopted when the system was divided in two
regions. In the first one, the generator buses were put in one region (Region 2), while
all the other buses that are not generators belonged to Region 1, as seen in Figure 5.9.

The circled in red areas contain the generators and all together formulate the
second region of the system. All the other buses and loads outside the circles will be
put in the first region.

For the second division, the analysis presented in [76] was followed. There it was
shown that an optimal partition of the system in two regions is the one presented in
Figure 5.10. The approach on this analysis was that this optimal partition enhances
the system’s stability and leads to significantly lower power disruption.

With a similar approach, the method proposed in [77] splits the power grid into
three regions. This analysis takes into consideration line faults, generator character-
istics and external influences and finds an optimal partitioning solution that achieves
system stability and also great deal of computational efficiency. The resulting topol-
ogy appears in Figure 5.11.
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FIGURE 5.9: 118-Bus Case Divided in Two Regions (Image inserted
from [14], Image source)

FIGURE 5.10: 118-Bus Case Divided in Two Regions (Image inserted
from [76])

Sometimes the partition is done based only by geographical criteria, as it was
mentioned in the beginning of the section. When a system is divided this way,
nearby buses close to each other are assigned to the same region, minding also to
eliminate the minimum number of cross-region tielines. The next three partitions
were performed adopting this idea.

Hence, the 118-bus system is divided in five, nine and twenty-one regions, as

http://al-roomi.org/power-flow/118-bus-system
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FIGURE 5.11: 118-Bus Case Divided in Three Regions (Image inserted
from [77])

displayed in Figures 5.12, 5.13 and 5.14 respectively.

FIGURE 5.12: 118-Bus Case Divided in Five Regions (Image inserted
from [78])
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FIGURE 5.13: 118-Bus Case Divided in Nine Regions ( Image inserted
from [79])

FIGURE 5.14: 118-Bus Case Divided in Twenty-One Regions

The impact of the number of regions, in which the system is partitioned, in the
performance of the implemented algorithm is demonstrated in Table 5.4.
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TABLE 5.4: Performance data of ADMM for the 118 Bus System

Buses Regions ρ0
Convergence Objective Iterations Cost per

Time (sec) Gap (%) (mean) Iteration (sec)

118

118

104 2048 8.63 260 7.87
5 · 104 1551 3.20 206 7.52

105 1207 7.15 162 7.45
5 · 105 968 7.64 130 7.44

106 995 9.24 135 7.37
5 · 106 1049 15.31 144 7.28

107 1051 16.49 145 7.24

2(5.9)

104 505 1.06 412 1.22
5 · 104 261 3.22 228 1.14

105 246 1.60 242 1.01
5 · 105 149 3.96 158 0.94

106 137 5.40 143 0.95
5 · 106 150 9.72 148 1.01

107 141 11.73 132 1.06

2(5.10)

104 458 0.08 216 2.12
5 · 104 104 0.09 67 1.54

105 73 0.004 47 1.55
5 · 105 39 0.36 26 1.50

106 48 0.97 27 1.75
5 · 106 54 3.39 20 2.65

107 53 4.12 19 2.76

3

104 493 0.003 267 1.84
5 · 104 133 0.04 112 1.18

105 64 0.14 53 1.19
5 · 105 48 1.99 37 1.28

106 44 3.01 32 1.35
5 · 106 43 6.61 27 1.57

107 51 7.71 32 1.59

5

104 345 2.74 263 1.31
5 · 104 173 0.28 165 1.04

105 109 1.78 109 1
5 · 105 53 4.27 50 1.06

106 49 4.86 45 1.09
5 · 106 51 8.37 45 1.12

107 55 11.4 47 1.15

9

104 239 0.43 199 1.19
5 · 104 110 0.74 115 0.95

105 82 1.29 86 0.95
5 · 105 55 5.44 61 0.89

106 49 7.85 53 0.92
5 · 106 58 11 52 1.1

107 60 11.4 55 1.1

21

104 394 2 221 1.78
5 · 104 264 0.79 145 1.81

105 206 2.69 125 1.64
5 · 105 173 4.6 111 1.55

106 155 8.06 101 1.53
5 · 106 167 15.1 108 1.54

107 171 17.1 104 1.64
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The simulation results of Table 5.4 state that the the partition in less than 118
regions brings a huge improvement in:

• Convergence time, as in the block implementation the total time duration until
convergence is much less at all cases compared to the case with 118 region
(Figure 5.15a)

• Cost per Iteration, as a single iteration with 118 regions requires more than 7
seconds, while the block formulation reduces this particular value at a factor of
about 1/7 (Figure 5.15b). Only a few simulations at the partition of Figure 5.10
(ρ = 104, 5 · 106, 107) have a CPI more than 2, which is again much lower to
that of division in 118 regions.

(A) Convergence Time

(B) Cost per Iteration

FIGURE 5.15: Convergence Time and Cost per Iteration for the 118
Bus System

When considering the combination of Convergence Time and Cost per Iteration,
the partitions that are proven more effective in performance aspect are the ones in 5
and 9 regions.

As for the error in calculated solution, the differences between the various parti-
tions appear in Figure 5.16.
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FIGURE 5.16: Objective Gap for the 118 Bus System

We can observe that especially for initial ρ values of 5 · 105, the block imple-
mentation provides solutions of higher quality opposed to those obtained with the
non-block application. Also, the partition that is proven the more effective regarding
the error values is the one where the system is divided in two regions according to
Figure 5.10.

Finally, the number of iterations required for achieving convergence is also af-
fected (Figure 5.17).

FIGURE 5.17: Iterations for the 118 Bus System

The first observation derived from this Figure is that the partition of the IEEE
118 Bus System between the generator buses and load buses in two regions (Figure
5.9) is proven the less effective implementation in terms of iterations. The iterations
for this partition are in most cases even more or equal to the number of iterations
non-block implementation requires. This is justified by the fact that this particular
partition does not follow locational criteria, but simply separates the load from the
generator buses. As the generators are located sparsely within the topology more
tielines are separated for the region formulation. Hence the information exchange
between regions becomes more difficult, resulting in more iterations for the algo-
rithm to converge.
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If we leave this partition out of the comparison, it is clear that for ρ greater than
5 · 104 the block implementations require much less iterations (sometimes less than
half) to converge. The partition in 21 regions is proven to need many iterations
compared to the other block partitions, but still less than the non-block partition.
On the other hand, the partition according to Figure 5.10 seems to converge with the
lowest number of iterations.

Finally, the data in Table 5.4 provide some conclusions for the effect of ρ in the
algorithm’s behavior:

• An increase in the selected initial penalty parameter ρ robusts the convergence
speed at every case, either for block or non-block implementation (Figure 5.18).
The convergence time obtains its minimum values when ρ ∈ [5 · 105, 107].

• A similar change is noticed for the required iterations, which are reduced for
bigger values of ρ, while obtaining their optimal values for the same range
ρ ∈ [5 · 105, 107].

• The improvement of time and iterations until convergence comes at a cost,
since the faster the algorithm converges, the more the solution deviates from
the centralized one. When ρ ∈ (5 · 105, 107] the objective gap tends to acquire
non-acceptable values (in most cases more than 3%).

(A) Initial Penalty Parameter ρ = 104 (B) Initial Penalty Parameter ρ = 5 · 104

(C) Initial Penalty Parameter ρ = 105

FIGURE 5.18: Iterations until Convergence for the 3-Region Partition
of the IEEE 118 Bus System

In Figure 5.18 as the initial penalty parameter is increased from 104 to 105, num-
ber of iterations for convergence that originally were more than 200 are reduced to
112 when ρ = 5 · 104 and 53 when ρ = 105.
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Simulations for Larger Scale Systems

The size of power system topology was expanded in order to verify the quality of
our results and to notice how the block implementation behaves for particularly
large scale power grids. For this purpose, experiments were performed in systems
with 500, 2316, 4661 and 10.000 buses. These test cases are synthetic and their data
structure was built from the collection of information via statistical analysis.

Obviously, visualization for systems of these sizes is extremely difficult, more-
over the presentation of one suitable partition technique. This is why we applied a
splitting method that allows us to perform experiments and observe how the solu-
tion differs in each case. The idea is simple and will be better understood with an
example. If we wanted to partition the 2316-bus system in 18 regions, then we assign
continuous intervals of buses to specific regions, just like seen below:

2316-Bus System Divided in Eighteen Regions
Region ID Buses belonging to the region

1 [1 , 78]
2 [79 , 162]
... .........
18 [2292 , 2316]

Simulation results for these case are presented in Table 5.5. The performance for
the 500 Bus System will be better evaluated with the demonstration of the plots in
Figure 5.19.

TABLE 5.5: Performance data of ADMM for Large Scale Systems

Buses Regions ρ0
Convergence Objective Iterations Cost per

Time (sec) Gap (%) (mean) Iteration (sec)

500

500

5 · 104 8175 45.49 308 26.54
105 9660 35.26 357 27.05
106 9580 14.25 361 26.53
107 9656 1.73 356 27.12
108 8483 0.48 312 27.18

4

5 · 104 450 10.52 363 1.23
105 331 3.82 272 1.21
106 257 17.01 203 1.26
107 284 16.60 209 1.36

14

5 · 104 476 7.08 252 1.88
105 331 1.50 248 1.33
106 334 11.28 249 1.34
107 327 14.17 234 1.39

2316 18

106 274 1.39 82 3.33
107 266 1.36 81 3.28

5 · 107 315 4.39 91 3.45
108 431 5.36 123 3.50

4661 22
107 1196 3.68 240 4.98

5 · 107 1273 9.90 249 5.11
108 1448 12.83 259 5.59

10000 16
107 1965 40.97 526 3.73

5 · 107 1457 1.37 482 3.02
108 1657 4.00 642 2.58
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(A) Convergence Time (B) Cost per Iteration

(C) Objective Gap (D) Number of Iterations

FIGURE 5.19: Performance Evaluation of the 500 Bus System

The first two subfigures make clear that the block-based partitions of the system
have reduced both the convergence and the cost per iteration. While the partition in
500 regions converges in more than 8000 seconds (depending on ρ) the block imple-
mentation makes the algorithm converge in much less time (worst cases 450 seconds
with 4 regions and 476 seconds with 14 regions). Also, while the cost per iteration in
the first simulation was always more than 26 seconds, when we partition the topol-
ogy in 4 and 14 regions the same value does not exceed the 1.36 seconds and 1.88
seconds, respectively.

The third subfigure demonstrates the differences between the three partitions by
comparing the objective gap obtained from each of these calculations. When initial ρ
is selected to 5 · 104 or 105, then the block implementation appears to provide much
more accurate solutions, while for 106 and 107 the non-block application seems to
behave the same or even better than the two block partitions.

As for the number of required iterations until algorithm convergence, for an ini-
tial ρ ∈ [105, 107] the partition in less than 500 regions reduces the number of itera-
tions that the convergence of 500 regions needs. At the same time, for ρ = 5 · 104,
the division in 4 regions seems to converge with the highest number of iterations.

In this system, the effect of ρ is slightly different from the previous simulations.
The increase of ρ manages to reduce again the convergence time of the two block
implementations, however the increase of penalty parameter seems to lead in an
increased convergence time too when having 500 regions. Less iterations may also
be required when increasing ρ, but only for the (500 Buses / 4 Regions) case, as seen
in Figure 5.20. The gradual increase of ρ from 5 · 104 to 105 and then to 107, reduces
the iterations from 363 to 272 and finally to 209, respectively.

Moreover, in the (500 Bus - 500 Regions) case an increase in the initial ρ is accom-
panied with a quite important reduction of the computational error. On the contrary,
for the two block implementations, except for the worst case of ρ = 5 · 104, the ob-
jective gap seems to be higher when ρ increases, especially when we change it from
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105 to 106.

(A) Initial Penalty Parameter ρ = 5 · 104 (B) Initial Penalty Parameter ρ = 105

(C) Initial Penalty Parameter ρ = 107

FIGURE 5.20: Iterations until Convergence per Region for the 4-
Region Partition of the 500 Bus System

Ultimately, we notice that the optimal penalty parameter for both block imple-
mentations is ρ = 105, while for 500 regions the optimal penalty is ρ = 108.

The system of 2316 buses has been divided in 18 regions. The data derived from
the related simulation has proven that in this case the impact of ρ is completely
opposite than previous experiments. In other words, it appears the the number of
iterations and the time for the algorithm to converge are following an ascending
order, when the parameter ρ is increased. By changing ρ from 106 up to 108 the
convergence time rises from 274 seconds to 431 seconds and the number of iterations
from 82 to 123. The objective gap, however, continues to be increased for bigger
values of ρ. The optimal results are obtained for ρ = 107. The algorithm behaves
with the exact same way for the system of 4661 buses, which is partitioned in 22
regions, with an optimal penalty parameter of ρ = 107. The pattern that these two
implementations follow is shown in Figure 5.21, which displays the the convergence
time and number of iterations in relation with ρ.

As for the system of 10.000 buses, which is partitioned in 16 regions, no specific
pattern occurs between the different data, so that a final conclusion can be made on
how ρ affects this particular power network. From Table 5.5, we can only notice that
the optimal parameter for this case is ρ = 5 · 107, as it brings the minimum number
of time and iterations for convergence, while the computational error is only 1.37%.
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(A) Convergence Time (B) Iterations until Convergence

FIGURE 5.21: Convergence Time and Number of Iterations

Quite remarkable are the values of the cost per iteration for each of these imple-
mentations. Of course they are not as small as the ones of systems with fewer buses,
but if we consider the size of these large-scale topologies, then it is clear that the
block partition of these systems gives a rather improved cost per iteration.

Conclusion on the Impact of the Number of Regions

Through the presentation of the previous simulation results performed in different
test case systems, one can reach to the following conclusions:

1. The system’s division in regions with more than one bus improves the time
until convergence at any case compared to the times that are required when
the number of regions is the same as the number of buses. We can notice than
the larger the size of the system is, a greater improvement in this variable is
obtained.

2. In the majority of the cases and with the appropriate combination with param-
eters ρ, the block implementation manages to reduce significantly the number
of iterations of the algorithm to reach convergence. The reason that it is not ob-
served in all cases is that the complexity of each system (number of generators,
number of inter-region tielines) affects the number of iterations.

3. Also, the block application improves the error of the calculated solution with
only a few exceptions in the presented experiments.

4. The most notable contribution of the block implementation is the dramatic
reduction of the cost in time for each one of the iteration at all cases. This
improvement can be justified by the fact that the communication delay is sig-
nificantly bigger when having more regions and more message exchanges are
required.

5. The penalty parameter ρ has a major impact for every test case system. More
specifically, for systems of 118 buses or less, an increase of this value leads both
the block and non-block partitions to converge much faster, while at the same
time a reduction of the required iterations is noticed in most case. For partic-
ularly large (2316 buses or more), while the increase of ρ continues to result
in higher error, it seems that it leads to slower convergence along with more
iterations. In the 500 Bus System, the block and non-block implementations
behave completely different, when the value of ρ is increased.
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5.2.2 Impact of the Number of Inter-Region Tielines

In this section, the impact of the number of separated tielines in the region formula-
tion at the performance of the proposed algorithm will be examined. In other words,
we will try to determine whether the convergence of the algorithm is proportional
to the number of inter-region tielines.

For this purpose, the approach of Subsection 5.2.1 will be utilized, since the per-
formance of the algorithm is enhanced when regions of more than one buses are
created. Hence, the test case topologies will be divided in 2 regions (containing mul-
tiple buses) for each simulation scenario, by "cutting" each time different number of
tielines in order to formulate the regions. Also, the number of buses of one region
will be as equal as possible with the buses within the other region, so that that the
number of buses will not affect the performance, only the number of split tielines.

In the result tables that follow, we will present the test case system always di-
vided in 2 regions and the performance data for different cases of inter-region tielines
and initial penalty parameters.

IEEE 30-Bus Case

The performance of the algorithm in the IEEE 30-bus system has been evaluated in 2
scenarios. In the first case, the system is divided by splitting 4 tielines (Figure 5.22a),
while on the second 9 tielines are separated (Figure 5.22b). In both scenarios, the
first region has 16 buses and the second 14 buses.

(A) 4 Inter-Region Tielines

(B) 9 Inter-Region Tielines

FIGURE 5.22: Partitions of the IEEE 30-Bus System with Different
Number of Inter-Region Tielines

The performance results for these test cases are shown in Table 5.6.
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TABLE 5.6: Performance data of the 30 Bus System in Relation with
the Number of Inter-Region Tielines

Buses/ # of Cut
ρ0

Convergence Objective Iterations Cost per
Regions Tielines Time (sec) Gap (%) (mean) Iteration (sec)

30/2

4
103 73 1.05 121 0.60
104 22 0.76 35 0.62
105 9 4.12 13 0.69

9
103 97 3.01 142 0.68
104 34 2.34 55 0.61
105 18 2.37 29 0.62

By comparing the two cases for the respective ρ parameters, we can notice that
the separation of only 4 tielines is proven to be more effective. The time for conver-
gence is higher when we have 9 inter-tielines, as long as the number of iterations
required for convergence. The computational error seems to be reduced with 4 cut
tielines, except for the case when ρ = 105. As for the cost per iteration, the two
partition cases seemingly give equal results.

To conclude, the first case has slightly better performance, however the algo-
rithm’s attributes are not improved in a significant extent that we may determine
whether the number of inter-region tielines has an impact in the convergence prop-
erties. At best case scenario, the convergence time is improved by 24 seconds, while
the number of iterations and the objective gap by 21 and 1.96%, respectively. The
fact that there is no noteworthy improvement between the two cases, becomes more
clear through the plots in Figure 5.23.

(A) Convergence Time (B) Objective Gap

(C) Iterations until Convergence (D) Cost per Iteration

FIGURE 5.23: Case Comparison for ADMM in Relation with the Inter-
Region Tielines for the IEEE 30-Bus System
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IEEE 39-Bus Case

The algorithm for the IEEE 39-bus system is evaluated in 2 scenarios.

• The system is divided in two regions, that contain 15 and 24 buses, respec-
tively. In this formulation we have cut 3 tielines (Figure 5.24a).

• The system is divided in two regions, that contain 18 and 21 buses, respec-
tively. In this formulation we have cut 6 tielines (Figure 5.24b).

(A) 3 Inter-Region Tielines

(B) 6 Inter-Region Tielines

FIGURE 5.24: Partitions of the IEEE 39-Bus System with Different
Number of Inter-Region Tielines

Table 5.7 displays the data derived from the simulations for the two cases pre-
sented before. The specific experiments were run for ρ parameters from 5 · 104 to
106.
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TABLE 5.7: Performance data of the IEEE 39-Bus System in Relation
with the Number of Inter-Region Tielines

Buses/ Cut
ρ0

Convergence Objective Iterations Cost per
Regions Tielines Time (sec) Gap (%) (mean) Iteration (sec)

39/2

3

5 · 104 142 0.18 184 0.77
105 63 0.13 83 0.75

5 · 105 26 1.58 37 0.70
106 16 3.53 23 0.69

6

5 · 104 110 0.36 143 0.76
105 69 0.22 96 0.71

5 · 105 32 1.71 43 0.74
106 28 1.95 41 0.68

The above Table indicates that the worst ρ in terms of convergence time is ρ =
5 · 104 for both cases. For that specific parameter, the partition obtained by cutting 6
tielines behaves better as it converges faster and in a fewer number of iterations. For
the rest of initial penalty parameters selected for this system, the partition with the
less split tielines provides faster convergence and fewer required iterations. Nev-
ertheless, the differences between the two cases are not worth-mentioning; the con-
vergence time is improved by only a few seconds, while also the iterations seems to
differ by only a few tens (Figure 5.25).

(A) Convergence Time

(B) Iterations until Convergence

FIGURE 5.25: Time and Iterations until Convergence of ADMM in
Relation with the Inter-Region Tielines for the IEEE 39-Bus System
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Despite all these, the two case show some similarities:

• The objective gap in both cases is rather low, providing this way quite accept-
able solutions to the Optimal Power Flow problem.

• The two partitions behave really well in terms of time required for each itera-
tion, as for both of them this value does not exceed the 0.77 and 0.76 seconds,
respectively.

• The optimal penalty parameter is common for both cases and of value ρ = 105.

The above observations can be visualized better through Figure 5.26

(A) Objective Gap

(B) Cost per Iteration

FIGURE 5.26: Objective Gap and Cost per Iteration of ADMM in Re-
lation with the Inter-Region Tielines for the IEEE 39-Bus System

One could notice that the number of inter-region tielines is does not differ signif-
icantly from one case to another, but the existing topology of the IEEE 39-Bus System
does not give many partition options for the purposes of this Subsection.
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IEEE 57-Bus Case

The algorithm for the IEEE 57-bus system is evaluated in 2 scenarios:

(A) 10 Inter-Region Tielines

(B) 15 Inter-Region Tielines

FIGURE 5.27: Partitions of the IEEE 57-Bus System with Different
Number of Inter-Region Tielines
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• The system has been partitioned in two regions, that contain 15 and 24 buses,
respectively. In this formulation we have cut 3 tielines (Figure 5.27a).

• The system has been partitioned in two regions, that contain 18 and 21 buses,
respectively. In this formulation we have cut 6 tielines (Figure 5.27b).

TABLE 5.8: Performance data of the 57-Bus System in Relation with
the Number of Inter-Region Tielines

Buses/ Cut
ρ0

Convergence Objective Iterations Cost per
Regions Tielines Time (sec) Gap (%) (mean) Iteration (sec)

57/2

10

5 · 104 46 0.26 65 0.70
105 54 0.36 76 0.71

5 · 105 45 1.32 67 0.67
106 44 0.78 64 0.68

5 · 106 56 1.30 79 0.70
107 56 0.97 77 0.72

15

5 · 104 128 0.26 186 0.68
105 116 0.16 175 0.66

5 · 105 112 0.78 159 0.70
106 112 0.18 158 0.70

5 · 106 80 1.58 105 0.76
107 80 2.6 104 0.76

The data in Table 5.8 present some important differences between the two parti-
tioning options.

When we have 10 inter-region tielines the algorithm has a much better perfor-
mance compared to having 15 inter-region tielines.

The first case seems to require much less time to achieve convergence, which at
no case exceed the 56 seconds. A similar good performance is noticed regarding the
mean number of iterations until stopping the process. The variations of ρ does not
affect particularly the time and iterations values. Except them, this specific partition
provides solutions of high quality, as the error has acceptable values for all ρ.

In the second case, the algorithm converges in a much lower rate, because the
required time is much higher (sometimes more than two times) than in case with
10 split tielines. Also, a big difference is observed in the respective iterations, while
much more iterations are performed in the second case for all penalty parameters.
The error in calculation process is once again low and only a little worse than the
first case.

As a conclusion, we might state that the performance of the applied ADMM in
this particular test system is affected by the number of inter-region tielines. Sep-
arating fewer tielines in the region formulation process is proven more effective,
especially in reducing the convergence time and iterations, as seen in Figure 5.28,
while no significant improvement comes to solution deviation.
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(A) Convergence Time

(B) Iterations until Convergence

(C) Objective Gap

FIGURE 5.28: Case Comparison of ADMM in Relation with the Inter-
Region Tielines for the IEEE 57-Bus System

The optimal performance regarding the combination of low error, as long as time
and iterations that ensure fast convergence, is noticed the first case in initialized with
ρ = 5 · 104, while on the second case with ρ = 106.
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IEEE 118-Bus Case

In order to study the impact of inter-region tielines in this system’s performance, we
apply three different partitions as following:

First two regions are created that contain 54 and 64 buses, respectively. In this
formulation we have cut 10 tielines (Figure 5.29).

FIGURE 5.29: 10 Inter-Region Tielines

Next, the system has been partitioned in two regions, that contain 55 and 63
buses, respectively. In this formulation we have cut 14 tielines (Figure 5.30).

FIGURE 5.30: 14 Inter-Region Tielines
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Finally, the system is partitioned in two regions, that contain 60 and 58 buses,
respectively. In this formulation we have cut 18 tielines (Figure 5.31).

FIGURE 5.31: 18 Inter-Region Tielines

The simulation results have been concluded in Table 5.9.

TABLE 5.9: Performance data of the 118 Bus System in Relation with
the Number of Inter-Region Tielines

Buses/ Cut
ρ0

Convergence Objective Iterations Cost per
Regions Tielines Time (sec) Gap (%) (mean) Iteration (sec)

118/2

10

104 491 0.13 240 2.04
5 · 104 148 0.11 95 1.55

105 66 0.002 46 1.43
5 · 105 44 2.35 30 1.46

106 54 3.38 37 1.45
5 · 106 46 6.59 26 1.76

107 41 7.81 20 2.05

14

104 475 0.07 262 1.81
5 · 104 245 0.24 158 1.55

105 113 0.91 73 1.54
5 · 105 52 3.22 34 1.52

106 55 4.77 35 1.57
5 · 106 55 9.31 29 1.89

107 51 10.60 26 1.96

18

104 390 0.57 198 1.96
5 · 104 151 0.23 97 1.55

105 70 0.36 50 1.40
5 · 105 48 3.82 30 1.60

106 39 6.84 24 1.62
5 · 106 49 9.69 25 1.96

107 56 10.51 26 2.15
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The proposed version of the Alternating Method of Multipliers has a rather dif-
ferent output in each simulation setup.

(A) Convergence Time

(B) Iterations until Convergence

(C) Objective Gap

FIGURE 5.32: Case Comparison of ADMM in Relation with the Inter-
Region Tielines for the IEEE 118-Bus System

From the previous table, it is noteworthy that the partitions with 10 and 18
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inter-region tielines generate rather similar results in the majority of selections of
ρ. The only variation is the one where the initial penalty is ρ = 104, where the
option with fewer inter-region tielines converges in a slower rate (491 against 390
seconds)(Figure 5.32a) and more iterations (240 against 198 iterations)(Figure 5.32b).
Another difference is that by having only 10 inter-region tielines the obtained objec-
tive gap is lower than in the third partition method (Figure 5.32c).

In addition, the case with 14 inter-region tielines and for penalty parameters
smaller than 5 · 105 requires more time and iterations to achieve convergence than
the other two partitions and respective ρ.

Another observation is that all partitions seem to have an increased cost per iter-
ation for values of ρ = 104 and ρ = 107, higher than the rest values of ρ.

Other than that, no definite conclusion can be made that regards the impact the
number of inter-region tielines has in the performance of the algorithm. Especially,
when the number of tielines is significantly changed from 10 to 18, the individual
attributes of the algorithm do not present major differences that could be explained
from this change, like more iterations or required time until convergence.

The only notable difference is that the reduction of the number of inter-region
tielines in each case leads to an equivalent improvement of the objective gap value,
as in the partition where we separate 10 tielines the solutions are of higher quality.

Conclusion on the Impact of the Number of Inter-Region Tielines

In this Subsection multiple experiments were executed in different test case scenar-
ios, while the initial setup was varying on the number of tielines that were separated
in order to create regions within a topology. The dependency of the algorithm’s per-
formance on the number of inter-region tielines was tested.

The examined topologies were divided in two regions containing almost equal
number of buses, as the number of partitioned tielines were altered in each setup.
Additionally, the relation of each case was examined in respect with the penalty ρ
parameters.

The simulation results did not indicate a strong dependency between the number
of split tielines and the respective output that was derived in each partition option
and led to the following conclusions:

• An increase of the existing inter-region tielines affected each system in a dif-
ferent way. In some cases (IEEE 30-Bus System, 57-Bus System), having fewer
partitioned lines leads to a reduced required time and iterations until the algo-
rithm reaches convergence criteria, while in other (IEEE 39-Bus System, 118-
Bus System) a change in the initial setup did not have a significant effect in the
resulting values.

• A variation of the number of different cut tielines and parameters ρ do not
show a proportional change pattern the objective gap values follow, so that a
certain conclusion can be made on the relation between these values.

• From the above observations, we can conclude that the selected number of
inter-region tielines does not affect significantly the performance of the pro-
posed algorithm, rather than the number of regions that is selected in each
case as proven in the previous Subsection.
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5.2.3 Impact of Penalty Parameters with Different Number of Buses in
Each Region

This particular Subsection will examine the effect of the applied ρ0 in the initial
setup, when one region consists of much more buses than the other.

The available test case topologies will be once again divided in two regions, with
one of them containing more buses than the other, usually twice as much or more
than the other. This difference will be declared in each case with the respective ratio:

Size Ratio =
Number of Buses in Larger Region
Number of Buses in Smaller Region

These partitions will be first simulated when both regions have a common initial
penalty parameter and observe the output.

For the next stage of the simulations only penalty values with objective gap lower
than 3% will be used, as a higher value is considered as unacceptable deviation. Each
of the acceptable penalty parameters will be multiplied with the size ratio. Then, for
the purpose of the experiment, the original value will be assigned to one region,
while the multiplied value will be assigned to the second one.

For example, we could consider a topology divided in two regions with the same
penalty parameter for both of them and the second region is twice as large as the first
(size ration = 2). Also, let us assume that for ρ0 = 105 the error falls below 3%. When
we are to assign different penalty parameters in each region, one will be assigned
with ρ0 = 105 and the other with ρ0 = (size ratio) · 105 = 2 · 105, in turns.

IEEE 30-Bus System

The IEEE 30-Bus Test Case System will be partitioned in two regions, where the
second has 2.34 times more buses than the first, as seen in Figure 5.34, hence ratio =
2.34. The first region has 9 buses and the second one consists of 21 buses.

FIGURE 5.33: Partition of 30-Bus System in Two Regions

As explained, the results than were obtained when the same value of ρ0 was
selected for both region appear on Table 5.10.



86 Chapter 5. Experimental analysis

TABLE 5.10: Performance data of the 30-Bus System with Common
ρ0 in Each Region with Ratio = 2.34

Buses/ Common ρ0 Convergence Objective Iterations Cost per
Regions for Regions Time (sec) Gap (%) (mean) Iteration (sec)

30/2

103 97 0.44 169 0.57
104 18 0.19 28 0.64
105 9 2.93 13 0.69
106 6 9.75 10 0.60

The above table shows that penalty parameters of 105 and smaller have objective
gap lower than 3%, so only them are multiplied with the ratio for the next stage.
Next, the derived ρ are assigned to each region. The setup and simulation results of
these scenarios appear on Table 5.11.

TABLE 5.11: Performance data of the 30-Bus System with Different ρ0
in Each Region with Ratio = 2.34

Region 1 Region 2 Convergence Objective Iterations Cost per
ρ0 ρ0 Time (sec) Gap (%) (mean) Iteration (sec)

103 2.34 · 103 31 0.69 52 0.59
2.34 · 103 103 35 0.56 61 0.57

104 2.34 · 104 11 0.58 18 0.61
2.34 · 104 104 10 1.44 17 0.58

105 2.34 · 105 5 8.54 7 0.71
2.34 · 105 105 5 8.13 7 0.71

Both tables verify what was proven in Subsection 5.2.1. An increase in the order
of ρ0 manages to reduce the necessary time and iterations until convergence, but
provides solution with higher error.

An interesting observation is that what really affects the performance is the pair
of penalty parameters used and not to which region each of these values are as-
signed. For example, according to Table 5.11 for the first pair (103 and 2.34 · 103), it
does not seem to have an impact whether we assign the biggest ρ0 in the region with
the most or least buses, as the first two simulations have rather similar outputs, de-
spite the fact that the second region is quite larger than the first. The same behavior
is noticed also for the other two pair of selected penalty parameters.

Except that, in each individual case we can conclude that the biggest ρ0 between
the two of each pair is the one that affects more the performance. The first two sim-
ulation results seem to be obtained thanks to the presence of 2.34 · 103, as when both
regions had common ρ0 = 103, convergence time and iterations counter had much
bigger values. Also, having different penalties in this occasion continues to pro-
vide acceptable solution regarding the error. The latter, however, begins to increase
when a combination is made with 104 or 105, while the other attributes are slightly
improved.

When we have common ρ0 for each region, the optimal value is ρ = 104, while
the pair of ρ0 = 104 and ρ0 = 2.34 · 104 gives optimal output when assigning different
parameters.
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IEEE 39-Bus System

The IEEE 39-Bus System follows two partitions. The first is displayed in Figure 5.35.
The size ratio here is 4.57, as the small region has 7 buses and the rest 32 are located
within the second region.

FIGURE 5.34: Partition of 39-Bus System with Ratio = 4.57

The results after the execution of our simulations for the cases where the regions
have the same and different initial penalty parameters are given in Tables 5.12 and
5.13, respectively.

TABLE 5.12: Performance data of the 39-Bus System with Common
ρ0 in Each Region with Ratio = 4.57

Buses/ Common ρ0 Convergence Objective Iterations Cost per
Regions for Regions Time (sec) Gap (%) (mean) Iteration (sec)

39/2

104 384 0.17 221 1.73
5 · 104 40 0.28 54 0.74

105 28 0.37 37 0.75
5 · 105 14 2.63 21 0.66

106 14 3.62 21 0.66
5 · 106 12 7.75 18 0.66

107 14 8.89 19 0.73
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TABLE 5.13: Performance data of the 39-Bus System with Different ρ0
in Each Region with Ratio = 4.57

Region 1 Region 2 Convergence Objective Iterations Cost per
ρ0 ρ0 Time (sec) Gap (%) (mean) Iteration (sec)

104 4.57 · 104 40 0.26 53 0.75
4.57 · 104 104 42 0.21 55 0.76

5 · 104 22.8 · 104 21 0.30 29 0.72
22.8 · 104 5 · 104 20 0.59 27 0.74

105 4.57 · 105 17 2.06 24 0.70
4.57 · 105 105 14 2.70 20 0.70

5 · 105 22.8 · 105 16 2.56 22 0.72
22.8 · 105 5 · 105 14 2.19 21 0.67

The second partition of this system assigns 14 buses on one region and 25 on the
other as shown in Figure 5.35, setting the size ratio at 1.78 and the derived results in
Tables 5.14 and 5.15.

FIGURE 5.35: Partition of 39-Bus System with Ratio = 1.79
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TABLE 5.14: Performance data of the 39-Bus System with Common
ρ0 in Each Region with Ratio = 1.79

Buses/ Common ρ0 Convergence Objective Iterations Cost per
Regions for Regions Time (sec) Gap (%) (mean) Iteration (sec)

39/2

5 · 104 207 0.03 246 0.84
105 120 0.02 175 0.68

5 · 105 21 0.84 29 0.72
106 17 2.01 23 0.73

5 · 106 16 4.15 2 0.72
107 16 4.94 22 0.72

TABLE 5.15: Performance data of the 39-Bus System with Different ρ0
in Each Region with Ratio = 1.79

Region 1 Region 2 Convergence Objective Iterations Cost per
ρ0 ρ0 Time (sec) Gap (%) (mean) Iteration (sec)

5 · 104 8.95 · 104 144 0.02 204 0.70
8.95 · 104 5 · 104 147 0.12 204 0.72

105 1.79 · 105 77 0.11 111 0.69
1.79 · 105 105 78 0.015 113 0.69

5 · 105 8.95 · 105 20 1.71 28 0.71
8.95 · 105 5 · 105 20 1.68 28 0.71

106 1.79 · 106 16 3.11 22 0.72
1.79 · 106 106 17 3.19 23 0.73

Both cases generate results that follow the same dependency on the initial ρ as
the respective results on the 30-Bus System. More specifically we distinct once again
that the performance of the algorithm is affected more by the largest value of each
pair of penalty parameters.

In the first case when one region is assigned with a penalty parameter and the
other with the same multiplied by the ratio, then the convergence time and iterations
are slightly reduced in some occasions (104, 5 · 104), when both regions are initialized
with the original same value, while on the same time the error remains at acceptable
levels. For example, when both regions have ρ0 = 104 convergence time is 198
seconds and 212 iterations are needed. However, when one region is assigned with
ρ = 104 and the other with ρ = 4.57 · 104, the time and iterations are reduced to 53
seconds and 72, respectively. For the next combinations, the improvement does not
seem to be rather significant.

The results for the second partition where the size ratio is 1.78 follow the similar
pattern, as a notable improvement is observed only with the combinations of penalty
parameters with values 5 · 104, 105.

The first division of the system has ρ0 = 105 as optimal penalty, while the assign-
ment of the combination 5 · 104 and 22.8 · 104 is the one for the optimal performance
of the system with different parameters in each region.

The respective optimal values for the second case is ρ0 = 5 · 105 when penalty is
common and the pair 1.79 · 105 and 105 if we are to assign different penalty parame-
ters in the two region.
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As mentioned in the previous Section, the algorithm implemented within this
thesis has asynchronous behavior. This may become obvious from the different
number of iterations required for each region to achieve convergence, as seen in
Table 5.16.

TABLE 5.16: Iterations for Each Region for the IEEE 39-Bus System
with Ratio = 4.57

Common ρ0
for Both Regions

Region 1
Iterations

Region 2
Iterations

104 249 194
5 · 104 64 44

105 43 32
5 · 105 24 18

106 25 17
5 · 106 22 15

107 24 15
Different ρ0

for Each Region
104 4.57 · 104 62 43

4.57 · 104 104 64 46
5 · 104 22.8 · 104 36 22

22.8 · 104 5 · 104 33 22
105 4.57 · 105 27 21

4.57 · 105 105 23 18
5 · 105 22.8 · 105 24 20

22.8 · 105 5 · 105 25 17

The Table above displays the number of iterations for each region until conver-
gence for two cases; when both regions have the same initial penalty parameter and
also when they are initially assigned with different values.

As the assignment of different penalty parameters did not improve the rest of the
convergence attributes, it does not seem to affect the difference existing between re-
gions and for their iteration. More specifically, when regions have a common ρ, the
first region always requires more iterations to terminate the iterative process than
the second. The same pattern is observed for all cases of setting different initial val-
ues to each region. This scenario also forces the first region to stop the process in
much more iterations.

Especially in our case it is interesting that the region containing less buses re-
quired at any case and combination of parameters ρ0 always converges in more iter-
ations than the largest size region.
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IEEE 57-Bus System

This particular test case system is partitioned with 13 buses on one region and 44 on
the second, acquiring a size ratio of 3.38 (Figure 5.36).

FIGURE 5.36: Partition of 57-Bus System with Ratio = 3.38

The experiments performed with the previous system as an input have provided
the results that are displayed in Tables 5.17 and 5.18.

TABLE 5.17: Performance data of the 57-Bus System with Common
ρ0 in Each Region with Ratio = 3.38

Buses/ Common ρ0 Convergence Objective Iterations Cost per
Regions for Regions Time (sec) Gap (%) (mean) Iteration (sec)

57/2

104 541 0.09 317 1.70
5 · 104 88 0.02 106 0.83

105 43 0.01 63 0.68
5 · 105 33 0.29 53 0.62

106 33 0.42 52 0.63
5 · 106 33 1.06 51 0.64

107 41 0.35 64 0.64

Our modification on the initial parameter selection does not change significantly
the performance of the algorithm. Once again is proven that the algorithm is more
affected by the maximum among the two penalty values of each pair.
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TABLE 5.18: Performance data of the 57-Bus System with Different ρ0
in Each Region with Ratio = 3.38

Region 1 Region 2 Convergence Objective Iterations Cost per
ρ0 ρ0 Time (sec) Gap (%) (mean) Iteration (sec)

104 3.38 · 104 167 0.08 170 0.98
3.38 · 104 104 160 0.18 178 0.89

5 · 104 16.9 · 104 50 0.05 81 0.61
16.9 · 104 5 · 104 50 0.19 81 0.61

105 3.38 · 105 45 0.13 73 0.61
3.38 · 105 105 45 0.07 72 0.62

5 · 105 16.9 · 105 33 0.47 52 0.63
16.9 · 105 5 · 105 32 0.46 50 0.64

106 3.38 · 106 32 0.61 50 0.64
3.38 · 106 106 31 0.39 49 0.63

5 · 106 16.9 · 106 44 0.71 66 0.67
16.9 · 106 5 · 106 43 0.85 65 0.66

107 3.38 · 107 46 1.27 67 0.68
3.38 · 107 107 43 1.56 65 0.66

Let us consider the first simulation of each table. When both regions are initial-
ized with ρ0 = 104, the algorithm converges in 541 seconds within 317 iterations.
This implementation computes the solution with an error of 0.09%. According to Ta-
ble 5.18, when the system is initialized with the pair of parameters 104 and 3.38 · 104

(regardless of which one is assigned to each region), then the algorithm requires less
iterations to converge (170 or 178) and much less time compared to the previous
case (167 or 160 seconds). Moreover, this improvement does not worsen the quality
of solution, as the objective gap ranges between 0.08% and 0.18%.

TABLE 5.19: Iterations for Each Region for the IEEE 57-Bus System
with Ratio = 3.38

Common ρ0
for Both Regions

Region 1
Iterations

Region 2
Iterations

5 · 104 111 102
105 68 59
106 58 46
107 71 58

Different ρ0
for Each Region

5 · 104 16.9 · 104 87 75
16.9 · 104 5 · 104 88 75

105 3.38 · 105 79 67
3.38 · 105 105 78 66

106 3.38 · 106 56 45
3.38 · 106 106 55 44

107 3.38 · 107 75 59
3.38 · 107 107 72 58
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IEEE 118-Bus System

Following the same approach as in the previous test case systems, the IEEE 118-Bus
System has been partitioned according to Figure 5.37. The second region, on the
right, has been selected to be twice as large as the first region, thus leading us to a
Size Ratio = 2.

FIGURE 5.37: Partition of 118-Bus System with Ratio = 2

Table 5.20 provides metrics as they were provided as output to our simulations,
when in the setup both regions were initialized with the same ρ0.

TABLE 5.20: Performance data of the 118-Bus System with Common
ρ0 in Each Region with Ratio = 2

Buses/ Common ρ0 Convergence Objective Iterations Cost per
Regions for Regions Time (sec) Gap (%) (mean) Iteration (sec)

118/2

104 580 0.01 262 2.21
5 · 104 156 0.02 102 1.52

105 98 0.09 64 1.53
5 · 105 46 0.70 30 1.53

106 46 0.86 28 1.64
5 · 106 68 2.76 34 2,00

107 75 5.00 36 2.08

According to this Table, the algorithm application on this particular system topol-
ogy does not behave well for initial ρ0 = 104, 5 · 106 and 107, as for those values the
time per iteration is increased from 2 seconds and higher. The value that brings the
optimal performance of the algorithm is ρ0 = 105, because it combines low error
percentage and few required iterations.
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The second experiment scenario that we examine, i.e. assigning each region with
a different value of ρ0, has been applied to the previous topology and gave the results
gathered in Table 5.21.

TABLE 5.21: Performance data of the 118-Bus System with Different
ρ0 in Each Region with Ratio = 2

Region 1 Region 2 Convergence Objective Iterations Cost per
ρ0 ρ0 Time (sec) Gap (%) (mean) Iteration (sec)

104 2 · 104 373 0.03 202 1.84
2 · 104 104 402 0.02 220 1.82
5 · 104 10 · 104 91 0.02 60 1.51

10 · 104 5 · 104 98 0.04 63 1.55
105 2 · 105 50 0.26 34 1.47

2 · 105 105 52 0.26 34 1.52
5 · 105 10 · 105 46 0.85 27 1.70

10 · 105 5 · 105 48 0.86 29 1.65
106 2 · 106 56 1.09 34 1.64

2 · 106 106 54 1.11 32 1.68

We can observe that values in range [104, 5 · 104) do not enhance the performance
of the algorithm. The pair of initial penalty parameters (104, 2 · 104) requires much
time and significant number of iterations to reach convergence, while the cost per
iteration is much more increased compared to the other values. Also, it is clear that
the usage of pair 5 · 104 and 10 · 104 is the optimal choice, the one manages to provide
at the same time solution of high quality within a short period of time and relatively
few iterations. The combination of original penalty values with the multiplied by
ratio ones, does not induce notable improvement to the system’s performance.

TABLE 5.22: Iterations for Each Region for the IEEE 118-Bus System
with Ratio = 2

Common ρ0
for Both Regions

Region 1
Iterations

Region 2
Iterations

5 · 104 117 88
105 72 56

5 · 105 36 25
106 35 22

5 · 106 44 25
107 49 24

Different ρ0
for Each Region
5 · 104 10 · 104 67 54

10 · 104 5 · 104 70 56
105 2 · 105 40 29

2 · 105 105 37 31
5 · 105 10 · 105 34 21

10 · 105 5 · 105 37 22
106 2 · 106 41 27

2 · 106 106 39 25
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Once again a big difference in the number of required iterations until conver-
gence is observed for the two predefined cases, as seen in Table 5.22. Whether we
assign regions with the same ρ0 or different values of it, region 1 (the smallest region
with fewer buses) always manages to achieve convergence within a much higher
number of iterations.

5.2.4 Impact of Penalty Parameters with Different Load Demand in Each
Region

In this Subsection a, similar to the previous, approach will be followed in order to
examine the impact of penalty parameters ρ0, when one region has much more load
demand than the other. The test case systems will be divided in two regions, with
one of them having more load than the other, usually twice as much or more. In each
partition we will try to assign as equal as possible number of buses to each region, in
order to better observe the impact of the load demand. This difference will be once
again denoted by the respective ratio:

Load Ratio =
Active and Reactive Power Demand in Region with Biggest Load
Active and Reactive Power Demand in Region with Smallest Load

The procedure followed after the partition is the same when examining regions
with different number of buses. The partitions will be first simulated when both
regions have a common initial penalty parameter and observe the results.

For the next stage of the simulations only penalty values with objective gap lower
than 3% will be used, as a higher value is considered as unacceptable deviation. Each
of the acceptable penalty parameters will be multiplied with the load ratio. Then,
for the purpose of the experiment, the original value will be assigned to one region,
while the multiplied value will be assigned to the second one.

IEEE 30-Bus System

The known topology is divided in two regions, each of them having three generators.
The first region has 14 buses and a complex power of S1 = 63.06 + j35.74 MVA,
while the second consists of 16 buses with complex power two times higher (Load
Ratio =2) than the first, S2 = 126.14 + j71.46 MVA.

FIGURE 5.38: Partition of 30-Bus System with Load Ratio = 2
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First, the running of simulations when regions were initialized with the same ρ0
gave the following results:

TABLE 5.23: Performance of the 30-Bus System with Common ρ0 in
Each Region with Load Ratio = 2

Buses/ Common ρ0 Convergence Objective Iterations Cost per
Regions for Regions Time (sec) Gap (%) (mean) Iteration (sec)

30/2

5 · 102 154 0.56 200 0.77
103 78 0.31 123 0.63

5 · 103 35 0.31 60 0.58
104 22 1.10 38 0.57

5 · 104 14 4.31 23 0.61

From Table 5.23, we see that this particular block decomposition behaves really
well in terms of performance, despite the fact that the second region is more loaded
than the other. There are penalty values, like 104, 5 · 103 and 103, whose selection in
the initial setup manages to provide acceptable solutions within rather reasonable
amount of time and iterations, with 5 · 103 being the optimal one.

Since the Load Ratio is equal to 2, for the second stage the accepted penalty
values will be multiplied by 2, as in Table 5.24.

TABLE 5.24: Performance of the 30-Bus System with Different ρ0 in
Each Region with Load Ratio = 2

Region 1 Region 2 Convergence Objective Iterations Cost per
ρ0 ρ0 Time (sec) Gap (%) (mean) Iteration (sec)

5 · 102 10 · 102 75 0.26 121 0.62
10 · 102 5 · 102 74 0.32 121 0.61

103 2 · 103 51 0.63 86 0.59
2 · 103 103 57 0.64 92 0.61
5 · 103 10 · 103 22 0.58 36 0.61

10 · 103 5 · 103 21 0.07 35 0.60
104 2 · 104 19 0.83 32 0.59

2 · 104 104 15 1.67 24 0.62

This modification we apply continues to perform quite effectively for this test
case scenario. However, just like in the cases of the previous Subsection, the as-
signment of different ρ0 in the regions does not bring improvement at a level that is
clearly caused by this application. One same property with the previous Subsection
is that the performance of each simulation is affected more than the initial penalty
value, which is the biggest among the two of each pair.

All the displayed pair of parameters are able to perform rather good. The error
in calculated solution is really low in all cases, making the solution of high quality.
Also, the convergence time and respective iterations do not obtain high values. As
indicated, the optimal pair of values is 5 · 103 and 10 · 103.

IEEE 39-Bus System

For this simulation case, 18 buses and 5 generators have been set to belong in re-
gion 1 (above region in Figure 5.39), while region 2 will consist of the rest 21 buses
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and 6 generators. In this scenario, the load demand will be more three times more
in the first region than the second (S1 = 4690.67 + j1040.32MVA, S2 = 1563.55 +
j346.77MVA), thus having Load Ratio = 3.

FIGURE 5.39: Partition of 39-Bus System with Load Ratio = 3

TABLE 5.25: Performance of the 39-Bus System with Common ρ0 in
Each Region with Load Ratio = 3

Buses/ Common ρ0 Convergence Objective Iterations Cost per
Regions for Regions Time (sec) Gap (%) (mean) Iteration (sec)

39/2

104 461 1.90 322 1.43
5 · 104 121 1.89 170 0.71

105 49 2.07 69 0.71
5 · 105 32 1.81 42 0.76

106 31 0.67 42 0.73
5 · 106 29 5.59 38 0.76

Tables 5.25 and 5.26 display the metrics of the simulations for the two different
setups of the test case system. In the first Table, we notice an improvement of perfor-
mance (time and iterations until convergence) with the respective increase of ρ0 (the
optimal being ρ0 = 106), while the value ρ0 = 104 is not good for this implementa-
tion as it increases a lot the cost per iteration. Values of initial penalty up to 106 are
considered acceptable in terms of objective gap.

Table 5.26 shows a quite similar effect of a potential increase in the initial ρ, that
in some of the presented cases is accompanied by an increased computational error.
This data show a stable cost per iteration for each selection, except a slight increase
in caused by the pair of values 104 and 3 · 104. A selection for this setup that could
lead to the optimal performance of this partition is the pair 5 · 105 and 15 · 105, which
manages to combine fast convergence properties (about 30 seconds and 40 iterations)
with low, acceptable error in the calculated solution (from 1.27% to 1.73%).
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TABLE 5.26: Performance of the 39-Bus System with Different ρ0 in
Each Region with Load Ratio = 3

Region 1 Region 2 Convergence Objective Iterations Cost per
ρ0 ρ0 Time (sec) Gap (%) (mean) Iteration (sec)

104 3 · 104 209 2.08 238 0.87
3 · 104 104 192 1.98 221 0.86
5 · 104 15 · 104 41 2.11 57 0.71

15 · 104 5 · 104 40 2.06 56 0.71
105 3 · 105 40 1.74 56 0.71

3 · 105 105 34 1.95 47 0.72
5 · 105 15 · 105 31 1.27 41 0.75

15 · 105 5 · 105 30 1.73 40 0.75
106 3 · 106 30 3.67 40 0.75

3 · 106 106 30 3.16 40 0.75

TABLE 5.27: Iterations for Each Region for the IEEE 39-Bus System
with Load Ratio = 3

Common ρ0
for Both Regions

Region 1
Iterations

Region 2
Iterations

104 334 310
5 · 104 179 161

105 74 65
5 · 105 43 41

106 42 42
Different ρ0

for Each Region
104 3 · 104 261 215

3 · 104 104 244 198
5 · 104 15 · 104 62 53

15 · 104 5 · 104 60 53
105 3 · 105 59 53

3 · 105 105 50 44
5 · 105 15 · 105 39 44

15 · 105 5 · 105 38 43
106 3 · 106 37 43

3 · 106 106 39 42

Something notable in this results is the difference between the number of iter-
ations for each region until convergence, which is shown in Table 5.27. With a
common ρ and for ρ < 105, region 1 (with more load) requires more iterations to
reach convergence, for higher values both regions require almost the same number
of iterations. When having different ρ0 in each region and especially for the pair
(104, 3 · 104) iterations for first region are significantly more. For the rest selections, a
slight difference is also observed. In other occasions region 1 needs more iterations
(105, 3 · 105), while in other region 2 converges slower (106, 3 · 106).
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IEEE 57-Bus System

The IEEE 57-Bus System has been partitioned in two regions as in Figure 5.40. Re-
gion 1 contains 28 buses (4 generators) with a total load of 312.8 + j84.1 MVA. The
total load of region 2 is three times higher (938.1 + j252.3 MVA) distributed among
29 buses.

FIGURE 5.40: Partition of 57-Bus System with Ratio = 3

TABLE 5.28: Performance of the 57-Bus System with Common ρ0 in
Each Region with Load Ratio = 3

Buses/ Common ρ0 Convergence Objective Iterations Cost per
Regions for Regions Time (sec) Gap (%) (mean) Iteration (sec)

57/2

104 224 0.30 177 1.26
5 · 104 47 0.06 61 0.77

105 55 0.10 75 0.73
5 · 105 73 0.24 94 0.77

106 75 0.04 93 0.81
5 · 106 71 1.61 81 0.87

107 83 0.79 93 0.89

This particular partition method is proven really well regarding the performance
of the applied ADMM implementation. According to data from Table 5.28, partition-
ing the system as in Figure 5.40 has very good results, requiring only few time and
iterations for convergence. Another notable attribute is the constantly low percent-
age of computation error in the solution (at any case no more than 1.61%). Only for
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ρ0 = 104, the required time per iteration appears increased (1.26 seconds).

Table 5.29 shows the simulations results after we have initialized each region
with a different ρ0.

TABLE 5.29: Performance of the 57-Bus System with Different ρ0 in
Each Region with Load Ratio = 3

Region 1 Region 2 Convergence Objective Iterations Cost per
ρ0 ρ0 Time (sec) Gap (%) (mean) Iteration (sec)

104 3 · 104 61 0.19 80 0.76
3 · 104 104 63 0.07 81 0.77
5 · 104 15 · 104 62 0.34 83 0.74

15 · 104 5 · 104 63 0.26 84 0.75
105 3 · 105 63 0.12 82 0.76

3 · 105 105 64 0.14 83 0.77
5 · 105 15 · 105 73 0.15 91 0.80

15 · 105 5 · 105 67 0.81 79 0.84
106 3 · 106 70 0.96 81 0.86

3 · 106 106 78 0.24 94 0.82
5 · 106 15 · 106 77 1.94 82 0.93

15 · 106 5 · 106 83 1.02 93 0.89
107 3 · 107 80 2.30 81 0.98

3 · 107 107 86 1.93 43 2.00

The performance of the proposed implementation is not affected by the combi-
nation of different initial penalty parameters as displayed in Table 5.29. Particularly
interesting in this case is the fact that required time and iterations for convergence
does not seem to change drastically through the assignment of different pairs and
values. This stability is accompanied by the calculation of high quality solutions
with rather acceptable error percentages. This good performance is also verified by
the steady time per iteration in each simulation, except in the last one where an av-
erage of 2 seconds is required for each iteration, when region 1 is initialized with
ρ0 = 3 · 107 and region 2 with ρ0 = 107.

An important feature of this partition case is a significant difference of the iter-
ations required for each individual regions until it achieves convergence. This dis-
parity becomes more understood through Table 5.30. One can see that when regions
are initialized with the same ρ0, then the region with the biggest load (region 2) con-
verges after a higher number of iterations than the region with less load (region 1).
Especially for ρ0 = 107, the second region needs 31 extra iterations (109) than the
first (78) to terminate the iterative process.

A similar pattern appears in the number of iterations when the two regions start
from with a different initial penalty parameter. It is obvious that for any initial com-
bination the overloaded region converges after a more iterations than the other one.
For some cases this difference is not big, like the one where the pair 104 and 3 · 104

is applied (regardless the order), where region 1 finishes the process 11 (75 against
86) and 9 (77 against 86) iterations earlier, respectively. For other parameters, like
the combination of 107 with 3 · 107, the second region manages to provide a solution
after it has performed 28 (95 against 67) and 35 (111 against 76) more iterations than
the first region.
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TABLE 5.30: Iterations for Each Region for the IEEE 57-Bus System
with Load Ratio = 3

Common ρ0
for Both Regions

Region 1
Iterations

Region 2
Iterations

104 165 189
5 · 104 57 66

105 67 83
5 · 105 84 105

106 83 103
5 · 106 68 95

107 78 109
Different ρ0

for Each Region
104 3 · 104 75 86

3 · 104 104 77 86
5 · 104 15 · 104 76 90

15 · 104 5 · 104 77 91
105 3 · 105 74 91

3 · 105 105 74 92
5 · 105 15 · 105 82 101

15 · 105 5 · 105 69 90
106 3 · 106 68 94

3 · 106 106 82 106
5 · 106 15 · 106 68 96

15 · 106 5 · 106 76 111
107 3 · 107 67 95

3 · 107 107 76 111

IEEE 118-Bus System

The partition choice for this Subsection is the one displayed in Figure 5.41. The
left area is formulated by 54 regions and 23 generators, satisfying a total load of
S1 = 848 + j287 MVA. The region on the right has four times bigger load, hence
S2 = 3394 + j1151 MVA, with 64 buses and 31 generators.

TABLE 5.31: Performance of the 118-Bus System with Common ρ0 in
Each Region with Load Ratio = 4

Buses/ Common ρ0 Convergence Objective Iterations Cost per
Regions for Regions Time (sec) Gap (%) (mean) Iteration (sec)

118/2

104 541 0.16 250 2.16
5 · 104 155 0.07 98 1.58

105 71 0.01 59 1.21
5 · 105 48 2.16 30 1.60

106 48 3.46 29 1.65
5 · 106 53 5.56 26 2.03

107 47 7.05 21 2.23

Table 5.31 shows that for parameters ρ0 > 5 · 105, the error obtained in the calcu-
lated solutions has values more than 3%. It is clear that the initial value leading to
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FIGURE 5.41: Partition of 118-Bus System with Ratio = 4

optimal performance is ρ0 = 105, converging in 71 seconds and 59 iterations with the
least possible objective deviation (0.01%). The time cost per iteration is particularly
high (more than 2 seconds per iteration) when the algorithm is initialized with one
of the values 104, 5 · 106 or 107.

On the other hand, Table 5.32 shows data about the simulations where the two
regions were not initialized with the same ρ0.

TABLE 5.32: Performance of the 118-Bus System with Different ρ0 in
Each Region with Load Ratio = 4

Region 1 Region 2 Convergence Objective Iterations Cost per
ρ0 ρ0 Time (sec) Gap (%) (mean) Iteration (sec)

104 4 · 104 179 0.19 116 1.54
4 · 104 104 193 0.07 123 1.56
5 · 104 20 · 104 65 0.38 46 1.41

20 · 104 5 · 104 54 0.37 38 1.42
105 4 · 105 59 1.16 38 1.55

4 · 105 105 47 1.77 30 1.56
5 · 105 20 · 105 48 4.67 26 1.84

20 · 105 5 · 105 50 4.38 27 1.85

The maximum of the two penalty parameters is the one that affects the most
the individual execution of the algorithm, when we compare the results from the
original values in Table 5.31 with the combinations appearing in Table 5.32. For
example, if both regions have an initial ρ0 = 104, convergence is achieved within
541 seconds and 250 iterations, with 0.16% deviation. However, assigning 104 in first
region and 4 · 104 in the second, the algorithm’s behavior changes. Initial value ρ0 =
4 · 104 seems to dominate in the convergence properties, as the iterative process is
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stopped after 179 seconds and 116 iterations, with almost the same error percentage
(0.19%).

Finally, we can notice that pair of penalty parameters 5 · 105 and 20 · 105 increases
the time cost per iteration above 1.80 seconds and additionally, that selecting 5 · 104

and 20 · 104 as initial ρ for each region achieves the best performance providing in
acceptable time (from 54 − 65 seconds and 38 − 46 iterations) solutions with low
computational error (up to 0.38%).

A difference in the required time of iterations is also present is this test system,
as Table 5.33 indicates.

TABLE 5.33: Iterations for Each Region for the IEEE 118-Bus System
with Load Ratio = 4

Common ρ0
for Both Regions

Region 1
Iterations

Region 2
Iterations

104 256 245
5 · 104 94 102

105 46 52
5 · 105 35 25

106 34 25
5 · 106 27 25

107 23 19
Different ρ0

for Each Region
104 4 · 104 110 122

4 · 104 104 121 126
5 · 104 20 · 104 47 45

20 · 104 5 · 104 39 38
105 4 · 105 43 34

4 · 105 105 34 27
5 · 105 20 · 105 30 23

20 · 105 5 · 105 31 24

This difference between the iterations for each region varies on the selection of
the relative initial penalty parameter. Based on the data of the above Table, it is
difficult to make a conclusion for the impact of each initial setup on the number of
iterations, in which convergence is declared.

With a common initial ρ0, region 2, that carries four times bigger load, converges
in a little more iterations for ρ0 = 5 · 104 and ρ0 = 105. For all other penalty values,
the iterations are higher for region 1 (that has less load demand), but these variations
are not considered particularly important.

The algorithm follows a similar behavior for the case when each has region has a
distinct initial penalty parameter ρ. For this initialization, only for the application of
pair 104 and 4 · 104, the second region converges in a slower rate. When some of the
other selected values is applied, then the convergence is achieved in about the same
iterations in both regions, only a few more needed for region 1.
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5.3 Related Work

The impact of the particular proposed ADMM algorithm, which was first introduced
in [62], was also examined in the thesis of [14]. In this approach, this version of the
Alternating Direction Method of Multipliers was implemented in order to achieve
the decentralization of the system. In this paper, the need for communication be-
tween the different regions was covered by the utilization of the Blockchain Tech-
nology as the coordination backbone. As highlighted in the abstract of this thesis:

"The regions communicate through an Ethereum distributed application
(dApp). The Proof of Authority (PoA) consensus algorithm is used, and
blocks are created when an optimal global solution has been found. The
integration of the Blockchain Technology in the ADMM algorithm is the
main contribution of this paper."

Also, a distributed implementation based on the ADMM for the solution of the
Optimal Power Flow problem was presented in [50]. According to the writers:

"In this paper, an efficient novel method to address the general non-
convex OPF problem is investigated. The proposed method is based
on alternating direction method of multipliers combined with sequential
convex approximations. The global OPF problem is decomposed into
smaller problems associated to each bus of the network, the solutions of
which are coordinated via a light communication protocol."

The basic difference between this approach and the one implemented in the
present thesis is the number of regions created. In [50], each individual bus is con-
sidered as a unique region and assigned with a decomposed part of the initial global
OPF problem. On the contrary, the algorithm of Section 4.4 is able to partition the
system in regions containing more than one buses and formulating the respective
OPF problems for each one of these regions.

Another ADMM formulation is described in [60]. In that paper, the presented
algorithm is based on ADMM and tries to solve the OPF problem, with particular
emphasis given in the coordination between regions in overlapping areas. That led
authors to find a way to solve this issue by proposing an effective consensus ADMM-
based mechanism and also to conclude that the convergence of ADMM has strong
dependency to the penalty parameter.

5.4 Future Work

Naturally, this research can be extended in many ways. When real-time energy mar-
kets are considered, then the designed should be able to predict various malfunc-
tions of the electric system. More inequality constraints could be introduced in the
problem formulation for the system to be stabilized ([45]). So, a version of ADMM
algorithm could be implemented for the solution of the Security Constrained Opti-
mal Power Flow that considers this kind of inequality constraints.

Throughout this thesis, the importance of the penalty parameter of ADMM algo-
rithm has become apparent. This is why a direction could be given in the designing
of algorithms that emphasize on the appropriate selection of ρ, as its impact on the
convergence properties of ADMM is extremely meaningful.
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In addition, it was obvious the effect of each individual partition option of the
system in the performance of the algorithm. Therefore, efforts on finding optimal
partitioning techniques that could be combined with the effective ADMM algorithm
could be studied in order to enhance its properties and avoid any kind of communi-
cation delays or even decompositions that might disturb the system’s balance.

This thesis gave particular emphasis on one parameter of the ADMM algorithm,
the penalty parameter ρ, whose effect was very important in its behavior. How-
ever, as it was presented in Section 4.4, the formulation of ADMM involves many
other parameters, whose effect and their appropriate selection for each case on the
algorithm can be further studied.
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Chapter 6

Conclusions

This thesis has considered the Optimal Power Flow problem, whose solution is nec-
essary for the stability of the system and the equilibrium of the market that is created
around a electric power system. A common practice is to assign the responsibility of
this process to a central System Operator (SO), who manages the offers of each party
and observes the system’s operation. However, this centralized model may become
unreliable due to the limitless authority of the SO and the growing complexity of the
power grids. This is why a version of the Alternating Direction Method of Multipli-
ers (ADMM) algorithm is presented that is capable of decentralizing the system, by
decomposing the OPF problem in local sub-problems, each of which is assigned to
a region of the topology. The locally computed solutions are combined properly to
generate the global optimal solution.

The behavior along with the performance of this algorithm were examined through
a series of experiments simulated in topologies of various sizes and in relation with
multiple parameters of the algorithm and of the system as well. Apparently, the
assignment of multiple buses in one region (creating blocks of buses) improves sig-
nificantly the performance of the algorithm compared to cases when each bus is
considered a unique region. In the vast majority of simulated test cases, the block
formulation reduced a lot the required time and iterations until convergence was
declared and in many cases it provided a solution of less computational error than
the one of the non-block implementation.

A critical parameter for the behavior of the ADMM algorithm is the penalty pa-
rameter and especially the initial penalty parameter ρ0 that each region or system
is initialized with. We were able to notice that an increase in the value of ρ0 made
the region/system to reach convergence faster and within fewer iterations, but this
improvement came at a cost as usually the objective deviation was increased. The
impact of the initial penalty parameter was the same to both block and non-block
implementations of the algorithm. Selecting the optimal penalty parameter is ex-
tremely important as it manages to ensure an extremely good performance of the
algorithm for the simulated system.

Although the number of regions created was critical for the performance of the
applied algorithm, this did not hold for the impact of the other system parameters.
The number of inter-region tielines that were separated to create regions, the total
load demand on each region or the difference between the number of buses between
the regions were parameters that did not affect the performance in a clear way. In
some cases the variations in these features affected slightly the behavior while in
other not at all. This observation is critical for the proposed ADMM algorithm. It
proves that this implementation is rather robust to changes of these attributes and
that the performance is pretty much affected by specific algorithm parameters, like
ρ, and of course by the number of regions that the initial topology is divided to.
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