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EuqaristÐec

H paroÔsa ergasÐa ulopoi jhke gia thn apìkthsh dipl¸matoc sto Tm ma
Hlektrolìgwn Mhqanik¸n kai Mhqanik¸n Upologist¸n tou PanepisthmÐou
JessalÐac. Jèlw na euqaristÐsw touc kajhghtèc, sunadèlfouc kai genik�
ìla ta mèlh thc panepisthmiak c koinìthtac tou PanepisthmÐou JessalÐac
gia tic polÔtimec gn¸seic ki empeirÐec pou mou èdwsan kat� th di�rkeia twn
spoud¸n mou. IdiaÐterec euqaristÐec ja  jela na ekfr�sw ston kajhght  mou
ArgurÐou Ant¸nio, epiblèponta aut c thc ergasÐac, gia thn upost rixh pou
mou èdwse kaj' ìlh th di�rkeia thc prosp�jei�c mou. EpÐshc sthn oikogèneia
mou, gia thn amèristh sumpar�stash kai enj�rrunsh thc se k�je mou epilog .
Tèloc euqarist¸ touc fÐlouc mou gia ìlec tic ìmorfec stigmèc pou per�same
wc foithtèc.
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Abstract

The purpose of this project is to describe and analyze a framework
for optimized delivery of video files to users of a heterogeneous (LTE)
wireless network. It explains the basic features of such a network and
how these can be utilized in order to deliver video data efficiently.
This efficiency is meant in terms of users’ perceived video quality as
well as the minimum possible power consumption, from the network
operator’s point of view. The method followed was basically the for-
mulation and solving of two optimization problems. The first one
decides the optimal association of the users to one of the network’s
base stations and the throughput each one will achieve consequently.
The second problem deals with optimal, in respect to power consump-
tion, resource allocation so that the network’s users can achieve the
throughput goal set by the solution of the first problem.

PerÐlhyh

Skopìc aut c thc ergasÐac eÐnai na perigr�yei kai na analÔsei è-
na plaÐsio gia th bèltisth metafor� arqeÐwn bÐnteo se qr stec enìc
eterogenoÔc asÔrmatou diktÔou. Perigr�fei ta basik� qarakthristik�
enìc tètoiou diktÔou kai pwc mporoÔn na qrhsimopoihjoÔn gia na me-
tafèroun dedomèna bÐnteo apotelesmatik�. H apotelesmatikìthta aut 
noeÐtai wc poiìthta bÐnteo pou parathreÐ o qr sthc kaj¸c kai wc el�-
qisth dunat  katan�lwsh enèrgeiac apì th meri� tou diaqeirhst  tou
diktÔou. H mèjodoc pou akolouj jhke  tan h diatÔpwsh kai epÐlush
duo problhm�twn beltistopoÐhshc. To pr¸to apofasÐzei th bèltisth
sÔndesh twn qrhst¸n me ènan ek twn stajm¸n b�shc tou diktÔou kaj¸c
kai to pl joc twn dedomènwn pou mporeÐ o kajènac na l�bei. To deÔte-
ro prìblhma afor� thn ekq¸rhsh pìrwn me bèltisto trìpo apì �poyh
katan�lwshc enèrgeiac, ètsi ¸ste oi qr stec tou diktÔou na mporoÔn
na l�boun ta dedomèna pou apof�sise h lÔsh tou pr¸tou probl matoc.
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1 Introduction

It is known that video data is the type of data that covers most of the
capacity of modern wireless networks. Studies show that this situation will
continue to grow, thus it is necessary to provide efficient methods to transfer
video files in such networks. LTE has greatly improved the data rates, so
the users of such wireless networks can watch videos in very good quality.
Video quality is a parameter affected by two factors while streaming through
a wireless network. The first obvious one is the encoding rate provided by
the server streaming the video. A higher encoding rate means a larger file
for the server to transmit. The second thing that affects video quality is the
number of freezes a user experiences. A freeze occurs when the buffer that
stores the video frames to be displayed empties, and thus the video playback
stops until the next frames arrive at the buffer. In order to avoid experiencing
such freezes, the serving base station has to provide the user with enough
data so that the buffer never empties. Rapid changes of the wireless channel
can cause fluctuations at the data rate a user experiences so we need to find
ways to adapt to the channel’s changes. From the above it is clear that in
order to provide good video quality to the users of the network the operator
has to provide them with as large data rates as possible. Increased data
rates though, mean increased power consumption, which is a drawback for
the operator. The power consumed now consists of two factors. Firstly, the
power required to transmit chunks of the video file from the serving base
station to the end user and secondly, the power consumed by the backhaul
links in order to deliver the data from the server to the base station associated
with the user. Both of these terms of power consumption are being accounted
for in this analysis.

1.1 Motivation

From what was mentioned above, it is clear that methods for adaptive stream-
ing are needed to overcome the difficulties that derive from the wireless chan-
nel’s unstable nature. Dynamic Adaptive Streaming over HTTP (DASH) [1]
is such a standardized technique for adaptive streaming that has been used
to deliver video content to users of wireless networks requesting such content
from web servers. DASH is a standard and thus not implementation spe-
cific. Each video a server has stored, is encoded in several bit-rates. A client
requesting a video chooses one of the available bit-rates for each chunk of
video, depending mostly on average throughput experienced during the pre-
vious chunk delivery as well as the buffer’s current capacity. As mentioned
before, the actual DASH implementation is not standard so the exact rule
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used to choose the chunk’s bit-rate is open for trials. A simple decision policy
would be this: Choose the bit-rate that is just less than the throughput ex-
perienced in the previous chunk unless the buffer’s size drops below a certain
threshold. If the latter occurs, then choose the lowest possible bit-rate. Such
a method is implemented so that the user can watch the video in a quality
as good as the quality of the channel it shares with the base station while
trying to avoid buffer under-runs too.

By adopting DASH in a Heterogeneous Network (HetNet) one can see that
the throughput each user experiences is affected by a factor that DASH does
not consider explicitly, the load of the serving base station. This information
is not available to the users and can’t help them make a good bit-rate decision.
Thus the decision for the bit-rate of each chunk of video, can be made at
the base stations, which also receive Channel Quality Indicator (CQI) very
often from the users associated to them. This way optimal decisions can
be made since all the required information exists at the base stations. The
throughput provided to each user can be found, and also the addition of
power consumption in the function is imperative, since it is a very important
factor for the base stations, as was mentioned before.

1.2 Related work

There is extensive research in the field of HetNets and resource allocation,
though not in the context of video delivery and backhauling cost that are
important parts of this study. In [2] the authors provide a framework for
optimal resource allocation and user quality of experience. The authors in [3]
propose an algorithm that stands between function optimization and biasing
rule to balance the load of a HetNet. In [4] and [5] user association and
resource allocation are studied jointly. In [6] the authors develop a framework
to analyze user association in order to maximize the sum rate of the users.

The rest of the report is formed as follows: Section 2 describes the basic
features of a HetNet, gives an insight of LTE’s downlink resource grid and
backhauling techniques to deliver video files. In section 3 the first optimiza-
tion problem is formulated, in which the users’ association as well as the
amount of video data each one will receive are defined in the time scope in
which we solve the problem. In section 4 the solution of the previous section’s
problem is used as input, to formulate the resource allocation problem that
will decide at what power the base stations will transmit data to the users
each time. Section 5 demonstrates and analyzes a numerical analysis and
finally, section 6 concludes with the results of this project and propositions
for future work.
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2 HetNets and video characteristics

In this section the main features of a heterogeneous network that are needed
to understand how such a network operates are displayed, in order to be
able to formulate the optimization problems that follow. These features
include mostly the description of the downlink resource grid of LTE and the
backhauling techniques that are used to transfer data to the users of the
network. In addition, video files encoding to different bit-rates is analyzed
and how this relates to the data rate provided to the users.

Firstly, some basic characteristics and terms that are often used when re-
ferring to heterogeneous networks are mentioned. But what makes a cellular
wireless network to be heterogeneous? Heterogeneity characterizes a network
when different types of serving base stations are deployed within a cell by
the operator. These types usually are:

Macrocells, cover a large area with a radius of about 1 kilometer and a
high maximum transmission power of about 20 Watts.

Picocells, (also known as smallcells) are low power operator deployed cells
that transmit at an order of magnitude smaller power than macro base
stations. They are usually deployed in hot-spots to offload the macro
base station.

Femtocells, that are more or less like picocells. The difference is that fem-
tocells are deployed by the users in an indoor environment and are
accessed only by subscribed users.

Relays, are operator deployed and in contrast with the other base stations,
backhaul their traffic through the wireless medium. Typically, they are
used to strengthen the signals transmitted by other base stations by
retransmitting them after some amplification.

Femtocells and relays are out of the scope of this study for the following
reasons. Femtocells are unique since they are not operator deployed. Relays
are much more different from every other type as they do not backhaul traf-
fic through a wired medium and this study’s backhauling focuses on wired
techniques.

Each cell covers the area that the corresponding Base Station (BS) has
the ability to cover depending on its maximum transmission power. Each
user, or User Equipment (UE) as is often called in LTE, is associated to
one of the BSs that can cover its location. This decision is usually made
by measuring the Signal to Interference and Noise Ratio (SINR) that each
UE gets from each BS. The fact that the macro BS can transmit in a much



9

Figure 1: Heterogeneous Network

higher power than pico BSs may lead UEs to associate to the former. This
will increase the load on the macro BS and will make the deployment of
picocells almost useless. For this reason Cell Range Expansion (CRE) was
introduced in LTE. UEs bias the SINR values they get from pico BSs and
might choose to associate to one of them, instead of choosing the macro BS
even if they get a bigger SINR value from it. Studies show that CRE can
improve the efficiency of a HetNet but an optimal association for UEs can be
found by embedding the decision in an optimization problem to ensure that
UEs enjoy the best possible data rate.

2.1 LTE resource grid

In order to understand how an LTE scheduler works, one should know the
structure of the resource grid. This grid is actually a frequency/time domain
from which the scheduler chooses the pieces that allocates to the users. This
means that the users can only use the downlink channel with the serving
base station (macro or pico) only in frequency/time slots that are allocated
by the scheduler.

LTE is based on OFDM. The overall spectrum available varies from 1.4
to 20 MHz and is divided to chunks of 12 subcarriers. The number of these
chunks is standard for each value of the overall spectrum. In the time domain
now, the largest chunk of time is the frame with a duration of 10 msecs.
Frames are divided to subframes that last 1 msec, thus each frame consists
of 10 subframes. Subframes are further divided to 2 slots, each one lasting 0.5
msecs and can transmit 7 OFDM symbols. A Physical Resource Block (PRB)
is a piece of the frequency/time domain that consists of 12 subcarriers in the
frequency domain and 7 OFDM symbols (1 slot) in the time domain. The
smallest unit of resource allocation in LTE is a pair of PRBs that last 2 slots
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Figure 2: LTE downlink resource grid at 1.4 MHz

or 1 subframe and will be simply referred to as Resource Block (RB) from
now on. Depending on the system spectrum now, one can easily calculate
the total number of RBs available for the duration of an LTE frame. For
example, in a 3 MHz system, there exist 15 PRBs in 1 slot, 15 RBs in 1
subframe and 150 RBs in 1 frame.

2.2 Traffic backhauling

Each cell of the deployment needs to receive all the data the users associated
to it request. The server that contains the video file requested is usually far
away from the cell and the base stations rely on the backbone network so that
this data can reach them. Usually, only the last transmission from the BS to
the end user is wireless. The cells require some wired backhaul deployment
to deliver data to all BSs within a macrocell. As shown in [9] there are
several backhaul architectures with respective mathematical models for the
calculation of power consumption. The star topology is the more efficient
regarding power consumption and thus is used in this study. A central switch
is used to aggregate data destined for the cell and are forwarded to the
appropriate BS. Each BS is connected to exactly one interface of the switch,
so the rate that each BS can provide to the associated UEs is limited by the
interface’s rate. If more BSs than the total number of interfaces are deployed,
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Parameter Value Summary
Pdl 1 W Power consumed by one down-

link interface of the aggregation
switch

maxdl 24 Number of downlink interfaces of
the aggregation switch

Pmax,s 300 W Maximum power consumption of
the switch

Cmax 24 Gbps Maximum amount of traffic the
switch can handle

Cinterface 1 Gbps Data rate of a single downlink in-
terface

Table 1: Backhaul switch parameters

a second switch is required to backhaul traffic. In [9] and [10] the authors
also provide the parameters of the backhaul switch. Those parameters are
displayed in Table 1.

Figure 3: Star backhaul architecture
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Figure 4: Adaptive bit-rate streaming demonstration

2.3 Adaptive bit-rate video streaming

Adaptive video streaming entails a set of tools that allow the client of an http
application that streams video via a web server, to choose between multiple
available bit-rates and resolutions. Thus, the client can enjoy as good video
quality as the current channel quality and also avoid playback interruption
when buffer under-runs occur. A scenario of how a DASH client would work
is displayed in Figure 4. The client depending on the network’s bandwidth
requests video chunks through http. If network conditions allow it, better
quality chunks with respective larger size in bits are requested. The process
begins when the client obtains the Media Presentation Description (MPD)
file. This file contains the different resolutions and bit-rates the video seg-
ments are available. More specifically, video resolution is defined through a
width/height pair. An example of a MPD file is shown in Figure 5. One
can notice the Representation tags that contain information about the band-
width the width and height of each video segment that follows. There may
be multiple triplets of width/height/bit-rate available and there is a method
to measure the quality of the displayed video using this triplet. To measure
it though, the acceptable frame rate needs to be defined, so that the video
has a physical flow for the human eye. A typical value for the frame rate is
around 30 frames per second (fps). The value that measures the quality is
bits per pixel and is calculated as:

pixels per second = Width x Height x Frame Rate
bits per pixel = bit-rate / pixels per second

The higher the bits per pixel value, the better the video quality. Usually
for certain values of resolution and frame rate, the bit-rate is decided so that
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the bits per pixel value is above a threshold to ensure good video quality.
Usually, a bits per pixel value around 0.1 gives a good video quality [11].
For example, for a 1280 x 720 resolution video and a 30 fps value, 2765 kbps
will give a good encoding bit-rate. Since the bit-rate decides the quality, if
the available bandwidth suffices and the BS can provide this bit-rate to the
user, the highest available encoding rate is chosen. To sum up, there are two
boundaries we set to the chosen video encoding rate. The lowest one, ensures
a smooth video playback without freezes and the highest one, is limited by
the BSs ability to provide certain bit-rates to its associated users. The next
section proposes a solution to calculate the latter for each user. If there is no
encoding rate available between the two boundaries, the lowest one is relaxed
enabling the BS to chose an even lower encoding rate providing lower quality
while ensuring no freezes. In any case the bits per pixel value should not
drop below 0.03 that will make the video unwatchable.
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Figure 5: MPD file example
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3 Association and data delivery maximiza-

tion problem

In this section, an optimization problem that will decide the best possible
association for the UEs of the network to one of its BSs is formulated. This
decision will have effect on the problem for a duration of 10 seconds. This
means that the solution of the problem will determine both the association
and the amount of data, that each UE expects to receive in the next 10
seconds.

3.1 Optimization theory prerequisites

In order to understand the optimization problems that follow it is important
to provide some insight on optimization theory. An optimization problem
consists of a multi-variable function which value should be either minimized
(minimization problem) or maximized (maximization problem). This func-
tion is called the objective function. The rules that must apply for a solution
of the problem to be feasible are called constraints. Constraints are simply re-
lations (equalities and/or inequalities) between the problem’s variables. One
is the optimal solution of the problem when:

1. it is a feasible solution, meaning that all constraints are satisfied

2. the objective function takes its optimal value, minimum or maximum,
depending on the problem

There are several types of optimization problems. The most common one
is when the objective function and the constraints are linear functions of the
problem’s variables. This is called a Linear Program (LP). The problems we
are going to face though are more complicated than a LP because they involve
a concave function either in the objective, or in the constraints. This is called
a Convex Program. In addition, some of the variables take only integer values
(binary to be more specific) in both problems. In the first one, these are the
variables that decide if UE n will be associated to BS i. The rest of the
variables indicate the average transmission power. In the second problem,
integer variables are used to decide if RB m will be allocated to UE n. The
other variables indicate the transmission power of each resource block. When
a problem contains both continuous and integer variables is called a Mixed
Integer Program. If a convex program contains integer variables however, it
becomes a Non Linear Program. So, both problems that will be studied are
characterized as Mixed Integer Non Linear Programs (MINLP), which is a
relatively difficult type of problem.
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3.2 Problem formulation

In this model a network that consists of N UEs and I BSs (macro and picos)
is considered. Each BS has a number of M RBs that can be allocated to the
UEs associated to it. The assumption that these RBs are distributed to and
not shared by the BSs, so we can avoid interference is made in the study.
The solution of the problem that follows, aims to maximize the utility of each
user, while respecting the total power consumed by the operator (radio and
backhaul). The variables and constants used in the problem formulation are
summarized in Table 2.

max
y,P

a
∑
n

an logDn − b(
∑
i

P tx
i + P bh

i ) (1)

subject to:

Dn = bM
Ki

cWb log(1 +

∑
i hniPni

σ2
), ∀n ∈ N (2)

yni ∈ {0, 1} (3)

∑
i

yni = 1, ∀n ∈ N (4)

P tx
i =

∑
n∈Ni

Pni, ∀i ∈ I (5)

P bh = d I

maxdl
ecPmax,s +

∑
i

P bh
i (6)

P bh
i = (1− c)

∑
n∈Ni

Dn

Cmax

Pmax,s + Pdl, ∀i ∈ I (7)

∑
n∈Ni

Dn ≤ Cinterface, ∀i ∈ I (8)

Ki =
∑
n∈Ni

yni, ∀i ∈ I (9)

0 ≤ Pni ≤ yniPmax,i (10)

The objective function is a weighted sum of the UEs utility that models
video quality and the network’s power consumption. The use of the logarith-
mic function on Dn is made in order to encourage an increase in the value of
Dn when it is small and discourage it as it increases. The parameter an for
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Figure 6: Problem time scale

user n can be set according to the quality of the requested video content. As
stated in [12], it usually depends on the motion of the video content, mean-
ing that the more motion the video contains the more quality it demands so
that it will be played in a pleasing for the human eye manner. The result is
that sequences that have higher quality will have a higher value for an and
they will eventually receive higher fraction of the resources. In constraint
(2) the term in front of the logarithm ensures equal allocation of the M RBs
between the users associated to each BS. The number of resource blocks M ,
is the same for all BSs since we assume orthogonal distribution among them.
The expression that produces Dn comes from Shannon’s theorem that speci-
fies the maximum rate of a communications channel (C = B log(1 +SNR)).
(3) and (4) ensure that each UE will be associated to exactly one BS. Con-
straint (5) gives the average radio power consumed by BS i. Constraints
(6) and (7) are about the total backhaul power consumed. It consists of 2
factors weighted by variable c. The first one is a standard operation cost
of the switch. The second is proportional to the rate provided to each BS’s
users [10]. Constraint (8) ensures that the total rate provided to the UEs
associated to each BS i is less than the interface rate of the switch used
for backhauling. Constraint (9) calculates the number of users associated
to BS i. Finally, in (10) the power in which BS i will transmit to UE n is
constrained between zero and the maximum power BS i can transmit.

The solution of the above problem gives us the association decisions for
the users, the average power for each user during the 10 second period (the
vector P ), as well as the users expected data rate. This solution applies for
a duration of 10 seconds or as shown in Figure 6, T period. Having solved
this problem, the resource allocation problem can be studied.
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Parameter Summary
Dn The data rate enjoyed by user n
an Video stream related value of user n

hni Average value of the channel between user n
and base station i

Pni The average power allocated to each resource
block of user n by base station i

P tx
i Average Radio power consumed by BS i

P bh
i The power consumed at the backhaul switch

due to the rate provided to base station i to
serve the users associated to it.

I Set of base stations, macro and picos
I Total number of base stations, i.e. |I|

Pmax,i The maximum transmission power of BS i
Wb Bandwidth of a Resource Block
N Set of users in the cell
Ni Set of users associated to BS i
M The number of resource blocks available to

the BS for allocation
Ki The number of UEs associated to BS i
yni Takes the value of 1 if user n is associated to

BS i and 0 otherwise

Table 2: Parameters description
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4 Resource allocation problem

The time scope of this problem is the duration of an LTE frame (10 ms).
The amount of data each user will receive has already been decided, so now
it has to be made certain that the users will be receiving enough data at
each frame so that the ”promise” made to the users in the solution of the
first problem is respected. The problem is solved every 10 msecs during the
10 seconds period in which the association and data demands apply. The
reason that this problem has to be solved repeatedly and not just use the
power solution of the previous problem is that a CQI feedback from UEs
is available in every frame (7-8 msecs) and thus the exact power needed to
deliver the required amount of data can be allocated. Remember that in
the previous section’s problem equal allocation of RBs among the associated
UEs of a BS was assumed. This is generally not true and the fluctuations
of the channel require that RBs should be allocated accordingly. In Table 3
there is the description of some additional parameters used in the resource
allocation problem formulation that follows.

min
x,P

∑
i

P tx
i + P bh

i (11)

subject to:

rn =
∑
m

Wb log(1 +
hnPmn

σ2
), ∀n ∈ N (12)

rn10−2 ≥ Dframe
n , ∀n ∈ N (13)

Ri =
∑
n∈Ni

rn, ∀i ∈ I (14)

P tx
i =

∑
m

∑
n∈Ni

Pmn, ∀i ∈ I (15)

P bh
i = aRi + b, ∀i ∈ I (16)

∑
n∈Ni

xmn ≤ 1, ∀ m ∈ [1,M ] (17)

xmn ∈ {0, 1} (18)

0 ≤ Pmn ≤ xmnPmax,i (19)
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Parameter Summary
rn Total rate enjoyed by user n
hn Channel between BS i and user n

Dframe
n Amount of data to be delivered to user n

during a frame
Ri Total rate BS i provides to the associated

users
Pmn Radio power allocated to user n for Resource

Block m
xmn Takes the value of 1 if RB m is allocated to

user n and 0 otherwise

Table 3: Resource allocation additional parameters

Due to the orthogonal allocation of RBs among the BSs, the problem can
be solved separately and independently for each BS. The association of UEs
has already been decided, as well as Dframe

n for each one. The actual rate
for user n will be according to (12). It is the sum rate over all RBs that can
be allocated to n. Constraint (13) satisfies that rn will be sufficient enough
to cover the user’s demand in data, while constraint (14) calculates the total
rate BS i provides to its associated users. In (15) the total power consumed
by BS i is the sum of powers it allocates to its RBs. Equation (16) states that
the backhaul power consumed by BS i is a linear function of the total rate it
supplies. This is similar to constraint (7) of the previous section’s problem,
only now

∑
n∈Ni

Dn is replaced by Ri which is a more accurate value of the
rate BS i provides its users with. Constraints (17) and (18) mean that each
RB can be allocated to only one UE. Finally, (19) restricts Pmn to take value
from 0 (if xmn is 0) to Pmax,i.
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5 Numerical analysis

In this section results from simulations made to evaluate the behavior of the
proposed framework are shown. The implementation was made using the
”Opti Toolbox” matlab optimization toolbox [13]. The solver used, more
specifically was BONMIN, which solves smooth twice differentiable Mixed
Integer Non Linear Programs. In these simulations the evaluation of the
performance of a heterogeneous cellular network is made in respect to users
achieved data rate and network’s average power consumption.The simula-
tions concern a macrocell and several picocells and UEs randomly spread in
a 3x3 kilometer area. The system’s bandwidth chosen is 3 MHz which means
150 RBs are to be distributed among the Base Stations. The bandwidth Wb

of each RB is 200 KHz. The biasing factors of the first problem’s objective
function a and b are chosen empirically as 2 and 1 respectively.

5.1 Picocell deployment

Firstly, the system’s performance for different operator deployments concern-
ing the number of picocells is displayed. In Figure 7 one can see how the
users’ average data rate relates to the number of users served by the cell.
The proposed framework reduces the data rate provided to the users as they
increase, in order to save power. The total number of RBs is the same in
case of 4 picocells as is in the case of 5, but we can see a slight increase in
the average rate because 1 more picocell can give more flexibility on which
BS will serve the users.

In Figure 8 the impact of the number of picocells in total power consump-
tion is shown. This power consumption concerns radio transmissions by the
BSs as well as backhaul power consumption. It increases as the number of
users increases since we are trying to provide them with enough data rate
using the same number of RBs, but after a while the increase rate drops as
the power consumption increase is a drawback in our problem’s objective
function. At this point it is made clear that this power consumption that
concerns a LTE frame is not based on the power allocation problem, but is
calculated from the first optimization problem that decides the users rate
and transmission power based on the average channel quality value observed
in the past. This means that it is not a power consumption during some
frame but an estimation of the average frame power consumption. A much
better performance when adding a fifth picocell in our deployment can be
observed as well, since it can offload other BSs that don’t share good quality
channel conditions with some users and consume less power.
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Figure 7: Average Cell Rate I

Figure 8: Frame Power Consumption I
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5.2 Biasing data rate and power consumption

The more UEs within a cell, the less data rate is provided in order to save
power. But what if the operator wants to save even more power or on the
contrary, offer a better streaming service to the UEs? It is all decided by the
objective function’s biasing factors a and b, or otherwise the fraction a/b. In
the previous subsection the value used for a/b was 2. In this subsection the
effect on data rate and power consumption when using different values for
a/b is studied. The deployment for the following simulations is 4 picocells
plus 1 macrocell.

In Figure 9 the average cell data rate relation with the number of UEs is
displayed for different values of a/b. As a/b increases, more weight goes to
the users data rate rather than the operator’s power consumption.

Figure 9: Average Cell Rate II

The impact of the increased data rate as a result of a bigger a/b value on
power consumption is displayed on Figure 10. As UEs within a cell increase,
the total power consumption increases in order to provide a certain level of
data rate to them. But as this level of service increases (a/b increases), the
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Figure 10: Frame Power Consumption II

total power consumption increases too.

5.3 Resource allocation

After video encoding rate for the deployments users is decided, each base
station performs resource allocation to satisfy the data rate required in order
to ensure in time delivery of the video segments. This subsection presents
the results of such resource allocation by solving the problem formulated in
section 4.The following measurements were taken by simulating a network
with 4 picocells and 10 users, and presents the data rate provided by each
BS as well as their average power consumption during a frame. Comparison
is made with the results of the expected data rate and power consumption of
the solution of the problem in section 3.1.

Figure 11 displays the data rate provided by each base station to its
associated users. It is expected that each base station will provide a certain
and stable rate for all subframes in a 10 second duration that decides a certain
encoding rate for video segment delivery. The resource allocation problem’s
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solution validates this assumption, since every base station provides actual
data rate equal to the expected data rate.

Figure 11: Base station provided rate

In Figure 12 the average radio power consumption during a frame is dis-
played along with the expected one. Backhaul power consumption is not
accounted in this particular measurement since it is only affected by the
data rate provided by the base station. Since Figure 11 shows no differ-
ence between expected and actual data rate, adding backhaul power to radio
power will not make any more difference between expected and actual power
consumption. Radio power consumption is affected by the condition of the
channel each base station has, with the associated users. We observe similar
results between expected and actual power consumption due to the random
changes of the channel quality. If CQI values reported by the UEs mostly
indicate channel quality improvement, actual power consumption is found
less than the expected one and vice versa.
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Figure 12: Base station average power consumption
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6 Conclusion

This project presented a framework for the delivery of video files to users of
a heterogeneous network. Video files are stored in several encoding rates and
the operator of the network can decide the encoding rate each user will enjoy,
so that the users can watch the requested video without interruptions in
playback. These decisions adapt to the channels between the network’s base
stations and the respective associated users, so that each segment of a video
may be transmitted in different encoding rate. As a result, the video quality
enjoyed by each user varies as the channel’s condition changes. The higher
the video quality though, the more power is consumed by the network, both
radio and backhaul, so the operator must consider it and balance between
the two by providing as good quality as possible while consuming as less
energy as possible. This is an obvious trade-off that is closely studied in the
proposed framework. Finally, the scheduler in each base station allocates
resources according to the encoding rates decided for each video stream, so
as to minimize power consumption.

The mathematical modeling in the resource allocation problem and es-
pecially equation (13) requires stable data rate for each subframe in a 10
second period. This constraint restricts the scheduler to allocate sufficient
power for it to be satisfied. When the channel’s condition deteriorates more
power is required and vice versa as simulations suggest. With this in mind,
it is possible to alter the formulation in a way that when experiencing good
channel condition the scheduler can decide to allocate a bit more power, pro-
viding a larger instant data rate. On the contrary when experiencing bad
channel quality the subframe data rate constraint can be relaxed and thus
not waste a lot of power on a bad channel. This may cause buffer under-runs
but if the total amount of bits of a 10 second video segment are received,
this probability is small and depends on the random channel fluctuations.
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