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Abstract

Optimization of Flexible Production and Supply Systems

Ioannis Papachristos

Supervisor: Associate Professor Dimitrios Pandelis

In this thesis we deal with stochastic optimization problems that are related to the design

and operation of flexible production and supply systems. In particular, we study server

allocation problems in tandem queueing systems and the use of backup supply sources to

hedge against supply risks.

For the first category of problems we consider two-stage queueing systems with one dedi-

cated server in each station and a flexible server that can serve both stations. Assuming

exponential service times and linear holding costs accrued by jobs present in the system, we

seek optimal server allocation strategies within the classes of preemptive and non-preemptive

policies for systems without external arrivals (clearing systems) and systems with Poisson

arrivals under the discounted and the average cost criteria. For the model with a preemp-

tive service discipline we assume that two servers can collaborate to work on the same job.

When the combined rate of collaborating servers is less than the sum of their individual

rates (partial collaboration), we identify conditions under which the optimal server alloca-

tion strategy is non-idling and has a threshold-type structure. Our results extend previous

work on systems with additive service rates, either clearing or systems with arrivals and no

dedicated server upstream. When the aforementioned conditions are not satisfied we show

by examples that the optimal policy may have counterintuitive properties, which is not the

case when a fully collaborative service discipline is assumed. We also obtain novel results for

any type of collaboration when idling policies may be optimal and for systems with arrivals

and dedicated servers in both stages. For the model with a non-preemptive service discipline

we assume that the servers cannot collaborate and the dedicated servers are faster than the

flexible server. We show that the dedicated server of the downstream station should never

idle, and the same is true for the dedicated server of the upstream station when holding costs

are larger there. On the other hand, the optimal allocation of the slow server is investigated

through extensive numerical experiments that lead to conjectures on the structure of the

optimal policy.

For the second category of problems we consider newsvendor models in which a retailer

facing random demand with known distribution places an order to a primary supplier who
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may not deliver the whole quantity ordered. We study two models of supply risk: suppliers

who deliver a random portion of the order (random yield) and suppliers subject to random

capacity, in which case the delivered quantity is limited by the realized capacity. To miti-

gate against such supply risks, the retailer contracts with a reliable backup supplier to buy

the option to use his capacity after the delivery from the primary supplier. Depending on

the responsiveness of the backup supplier, this option may be exercised before or after the

demand becomes known as well. For the random yield case we also study models with two

primary suppliers or two products sharing the same backup supplier. For all the aforemen-

tioned models we derive expressions for the optimal order and reservation quantities and

obtain properties of these quantities. For the random capacity models we also determine the

impact of the cost and revenue parameters on the optimal solution. Finally, we supplement

our theoretical results with conjectures based on numerical experiments.
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Chapter 1

Introduction

Efficient operations are required for a firm to be able to compete in a global environment.

Malecki [52] cites three sectors of a firms operations that are crucial to the achievement

of its goals: (i) inter-firm relations, (ii) resources and infrastructure, and (ii) workforce.

In this dissertation we study models that are related to the three aforementioned sectors.

Specifically, we consider server allocation problems in queueing networks, which are used to

model production systems (sectors (ii) and (iii)), and newsvendor problems with multiple

suppliers, which are used to model supply chain management issues (sector (i)). There are

two unifying factors for these two classes of problems. First, our objective is to determine

optimal rules for allocating resources to different tasks and for placing orders to the suppliers.

Second, there are flexibility elements in our models; servers that can perform multiple tasks

(e.g., cross-trained workforce) and backup suppliers for responding to supply shortages.

Due to the complexity of realistic production systems, the optimization of the queueing

neworks that are used to model them is practically impossible. Therefore, in most cases

the best we could expect is to come up with suboptimal policies that result in satisfactory

performance with respect to some criterion (see, for example, Parvin et al. [63]). On the

other hand, when we are concerned with optimality issues, we can either derive structural

properties of optimal policies or study simple models for which we can determine optimal

strategies. In this dissertation we consider two-stage queueing systems with one dedicated

server for each stage and a flexible server that is trained to perform the tasks of both stages.

We study variants of such systems resulting from whether preemptions are allowed or not

and from various degrees of server collaboration. We address the questions of which stage

should be given priority by the flexible server and to which server should a job be assigned

in case collaboration is not permitted. By dealing with these optimization issues we get

a deeper understanding of fundamental issues related to system performance, and insights

that can be essential for performance improvement by forming the basis for the construction

of good suboptimal policies.

Supply uncertainty is a problem often faced by firms and occurs when the delivered

quantity is less than the quantity ordered, causing stock-outs and lost sales. The delivered

quantity may be a fraction of the order (random yield) or may be constrained by the suppli-

ers capacity (random capacity), which includes complete supply disruptions as an extreme

special case. Examples of random yield causes include damages during transportation and

uncertain production processes at the suppliers side. For instance, high-tech industries such

as the semiconductor and liquid crystal display industries are known to experience high yield

losses (Nahmias [54], Hu et al. [40]). On the other hand, random capacity is often associ-

ated with offshore suppliers who are characterized by relatively low reliability in terms of

product delivery and quality (Sting and Huchzermeier [75]). In this dissertation we study
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2 Chapter 1. Introduction

random yield and random capacity models in a newsvendor context. As a supply risk mit-

igation strategy we consider the use of a reliable backup supplier whose capacity needs to

be reserved in advance by paying a premium. Then, the firm has the option to order from

the backup supplier after the supply uncertainty is resolved and either before or after the

demand becomes known as well. For all the aforementioned models we obtain properties of

the order and reservation quantities that maximize the firms expected profit.

The dissertation is organized as follows. Chapter 2 considers the server allocation prob-

lems in two-stage queueing systems. In Chapter 3 we analyze the newsvendor models. Long

proofs are contained in appendices at the end of the manuscript. Note also that the mate-

rial of Section 2.3.1 is under publication as an individual research paper (Papachristos and

Pandelis [60]).
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Chapter 2

Optimal Server Allocation in Two-Stage

Queueing Systems

2.1 Introduction

We study two-station tandem queueing systems with one dedicated server in each station

and one flexible server that is trained to work in both stations. Our objective is to determine

properties of server allocation strategies that minimize expected linear holding costs for

systems with exponential service times. The problem we consider is motivated by the use of

cross-trained workers in manufacturing systems in order to cope with variability in demand,

processing times, and operating conditions. Unlike traditional settings where each worker

could perform a single task, cross-trained workers can be assigned to tasks where they are

needed the most resulting in increased efficiency in the form of higher throughput, lower

inventory, etc. Hopp and Van Oyen [35] have provided a literature survey on workforce

flexibility as well as a framework for evaluating a flexible workforce in an organization. A

more recent survey can be found in Andradottir et al. [11] along with design guidelines for

eliminating bottlenecks.

We analyze systems with Poisson arrivals and systems without arrivals (clearing systems).

Systems with arrivals model manufacturing facilities with continuous production where we

are concerned with the long term performance of the system. On the other hand, some

examples of clearing systems that occur in practice are the following: (i) production systems

during end-of-shift operations where all unfinished work has to be completed, (ii) service

systems (for example, banks) where no new customers are accepted after a certain time, but

all customers already in the system have to be served, and (iii) production systems where at

the beginning of each period (for example, every week) priority is given to unfinished work

from previous periods, that is, new work orders have to wait until all previous orders are

processed.

The models we study are also differentiated with respect to service discipline as we seek

optimal server allocations within the classes of preemptive and nonpreemptive policies. In

the first case a server may be reassigned to a different job at the time of an arrival or a

service completion by another server. For this class of problems we extend previous work

for various types of server collaboration. In the case of nonpreemptive policies a server must

finish the processing of a job before being assigned to another job. Assuming that servers

cannot collaborate to work on the same job and that the flexible server is slower than each

dedicated server, we obtain some structural properties of the optimal policy and provide

conjectures based on numerical experiments.
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4 Optimal Server Allocation in Two-Stage Queueing Systems

2.2 Related literature

Models of serial systems with the objective of maximizing throughput have received a lot

of attention. For production lines with workers trained for all tasks (full cross-training) Van

Oyen et al. [81] computed the improvement in throughput that can be achieved by worker

flexibility as opposed to the optimal static allocation. Hopp et al. [36] demonstrated the

effectiveness ofD-skill chains where each worker is trained for his base station andD−1 more

tasks down the line (U-shaped lines were assumed) with emphasis on 2-skill chains. Parvin et

al. [63] presented a zone chaining pattern with limited cross-training that can achieve high

throughput. Finally, for models limited to 2 or 3 stages, throughput maximizing policies

were determined by Andradottir et al. [8],[9],[10],[12], Andradottir and Ayhan [7], Gel et al.

[29], Arumugam et al. [14], Hasenbein and Kim [33], Kirkizlar et al. [44], and Wang et al.

[83].

Because of the complexity of the mathematical models involved, research on the optimal

use of flexible servers with holding costs has focused on two-stage Markovian systems. Ros-

berg et al. [64] considered a system with Poisson arrivals, a server with a constant service

rate in the downstream station, and a server with controllable service rate in the upstream

station. They showed that the optimal service rate is non-decreasing in the length of the

first queue and non-increasing in the length of the second queue. For a clearing system

with two flexible servers, Ahn et al. [3] provided necessary and sufficient conditions under

which an exhaustive policy for the upstream or the downstream station is optimal. Similar

results were obtained by Ahn et al. [4] for the model with arrivals. The results of Ahn

et al. [3] have been extended in two directions. First, Schiefermayr and Weichbold [67]

obtained the optimal policy for all values of holding costs and service times, and second,

Weichbold and Schiefermayr [86] derived conditions for the optimality of exhaustive policies

when jobs require the second stage of service with a certain probability. Kirkizlar et al.

[45] considered a problem where, in addition to holding costs, a profit is earned whenever

a job is completed. For a tandem system with two flexible servers they showed that the

profit maximizing strategy is characterized by a threshold and determined the value of this

threshold.

A common characteristic of the models studied in the aforementioned papers (with the

exception of Rosberg et al. [64]) is that they did not include dedicated servers. Farrar

[22],[23] considered two versions of a clearing system with dedicated servers in each station

and one flexible server. In the constrained version the flexible server can only work in the

upstream station, whereas in the unconstrained version the server can work in both stations.

He showed that for both versions the optimal policy is characterized by a switching curve;

the flexible server is idled or assigned to the downstream station if the number of jobs there

exceeds a threshold that depends on the number of jobs in the first queue. He also showed

that the slope of the switching curve is at least -1, indicating that if the flexible server is idled

or assigned to the downstream station, its allocation does not change if a job joins the queue

from upstream (transition monotone policy). Pandelis [56] extended the results of Farrar

[22],[23] to the case when jobs may leave the system after completing service in the first

station and specified subsets of the state space where the optimal policy can be explicitly
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01/06/2024 21:10:43 EEST - 18.119.166.180



2.3. Preemptive service discipline 5

determined. The same structure of the optimal policy was obtained by Wu et al. [87] where

it was assumed that the servers have varying speeds and the processing requirements are the

same in both stations. Wu et al. [88] showed the optimality of a switching-curve policy for the

previous model with arrivals and no dedicated server in the upstream station and Pandelis

[57] extended this result to the case when jobs may not require service at the downstream

station and processing requirements are not the same in each station. Finally, Pandelis

[58] studied a model with server operating costs in addition to holding costs and identified

conditions under which the switching-curve structure of the optimal policy is preserved.

With the exception of Pandelis [56] (constrained version), a common assumption in all of

the aforementioned papers was that different servers could collaborate to work on the same

job, in which case the total service rate was equal to the sum of the individual servers

rates (fully collaborative servers). Moreover, a non-idling discipline for at least the dedicated

servers was assumed. Both of these conditions were relaxed by Pandelis [59]. For clearing

systems he showed that non-idling policies are optimal when the holding cost rate in the

upstream station is not less than the corresponding rate in the downstream station, and for

this case he provided conditions on service rates that ensure that the optimal server allocation

is characterized by a single switching curve under a non-collaborative service discipline.

With regard to nonpreemptive policies, to the best of our knowledge there is no previous

work on two-stage systems with both dedicated and flexible servers. There has been a lot of

attention to one-stage systems where a stream of jobs is served by a fast and a slow server,

which is known as the slow server problem. The optimal policy for this problem dictates

that the fast server should not idle and the slow server should be used when the number

of jobs exceeds a certain threshold. This result has been proved by Lin and Kumar [51],

Walrand [82], Stockbridge [76], Xu [90], and Koole [48]. The threshold-type property of the

optimal policy has also been shown for models with operating costs (Akgun et al. [6]) and

servers subject to failures (Ozkan and Kharoufeh [55]). For problems with more than two

servers and no arrivals, Agrawala et al. [1] proved that the optimal policy is determined

by multiple thresholds. This is still an open problem for systems with arrivals. Rosberg

and Makowski [65] showed that the aforementioned multiple threshold policy is optimal for

sufficiently small arrival rates and Weber [85] discussed the conjecture that this policy is

optimal for arbitrary arrival rates.

2.3 Preemptive service discipline

In this section we focus on systems where two servers can collaborate to work on the

same job but their combined service rate is less than the sum of their individual service

rates (partially collaborative servers). Situations like this arise when for some reason (e.g.,

servers sharing resources when collaborating) it is not possible for each server to achieve full

performance. The assumption of non-additive service rates has also been used in the work of

Ahn and Lewis [5] who studied the problem of optimal routing and flexible server allocation

to two parallel queues. In addition to partially collaborating servers (subadditive rates)

they considered the case when collaboration increases the servers’ efficiency, that is, their
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6 Preemptive service discipline

combined service rate is larger than the sum of their individual service rates (superadditive

rates). Models with non-additive rates for tandem systems with throughput maximization

as the objective were studied by Andradottir et al. [12] (subadditive rates), Andradottir et

al. [10] and Wang et al. [83] (superadditive rates). In the context of tandem systems with

dedicated servers in each station it will become evident from the analysis that the problem

with superadditive service rates is equivalent to a problem with fully collaborative servers,

so we do not consider this case.

In the following section we study clearing systems. For the case of non-idling optimal

policies we extend results from past literature by providing conditions on service rates under

which the structure of the optimal policy for fully collaborative servers is preserved under

partial collaboration. When these conditions are not satisfied we show by examples that the

optimal server allocation may not possess the same structure and in fact be quite counterin-

tuitive. When idling policies are optimal we obtain properties of the optimal policy that are

novel for any type of collaboration. Specifically, we provide an asymptotic characterization

of the optimal policy for a large number of jobs in the downstream station, and in case of

no dedicated server in one of the stations we show that the optimal allocation is determined

by a switching curve. In Section 2.3.2 we study systems with arrivals under the discounted

and average cost criteria. For systems with one dedicated server we extend to the partial

collaboration case some of the results obtained by Wu et al. [88] and Pandelis [57] for fully

collaborative servers. Furthermore, for systems with dedicated servers in both stations and

any type of collaboration, we explicitly determine the discounted cost optimal policy for a

subset of the state space.

2.3.1 Clearing systems

We study two-stage tandem queueing systems with a number of jobs initially present

and no further arrivals. After their service is completed in the upstream station (Station 1),

jobs move to the downstream station (Station 2) where they receive additional service, and

then they leave the system. Each job in station i, i = 1, 2, incurs linear holding costs at rate

hi. There are dedicated servers, one for each station, that are trained to work only in their

corresponding station, and one flexible server that can work in both stations. We assume that

this server can move from station to station instantaneously without any cost. We assume

exponential service times with rates ν1, ν2 for jobs served by the dedicated server and µ1, µ2

for jobs served by the flexible server in Station 1,2, respectively. We assume that two servers

can work simultaneously on different jobs in the same station, as well as collaborate to work

on the same job. When the collaboration takes place in Station i, i = 1, 2, the service rate

is equal to νi + ξi, where νi + ξi > µi and 0 < ξi ≤ µi, with equality corresponding to full

collaboration. Our objective is to find a server allocation strategy that minimizes the total

expected holding cost until the system is cleared of all jobs.

We formulate the problem as a Markov decision process with state space {(x1, x2) : x1, x2 ≥

0}, where xi, i = 1, 2, is the number of jobs in Station i, including those in service. Starting

from state (x1, x2), we denote by V (x1, x2) the minimum total expected holding cost until
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the system empties, with V (0, 0) = 0. Instead of the continuous time problem, we study an

equivalent discrete time problem obtained by uniformization (see, e.g., [74]), where without

loss of generality we assume ν1 + ν2 + µ1 + µ2 + ξ1 + ξ2 = 1. Then, with A(x1, x2) denoting

the set of feasible service rates in state (x1, x2), we get the following optimality equation.

V (x1, x2) = h1x1 + h2x2 + min
(ρ1,ρ2)∈A(x1,x2)

Wρ1,ρ2(x1, x2), (2.3.1)

where

Wρ1,ρ2(x1, x2) = ρ1V (x1 − 1, x2 + 1) + ρ2V (x1, x2 − 1) + (1− ρ1 − ρ2)V (x1, x2). (2.3.2)

Note that if x1 = 0 (resp. x2 = 0), we get V (−1, x2 + 1) (resp. V (x1,−1)) in (2.3.2), which

are terms that have not been formally defined. However, this is not a problem because the

only feasible rate is ρ1 = 0 (resp. ρ2 = 0).

Before proceeding to the characterization of the optimal policy, we give preliminary

results that will be used in the proof of the main results of this section. Lemma 2.1 states

that the minimum expected cost increases with the number of jobs in the system.

Lemma 2.1. V (x1, x2) is increasing in x1 and x2.

Lemma 2.2 gives an auxiliary result that will be used in comparisons that determine the

optimal server allocation.

Lemma 2.2. Suppose that A − B = G + α(A − B) + β(A− − B−) + γ(A+ − B+), where

A,B,G, α, β, γ are real numbers with α + β < 1 and α + γ < 1. Then, A − B and G have

the same sign.

Proof. Assume A < B. Then

A < B ≤ 0 =⇒ G = (1− α− β)(A− B) < 0,

A < 0 ≤ B =⇒ G = (1− α− β)A− (1− α− γ)B < 0,

0 ≤ A < B =⇒ G = (1− α− γ)(A− B) < 0.

By the same reasoning A > B implies that −G < 0, and the proof is complete.

2.3.1.1 The optimal policy

First, when one of two queues is empty of jobs, it is clear that the optimal policy allocates

the maximum possible service rate to the nonempty queue. When there is one job, the

dedicated and the flexible server work together on that job, otherwise they work on separate

jobs. Therefore,

V (1, 0) =
h1

ν1 + ξ1
+ V (0, 1), (2.3.3)

V (x1, 0) =
h1x1
ν1 + µ1

+ V (x1 − 1, 1), x1 > 1 (2.3.4)

V (0, 1) =
h2

ν2 + ξ2
+ V (0, 0), (2.3.5)

V (0, x2) =
h2x2
ν2 + µ2

+ V (0, x2 − 1), x2 > 1. (2.3.6)
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8 Preemptive service discipline

We consider now the optimal allocation in the downstream station. It is reasonable to expect

that the optimal policy would allocate as much service rate as possible to Station 2 to push

jobs out of the system, thus saving holding costs. To prove this formally, we define function

g(x1, x2) as

g(x1, x2) = V (x1, (x2 − 1)+)− V (x1, x2), x1, x2 ≥ 0.

Assuming an initial allocation ρ1, ρ2 for some state with x2 ≥ 1, the incentive to allocate

additional rate ρ to Station 2 is equal to

Wρ1,ρ2(x1, x2)−Wρ1,ρ2+ρ(x1, x2) = −ρg(x1, x2)

by (2.3.2). This incentive is positive because of Lemma 2.1, leading to

Proposition 2.1. For given ρ1, Wρ1,ρ2(x1, x2) is minimized by maximizing ρ2.

A consequence of Proposition 2.1 is that the optimal policy does not idle the dedicated

server in Station 2. Turning to the optimal allocation in the upstream station, the incentive

to allocate additional rate ρ to Station 1 is equal to ρf(x1, x2), where

f(x1, x2) = V (x1, x2)− V (x1 − 1, x2 + 1), x1 ≥ 1, x2 ≥ 0.

Therefore, we obtain the following proposition.

Proposition 2.2. For given ρ2, Wρ1,ρ2(x1, x2) is minimized by maximizing ρ1 if f(x1, x2) ≥ 0

and by ρ1 = 0 if f(x1, x2) < 0.

Proposition 2.2 indicates that, depending on the sign f(x1, x2), the optimal policy should

either allocate as many resources as possible to Station 1 or no resources at all. Taking

into account Proposition 2.1 as well, we conclude that the optimal policy does not idle

the dedicated servers when f(x1, x2) ≥ 0, whereas in the opposite case it idles the dedicated

server of Station 1 and assigns the flexible server to Station 2 to work along with its dedicated

server.

Remark 2.1. Propositions 2.1 and 2.2 hold for any form of collaboration. Then, assuming

superadditive service rates, that is, ξi > µi, i = 1, 2, the optimal policy would always have

the flexible server collaborating with one of the dedicated servers, say server i, to work on

the same job, resulting in a total service rate of νi + ξi. This is equivalent to an additive

service rate model with rates ξ1, ξ2 for jobs served by the flexible server in Station 1 and 2,

respectively.

2.3.1.2 Optimality of non-idling policies

In this section we investigate the structure of optimal policies for h1 ≥ h2, which is a

necessary and sufficient condition for the optimality of non-idling policies. Intuitively, when

it is not cheaper to have jobs in Station 1 compared to Station 2, it is reasonable not to idle

resources to keep jobs upstream. The necessity of the condition is proved in the next section

(Theorem 2.6). The sufficiency is a consequence of the following lemma.
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Lemma 2.3. Let h1 ≥ h2. Then, f(x1, x2) > 0 for all x1 ≥ 1, x2 ≥ 0.

Because idling a server cannot be optimal, the decision to be made is where to assign

the flexible server. Propositions 2.1 and 2.2 also imply that when there are at least two

jobs in the station to which the flexible server is assigned, the two servers should work on

separate jobs rather than collaborate on the same job. Therefore, taking also into account

that ν1 + ν2 + µ1 + µ2 + ξ1 + ξ2 = 1, the optimality equations take the following form:

V (1, 1) = h1 + h2 + ν1V (0, 2) + ν2V (1, 0) + (µ1 + µ2)V (1, 1)

+min{ξ1V (0, 2) + ξ2V (1, 1), ξ2V (1, 0) + ξ1V (1, 1)}, (2.3.7)

and for x1, x2 > 1,

V (1, x2) = h1 + h2x2 + ν1V (0, x2 + 1) + ν2V (1, x2 − 1) + (ξ2 + µ1)V (1, x2)

+min{ξ1V (0, x2 + 1) + µ2V (1, x2), µ2V (1, x2 − 1) + ξ1V (1, x2)}, (2.3.8)

V (x1, 1) = h1x1 + h2 + ν1V (x1 − 1, 2) + ν2V (x1, 0) + (ξ1 + µ2)V (x1, 1)

+min{µ1V (x1 − 1, 2) + ξ2V (x1, 1), ξ2V (x1, 0) + µ1V (x1, 1)}, (2.3.9)

V (x1, x2) = h1x1 + h2x2 + ν1V (x1 − 1, x2 + 1) + ν2V (x1, x2 − 1)

+(ξ1 + ξ2)V (x1, x2) + min{µ1V (x1 − 1, x2 + 1) + µ2V (x1, x2),

µ2V (x1, x2 − 1) + µ1V (x1, x2)}, (2.3.10)

where the first and second terms in braces correspond to the assignment of the flexible

server to the first and second station, respectively. Next, we define a set of functions that

characterize the optimal decision in each state.

d(x1, x2) = µ1f(x1, x2) + µ2g(x1, x2), x1 ≥ 1, x2 ≥ 0, (2.3.11)

d̃(1, x2) = ξ1f(1, x2) + µ2g(1, x2), x2 ≥ 0, (2.3.12)

d̂(x1, 1) = µ1f(x1, 1) + ξ2g(x1, 1), x1 ≥ 1, (2.3.13)

d̄(1, 1) = ξ1f(1, 1) + ξ2g(1, 1). (2.3.14)

Function d(x1, x2) is derived by subtracting the first from the second term in curly brackets

in (2.3.10). Therefore, its sign determines the optimal allocation for the flexible server when

there are at least two jobs in each station: assign the server upstream if d(x1, x2) ≥ 0, and

downstream otherwise. Similarly, d̂(x1, 1) is the decision function when there is one job in

the downstream station and at least two jobs upstream, d̃(1, x2) is the decision function

when there is one job in the upstream station and at least two jobs downstream, and d̄(1, 1)

is the decision function when there is one job in each station.

In the main result of this section given in Theorem 2.1 we give conditions under which

properties of the optimal policy that have been shown to hold for fully collaborative servers

also hold for partially collaborative servers. The proof of the theorem requires the following

three lemmas.
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10 Preemptive service discipline

Lemma 2.4. Let ν2 ≥ µ2. Then

i) For x2 ≥ 0,

d̃(1, x2 + 1) < d̃(1, x2).

ii) limx2→∞ d̃(1, x2) = −∞.

Lemma 2.5. Let ν2 ≥ µ2 and µ1 ≥ µ2. Then

i) For x1 ≥ 1, x2 ≥ 0,

d(x1, x2 + 1) < d(x1, x2).

ii) For x1 ≥ 1

lim
x2→∞

d(x1, x2) = −∞.

Lemma 2.6. Let ν2 ≥ µ2 and µ1 ≥ µ2. Then

i) For x2 ≥ 1,

d(2, x2) ≥ 0 =⇒ d(2, x2) ≥ d(1, x2 + 1).

ii) For x2 ≥ 2,

d̃(1, x2) ≥ 0 =⇒ d̃(1, x2) ≤ d(2, x2 − 1).

iii) For x1 ≥ 2, x2 ≥ 2,

d(x1, x2) ≥ 0 =⇒ d(x1, x2) ≤ d(x1 + 1, x2 − 1).

Lemmas 2.4 and 2.5 are used to prove that the optimal policy is determined by a single

switching curve, formally defined in Theorem 2.1 and Lemma 2.6 to obtain a lower bound

on its slope.

Theorem 2.1. Assume h1 ≥ h2, ν2 ≥ µ2, µ1 ≥ µ2, and partially collaborative servers.

Then, for each x1 ≥ 1, there exists an integer t(x1) ≥ 1 such that the optimal policy assigns

the flexible server to Station 2 (resp. 1) when x2 ≥ t(x1) (resp. x2 < t(x1)). Moreover, the

slope of t(x1) is at least -1.

Proof. To prove the existence part, we first consider x1 = 1. If d̄(1, 1) < 0, then for x2 ≥ 2

we have d̃(1, x2) < 0 because of d̃(1, 1) < d̄(1, 1) and part (i) of Lemma 2.4. Therefore, the

optimal policy assigns the flexible server to the downstream station for any number of jobs

in that station, that is, t(1) = 1. Otherwise, let m = min{x2 ≥ 2 : d̃(1, x2) < 0}, noting

that the existence of this minimum is guaranteed by part (ii) of Lemma 2.4. Then, t(1) = m

because part (i) of Lemma 2.4 implies d̃(1, x2) < 0 for x2 ≥ m. For x1 > 1 the statement of

the theorem is proved similarly by using the fact that d(x1, 1) < d̂(x1, 1) and Lemma 2.5.

The fact that the slope of t(x1) is at least -1 is a consequence of parts (ii) and (iii) of

Lemma 2.6, from which it follows that if the decision function is negative at some state

(x1, x2), it is also negative at (x1 − 1, x2 + 1).

As seen from its statement, we were able to prove Theorem 2.1 under conditions ν2 ≥ µ2

and µ1 ≥ µ2. The first one implies that the specialist (dedicated server) in Station 2 is not

slower than the generalist (flexible) server, which is a reasonable assumption. However, this

is not the case with the second condition which seems arbitrary. An interesting question is
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whether the two conditions are crucial for the validity of the results, or they were just needed

for the arguments of the proofs to work. To answer this question we obtained numerical

results that illustrate the structure of the optimal policy when either one or both of the

conditions are violated. For each of the three cases we created 100,000 problem instances

with randomly generated values for service and holding cost rates and computed the optimal

server allocation for each one. When only one of the conditions was violated, all of our results

were in agreement with Theorem 2.1. Moreover, we observed that the switching curve was

nondecreasing in all instances. When both conditions were violated, the optimal policy was

still determined by a unique switching curve, but we found instances with switching curves

having a portion with slope less than -1. One such instance is given in the following example.

Example 2.1. Let ν1 = 0.8, µ1 = 0.6, ξ1 = 0.03, ν2 = 0.6, µ2 = 8, ξ2 = 7.43, h1 = 16, and

h2 = 1.5. When there are three jobs in each station, the optimal policy assigns the flexible

server to Station 2. However, if a job completes its service in Station 1 and joins Station 2,

then, contrary to intuition, the flexible server is transferred to Station 1 (Figure 2.1).
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Figure 2.1: Switching points for the flexible server

When collaboration is not allowed in Station 1, we can prove that the optimal policy is

characterized by a single switching curve without condition µ1 ≥ µ2 (Theorem 2.2). First,

we prove the following lemma.

Lemma 2.7. Let ξ1 = 0, ν1 ≥ µ1, and ν2 ≥ µ2. Then

i) For x2 ≥ 0,

f(1, x2 + 1) < f(1, x2).

ii) For x1 ≥ 1, x2 ≥ 0,

d(x1, x2 + 1) < d(x1, x2).

iii) For x1 ≥ 1

lim
x2→∞

d(x1, x2) = −∞.
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12 Preemptive service discipline

Theorem 2.2. Assume h1 ≥ h2, ν1 ≥ µ1, ν2 ≥ µ2, non-collaborative servers in Station 1

and partially collaborative servers in Station 2. Then

i) For x1 = 1 the optimal policy assigns the flexible server to Station 2.

ii) For each x1 ≥ 2, there exists an integer t(x1) ≥ 1 such that the optimal policy assigns the

flexible server to Station 2 (resp. 1) when x2 ≥ t(x1) (resp. x2 < t(x1)).

Proof. The first part is a direct consequence of Proposition 2.2 and Lemma 2.3. The proof

of the second part is similar to the proof of the analogous part of Theorem 2.1 and is based

on the monotonicity and asymptotic properties of decision function d(x1, x2) established in

parts (ii) and (iii) of Lemma 2.7.

A special case of interest is when there is only one dedicated server. For this case the

optimal policy is either characterized by a switching curve (as in Theorem 2.1) or it can be

explicitly determined by a cµ-type rule according to which the flexible server is assigned to

the station with no dedicated server if the holding cost savings from a service completion

in that station are not less than the corresponding savings from a service completion in the

other station.

The following theorem gives properties of the optimal policy when there is no dedicated

server assigned to Station 1. Note that in this case non-idling policies are optimal for any

values of holding cost rates so condition h1 ≥ h2 is not needed.

Theorem 2.3. Assume ν1 = 0, ν2 ≥ µ2, and partially collaborative servers in Station 2.

Then

i) When µ1(h1 − h2) < µ2h2, for each x1 ≥ 1, there exists an integer t(x1) ≥ 1 such that

the optimal policy assigns the flexible server to Station 2 (resp. 1) when x2 ≥ t(x1) (resp.

x2 < t(x1)). Moreover, the slope of t(x1) is at least -1.

ii) When µ1(h1 − h2) ≥ µ2h2, the optimal policy assigns the flexible server to Station 1 for

all x1 ≥ 1.

As with Theorem 2.1, we conducted an extensive numerical investigation to see whether

condition ν2 ≥ µ2 is needed for the validity of Theorem 2.3 by examining 100,000 test cases

with ν2 < µ2 for each of the two parts of the theorem. We found the structure of the

optimal policy for all of them to be in agreement with the theorem. In addition, t(x1) was

nondecreasing for all cases.

When there is no dedicated server assigned to Station 2, the optimal policy is character-

ized in the following theorem.

Theorem 2.4. Assume h1 ≥ h2, ν2 = 0, µ1 ≥ µ2, and partially collaborative servers in

Station 1. Then

i) For each x1 ≥ 1, there exists an integer t(x1) ≥ 1 such that the optimal policy assigns the

flexible server to Station 2 (resp. 1) when x2 ≥ t(x1) (resp. x2 < t(x1)). Moreover, the slope

of t(x1) is at least -1.

ii) When µ1(h1 − h2) ≤ µ2h2, the optimal policy assigns the flexible server to Station 2, that

is, t(x1) = 1.
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Similarly to Theorem 2.1, we used numerical experiments to examine the effect of condi-

tion µ1 ≥ µ2 on the validity of Theorem 2.4. When the condition is violated, we found that

part (i) holds for µ1(h1 − h2) > µ2h2. On the other hand, the cµ-type rule implied by part

(ii) may not be optimal when µ1 < µ2. This is illustrated in the following example.

Example 2.2. Let ν1 = 1.3, µ1 = 0.9, ξ1 = 0.1, µ2 = 7.7, h1 = 11.4, and h2 = 1.2, so that

µ1(h1 − h2) < µ2h2. However, there are states (e.g., x1 = 3, x2 = 1) for which the flexible

server is assigned to Station 1 (Figure 2.2).
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Figure 2.2: Switching points for the flexible server

When collaboration is not allowed in Station 1, we can prove that the optimal policy is

characterized by a single switching curve without condition µ1 ≥ µ2.

Theorem 2.5. Assume h1 ≥ h2, ν1 ≥ µ1, ν2 = 0, and non-collaborative servers in Station

1. Then

i) For x1 = 1 the optimal policy assigns the flexible server to Station 2.

ii) For each x1 ≥ 2, there exists an integer t(x1) ≥ 1 such that the optimal policy assigns the

flexible server to Station 2 (resp. 1) when x2 ≥ t(x1) (resp. x2 < t(x1)).

2.3.1.3 Optimality of idling policies

In this section we investigate the structure of optimal policies for h1 < h2. When jobs in

Station 2 incur larger holding costs than jobs in Station 1, it may be optimal to keep jobs

from joining Station 2 by not assigning any resources to Station 1, that is, there exist states

(x1, x2) for which f(x1, x2) < 0. In the following theorem we show that this is indeed the

case.

Theorem 2.6. Assuming h1 < h2, for each x1 ≥ 1, there exists an integer t(x1) ≥ 1 such

that f(x1, x2) < 0 for x2 ≥ t(x1).
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Proof. It suffices to show that f(x1, x2) is decreasing in x2 for x2 sufficiently large and

limx2→∞ f(x1, x2) = −∞. The proof is by induction on x1. For x2 ≥ 1 we have

f(1, x2 + 1) = V (1, x2 + 1)− V (0, x2 + 2)

≤ h1 + h2(x2 + 1) +W0,ν2+µ2
(1, x2 + 1)− V (0, x2 + 2)

= h1 − h2 + (ν2 + µ2)V (1, x2) + (ν1 + µ1 + ξ1 + ξ2)V (1, x2 + 1)

−(ν2 + µ2)V (0, x2 + 1)− (ν1 + µ1 + ξ1 + ξ2)V (0, x2 + 2)

= h1 − h2 + (ν2 + µ2)f(1, x2) + (ν1 + µ1 + ξ1 + ξ2)f(1, x2 + 1)

=⇒ (ν2 + µ2) [f(1, x2 + 1)− f(1, x2)] ≤ h1 − h2 < 0,

which proves the result for x1 = 1 and establishes the induction base. Assume that the result

holds for some x1 > 1, which implies that there exists t(x1) such that the optimal allocation

for x2 ≥ max(t(x1), 2) is (0, ν2 + µ2). Then, for x2 ≥ max{t(x1)− 2, 1} we can replicate the

arguments used for x1 = 1 to show that

(ν2 + µ2) [f(x1 + 1, x2 + 1)− f(x1 + 1, x2)] ≤ h1 − h2 < 0,

which completes the induction and the proof.

In the following theorem we show that when there is one job in Station 1 and the flexible

server is not faster than the dedicated server in Station 2, the optimal policy is determined

by two switching points.

Theorem 2.7. Assume h1 < h2, ν2 ≥ µ2, and x1 = 1. Then, there exist integers t2 ≥ t1 ≥ 1

such that the optimal policy idles the dedicated server in Station 1 when x2 ≥ t2 and assigns

the flexible server to Station 2 (resp. 1) when x2 ≥ t1 (resp. x2 < t1).

Proof. The existence of t2 follows from f(1, x2) being decreasing (see proof of Theorem

2.6). For x2 < t2 we have f(x1, x2) ≥ 0 and optimality equations (2.3.7) and (2.3.8) hold.

Therefore, the optimal allocation of the flexible server depends on the sign of d̃(1, x2), which

is decreasing by Lemma 2.4(i), proving the existence of the lower switching point t1.

We believe that Theorem 2.7 is also valid for more than one job in Station 1, that is,

for a fixed number of jobs in Station 1 the optimal policy is determined by two switching

points t2(x1) ≥ t1(x1) ≥ 1. Our conjecture was verified by extensive numerical experiments

but we were able to prove it only when there is no dedicated server assigned to Station 2.

The optimal policy for this case is given in the following theorem.

Theorem 2.8. Let h1 < h2 and ν2 = 0. Then

i) The optimal policy assigns the flexible server to Station 2, that is, t1(x1) = 1.

ii) For each x1 ≥ 1, there exists an integer t2(x1) ≥ 1 such that the optimal policy idles the

dedicated server of Station 1 when x2 ≥ t2(x1). Moreover, t2(x1) is nondecreasing.

We end the section by pointing out that the results of Theorem 2.6, Theorem 2.7 (with-

out condition ν2 ≥ µ2) and Theorem 2.8 are novel for the case of fully collaborative servers

as well.
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2.3.2 Systems with arrivals

In this section we study the previous model with Poisson arrivals of rate λ and preemp-

tions allowed at arrival times. We consider the discrete time equivalent problem by applying

uniformization with rate λ+ ν1+ ν2+µ1+µ2+ ξ1+ ξ2 = 1. With β being a discount factor,

where 0 < β ≤ 1, we denote by V θ
n,β(x1, x2) and V θ

β (x1, x2) = limn→∞ V θ
n,β(x1, x2) the ex-

pected n-step discounted cost and the expected infinite horizon discounted cost, respectively,

under policy θ starting at state (x1, x2). We also define the expected average cost under θ

by,

Jθ(x1, x2) = lim sup
n→∞

V θ
n,1(x1, x2)

n
.

Our objective is to derive structural properties of server allocation strategies that mini-

mize the expected infinite horizon discounted cost and the expected average cost.

2.3.2.1 Discounted cost

Let Vn,β(x1, x2) be the minimum expected n-step discounted cost (with V0,β(x1, x2) = 0),

for which it is clear that it satisfies the following optimality equation.

Vn,β(x1, x2) = h1x1 + h2x2 + β min
(ρ1,ρ2)∈A(x1,x2)

Tρ1,ρ2Vn−1,β(x1, x2), (2.3.15)

where operator Tρ1,ρ2 is defined by

Tρ1,ρ2U(x1, x2) = λU(x1 + 1, x2) + ρ1U(x1 − 1, x2 + 1)

+ρ2U(x1, x2 − 1) + (1− λ− ρ1 − ρ2)U(x1, x2). (2.3.16)

Next, we denote by Vβ(x1, x2) = infθ V
θ
β (x1, x2) the minimum expected infinite horizon

discounted cost; Vβ(x1, x2) satisfies optimality equation

Vβ(x1, x2) = h1x1 + h2x2 + β min
(ρ1,ρ2)∈A(x1,x2)

Tρ1,ρ2Vβ(x1, x2), (2.3.17)

and any stationary policy that realizes the minimum in (2.3.17) is optimal for the discounted

cost criterion (Theorem 4.1.4 in [70]). Moreover, because costs are nonnegative and the

control set is finite, the following proposition follows directly from Proposition 4.3.1 in [70].

Proposition 2.3. For 0 < β < 1,

Vβ(x1, x2) = lim
n→∞

Vn,β(x1, x2).

In the remaining of the section we will obtain properties of optimal policies for the infinite

horizon problem by first deriving properties of Vn,β(x1, x2) and then using Proposition 2.3

to get similar properties for Vβ(x1, x2). The following lemma establishes the monotonicity

of the value function with respect to the number of jobs in the system.

Lemma 2.8. Vn,β(x1, x2) is nondecreasing in x1 and x2.
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16 Preemptive service discipline

Letting gn,β(x1, x2) = Vn,β(x1, (x2−1)+)−Vn,β(x1, x2) and gβ(x1, x2) = limn→∞ gn,β(x1, x2),

we get from (2.3.16) that the incentive to allocate additional service rate ρ to Station 2 is

equal to Tρ1,ρ2Vβ(x1, x2) − Tρ1,ρ2+ρVβ(x1, x2) = −ρgβ(x1, x2) ≥ 0 by Lemma 2.8. Therefore,

Proposition 2.1 holds with Wρ1,ρ2 replaced with Tρ1,ρ2Vβ, which means that the dedicated

server in Station 2 is always kept busy under the optimal policy. The corresponding in-

centive for Station 1 is equal to Tρ1,ρ2Vβ(x1, x2) − Tρ1+ρ,ρ2Vβ(x1, x2) = ρfβ(x1, x2), where

fβ(x1, x2) = limn→∞ fn,β(x1, x2) and fn,β(x1, x2) = Vn,β(x1, x2)−Vn,β(x1− 1, x2 +1), x1 ≥ 1.

Therefore, Proposition 2.2 also holds with Wρ1,ρ2 and f replaced with Tρ1,ρ2Vβ and fβ, re-

spectively. The following is the counterpart of Lemma 2.3.

Lemma 2.9. Let h1 ≥ h2. Then, fn,β(x1, x2) ≥ 0 for all x1 ≥ 1, x2 ≥ 0.

As a consequence, non-idling policies are optimal when h1 ≥ h2. In that case, to deter-

mine where the flexible server should be assigned we use decision functions dn,β, d̃n,β, d̂n,β,

and d̄n,β, defined in terms of Vn,β in the same way it was done for clearing systems (Equations

(2.3.11)-(2.3.14)), with dβ, d̃β, d̂β, and d̄β being the corresponding limits as n→ ∞.

For the general model with dedicated servers in both stations we have derived asymptotic

properties of the optimal policy for a large number of jobs in the downstream station. They

are given in the following theorem.

Theorem 2.9. i) Assume h1 ≥ h2 and µ1(h1 − h2)−µ2h2 < 0. Then the optimal policy as-

signs the flexible server to Station 2 for x2 ≥ Y1+1, where Y1 = min
{

x|βx < (µ1+µ2)h2−µ1h1

(µ1+µ2)h2

}

.

ii) Assume h1 ≥ h2 and µ1(h1 − h2) − ξ2h2 < 0. Then, if β < (µ1+ξ2)h2−µ1h1

(µ1+ξ2)h2

, the optimal

policy assigns the flexible server to Station 2 for all x2 ≥ 1.

iii) Assume h1 < h2 and define Y2 = min
{

x|βx < h2−h1

h2

}

. Then, the optimal policy idles the

dedicated server in Station 1 and assigns the flexible server to Station 2 for x2 ≥ Y2−1(Y2 =

1).

Part (iii) is an extension of Theorem 4.2 in [64] where the model without a flexible

server is studied. It is worth noting that when the discount factor is sufficiently small

(β < (h2 − h1)/h2), the optimal policy never serves Station 1.

For systems with no dedicated server in Station 1 the following theorem extends results

for fully collaborative servers ([88],[57]) to the case of partially collaborative servers. It is

essentially a repetition of Theorem 2.3 for clearing systems without the part on the slope of

the switching curve that determines the optimal policy.

Theorem 2.10. Assume h1 ≥ h2, ν1 = 0, ν2 ≥ µ2, and partially collaborative servers in

Station 2. Then

i) When µ1(h1 − h2) < µ2h2, for each x1 ≥ 1, there exists an integer t(x1) ≥ 1 such that

the optimal policy assigns the flexible server to Station 2 (resp. 1) when x2 ≥ t(x1) (resp.

x2 < t(x1)).

ii) When µ1(h1 − h2) ≥ µ2h2, the optimal policy assigns the flexible server to Station 1 for

all x1 ≥ 1.
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Systems with arrivals 17

For systems with no dedicated server in Station 2 we have obtained a result analogous

to part (i) of Theorem 2.8. Note that we have only managed to prove this result for fully

collaborative servers.

Theorem 2.11. Assume h1 < h2, ν2 = 0, µ1 ≥ µ2, and fully collaborative servers in Station

1. Then the optimal policy assigns the flexible server to Station 2 for all x2 ≥ 1.

Having shown that the flexible server should be assigned to Station 2 when there are

jobs there, our model becomes similar to the model of [64] where there is one dedicated

server in each station. The difference between the two models is that in our case the flexible

server can move to Station 1 when there are no jobs in Station 2. In [64] it was shown that

the dedicated server in Station 1 should idle if the number of jobs in Station 2 exceeds a

threshold (as in part (ii) of Theorem 2.8). We make the conjecture that this is true for our

model as well.

2.3.2.2 Average cost

Let ei, i = 1, 2, be the policy that never idles the dedicated servers and assigns the flexible

server to Station i. Then, the system is stable under e1 and e2 if λ < min{ν1+µ1, ν2} and λ <

min{ν1, ν2+µ2}, respectively. Therefore, if λ < Λ = max {min{ν1 + µ1, ν2},min{ν1, ν2 + µ2}},

there exists a stationary policy e (e1 or e2) that induces an irreducible and positive recurrent

Markov chain on the state space and for all x1, x2 satisfies Je = Je(x1, x2) < ∞, which also

implies that the set {(x1, x2) : h1x1 + h2x2 < Je} is finite. Because of the aforementioned

conditions, Proposition 4.3 in [69] is valid, according to which a set of assumptions hold that

lead to Theorem 7.2.3 in [70], which in turn results in Proposition 2.4 that follows. First,

for some fixed state (z1, z2) with Vβ(z1, z2) <∞,1 we define w to be a limit function if there

exists a sequence βl → 1 for which

lim
l→∞

[Vβl
(x1, x2)− Vβl

(z1, z2)] = w(x1, x2). (2.3.18)

Proposition 2.4. Let λ < Λ. Then, there exist a finite constant J and a limit function w

satisfying

J + w(x1, x2) ≥ h1x1 + h2x2 + min
(ρ1,ρ2)∈A(x1,x2)

Tρ1,ρ2w(x1, x2).

If π is a stationary policy realizing the minimum, π is average cost optimal with average cost

J .

It is clear from Proposition 2.4 and (2.3.18) that any properties of optimal policies under

the discounted cost criterion that have been shown to hold for every β < 1 in the previous

section are also valid for the average cost problem for λ < Λ. Specifically, idling the dedicated

server in Station 2 is not optimal, non-idling in general is optimal for h1 ≥ h2 and Theorem

2.11 holds for λ < min{ν1, µ2}.

For systems with no dedicated server in Station 1 we have not been able to prove the

existence of a switching curve as we did for the discounted cost problem in Theorem 2.10.

1Vβ(z1, z2) < ∞ for every z1, z2 (see, e.g., Lemma 2.1 of [64]).
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18 Non-preemptive service discipline

Proposition 2.4 and (2.3.18) indicate that the decision function is non-increasing with the

number of jobs in Station 2, but to prove that it becomes negative would require a result

analogous to part (i) of Theorem 2.9, but Y1 → ∞ as β → 1. Therefore, we have the

following characterization of the optimal policy.

Theorem 2.12. Assume h1 ≥ h2, ν1 = 0, ν2 ≥ µ2, λ < min{µ1, ν2}, and partially collabo-

rative servers in Station 2. Then

i) When µ1(h1 − h2) < µ2h2, if the optimal policy assigns the flexible server to Station 2 at

state (x1, x2), it does so at state (x1, x2 + 1) as well.

ii) When µ1(h1 − h2) ≥ µ2h2, the optimal policy always assigns the flexible server to Station

1.

2.4 Non-preemptive service discipline

We assume that the flexible server is slower than each dedicated server and server collab-

oration is not allowed, that is, νi > µi and ξi = 0, i = 1, 2. Therefore, we have a two-stage

extension of the slow server problem. Compared to the model with preemptions, this prob-

lem is more difficult to analyze because the state space has to include the servers’ state in

addition to the number of jobs in each station. To the best of our knowledge, this is the

first attempt to study the slow server problem in the context of tandem queueing systems.

We characterize the optimal policy for the fast servers and provide conjectures for the slow

server that are supported by extensive numerical experiments.

2.4.1 Clearing systems

We formulate the problem as a Markov decision process with state space (x1, i1, j, x2, i2),

where x1, x2 is the number of jobs waiting in Station 1 and 2 respectively, i1, i2 is the state of

the dedicated server in Station 1 and 2 (0 when idle, 1 when busy), and j is the state of the

slow server (0 when idle, 1 when working in Station 1, 2 when working in Station 2). Instead

of the continuous time problem we consider an equivalent discrete time problem obtained

by uniformization, where without loss of generality we assume ν1 + ν2 + µ1 + µ2 = 1. We

denote by V (x1, i1, j, x2, i2) the minimum expected cost starting from state (x1, i1, j, x2, i2)

with server allocations pending. Then, the following optimality equation is satisfied.

V (x1, i1, j, x2, i2) = min
α1,α2,α

W (x′1, α1, α, x
′
2, α2), (2.4.1)

where α1, α2, α are possible allocations for the dedicated servers and the flexible server (tak-

ing values similarly to i1, i2, j), x
′
k = xk − αk(1 − ik) − 1(j = 0, α = k), k = 1, 2, is the

number of jobs waiting as a result of actions α1, α2, α, andW (x1, i1, j, x2, i2) is the minimum

expected cost starting from state (x1, i1, j, x2, i2) after decisions have been made. For j = 0, 1

we have

W (x1, i1, j, x2, i2) = h1(x1 + i1 + j) + h2(x2 + i2) + ν1V (x1, 0, j, x2 + i1, i2)

+ν2V (x1, i1, j, x2, 0) + µ1V (x1, i1, 0, x2 + j, i2) + µ2V (x1, i1, j, x2, i2), (2.4.2)
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for j = 2,

W (x1, i1, 2, x2, i2) = h1(x1 + i1) + h2(x2 + i2 + 1) + ν1V (x1, 0, 2, x2 + i1, i2)

+ν2V (x1, i1, 2, x2, 0) + µ1V (x1, i1, 2, x2, i2) + µ2V (x1, i1, 0, x2, i2), (2.4.3)

and

V (0, 0, 0, 0, 0, 0) = 0. (2.4.4)

We use (2.4.1)-(2.4.4) in the following section to characterize the optimal policy regarding

the fast servers.

2.4.1.1 Optimal allocation of fast servers

First we show in Theorem 2.13 that there is no incentive to idle the dedicated server of

Station 2 because we need to push jobs out of the system as fast as possible. The proof

of the theorem requires some of the properties of the value function given in the following

lemma.

Lemma 2.10. i) V (x1, i1, j, x2, i2) ≤ V (x1, i1, j, x2 + 1, i2),

ii) V (x1, i1, j, x2, 0) ≤ V (x1, i1, j, x2, 1),

iii) V (x1, i1, 0, x2, i2) ≤ V (x1, i1, 2, x2, i2),

iv) V (x1, i1, j, x2 − 1, 1) ≤ V (x1, i1, j, x2, 0),

v) V (x1, i1, 0, x2, 1) ≤ V (x1, i1, 2, x2, 0).

Proof. See Appendix B.

Theorem 2.13. The optimal policy does not idle the dedicated server at Station 2.

Proof. It suffices to prove the following properties.

W (x1, i1, j, x2 − 1, 1) ≤ W (x1, i1, j, x2, 0), x2 ≥ 1, (2.4.5)

W (x1, i1, 0, 0, 1) ≤ W (x1, i1, 2, 0, 0). (2.4.6)

Eq. (2.4.5) implies that any policy that idles the dedicated server of Station 2 can be

improved by a policy that assigns a job to this server and keeps the allocation of the other

servers unchanged. According to (2.4.6), if there is one job at Station 2 and both the

dedicated server of Station 2 and the slow server are available, it is better to assign it the

fast rather than the slow server. Using (2.4.2) and (2.4.3) we get

W (x1, i1, j, x2 − 1, 1)−W (x1, i1, j, x2, 0)

= ν1[V (x1, 0, j, x2 − 1 + i1, 1)− V (x1, 0, j, x2 + i1, 0)]

+ν2[V (x1, i1, j, x2 − 1, 0)− V (x1, i1, j, x2, 0)]

+µ1[V (x1, i1, j · 1(j 6= 1), x2 − 1 + 1(j = 1), 1)

−V (x1, i1, j · 1(j 6= 1), x2 + 1(j = 1), 0)]

+µ2[V (x1, i1, 1(j = 1), x2 − 1, 1)− V (x1, i1, 1(j = 1), x2, 0)], (2.4.7)
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20 Non-preemptive service discipline

and

W (x1, i1, 0, 0, 1)−W (x1, i1, 2, 0, 0)

= ν1[V (x1, 0, 0, i1, 1)− V (x1, 0, 2, i1, 0)]

+ν2[V (x1, i1, 0, 0, 0)− V (x1, i1, 2, 0, 0)]

+µ1[V (x1, i1, 0, 0, 1)− V (x1, i1, 2, 0, 0)]

+µ2[V (x1, i1, 0, 0, 1)− V (x1, i1, 0, 0, 0)]. (2.4.8)

The righthand side of (2.4.7) is non-positive because of part (i) of Lemma 2.10 (term mul-

tiplying ν2) and part (iv) of Lemma 2.10 (remaining terms), proving (2.4.5). The term

multiplying µ2 in (2.4.8) is nonnegative because of part (ii) of Lemma 2.10. Then, taking

into account that µ2 < ν2, we get

W (x1, i1, 0, 0, 1)−W (x1, i1, 2, 0, 0)

≤ ν1[V (x1, 0, 0, i1, 1)− V (x1, 0, 2, i1, 0)]

+(ν2 + µ1)[V (x1, i1, 0, 0, 1)− V (x1, i1, 2, 0, 0)] ≤ 0,

because of part (v) of Lemma 2.10, proving (2.4.6).

Because of Theorem 2.13 the state of the system can be written more compactly as

(x1, i1, j, x2), where x2 is the number of jobs in station 2 including the one assigned to the

fast server. Then, the optimality equation takes the form

V (x1, i1, j, x2) = min
α1,α

W (x′1, α1, α, x
′
2), (2.4.9)

where x′1 = x1 − α1(1− i1)− 1(j = 0, α = 1), x′2 = x2 − 1(j = 0, α = 2), for j = 0, 1

W (x1, i1, j, x2) = h1(x1 + i1 + j) + h2x2 + ν1V (x1, 0, j, x2 + i1)

+ν2V (x1, i1, j, (x2 − 1)+) + µ1V (x1, i1, 0, x2 + j) + µ2V (x1, i1, j, x2), (2.4.10)

for j = 2,

W (x1, i1, 2, x2) = h1(x1 + i1) + h2(x2 + 1) + ν1V (x1, 0, 2, x2 + i1)

+ν2V (x1, i1, 2, (x2 − 1)+) + µ1V (x1, i1, 2, x2) + µ2V (x1, i1, 0, x2), (2.4.11)

and

V (0, 0, 0, 0) = 0. (2.4.12)

As a consequence of the new state space definition, parts (i) and (ii) of Lemma 2.10 can be

combined to give

V (x1, i1, j, x2) ≤ V (x1, i1, j, x2 + 1). (2.4.13)

When it is not cheaper to have jobs in Station 1 compared to Station 2, it is reasonable

that at least the fast server in Station 1 should never idle because there is no incentive to

keep jobs upstream. This is shown in Theorem 2.14, whose proof requires properties of the

value function given in the following lemma.
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Lemma 2.11. Let h1 ≥ h2. Then,

i) V (x1, i1, j, x2) ≤ V (x1 + 1, i1, j, x2),

ii) V (x1, 0, j, x2) ≤ V (x1, 1, j, x2),

iii) V (x1, i1, 0, x2) ≤ V (x1, i1, 1, x2),

iv) V (x1 − 1, i1, j, x2 + 1) ≤ V (x1, i1, j, x2), x1 ≥ 1,

v) V (x1, 0, j, x2 + 1) ≤ V (x1, 1, j, x2),

vi) V (x1, i1, 0, x2 + 1) ≤ V (x1, i1, 1, x2),

vii) V (x1 − 1, 1, j, x2) ≤ V (x1, 0, j, x2), x1 ≥ 1,

viii) V (x1, 1, 0, x2) ≤ V (x1, 0, 1, x2).

Proof. See Appendix B.

Theorem 2.14. If h1 ≥ h2, the optimal policy does not idle the dedicated server at Station

1.

Proof. It suffices to prove the following properties.

W (x1 − 1, 1, j, x2) ≤ W (x1, 0, j, x2), x2 ≥ 1, (2.4.14)

W (0, 1, 0, x2) ≤ W (0, 0, 1, x2). (2.4.15)

Eq. (2.4.14) implies that any policy that idles the dedicated server of Station 1 can be

improved by a policy that assigns a job to this server and keeps the allocation of the other

servers unchanged. According to (2.4.15), if there is one job at Station 1 and both the

dedicated server of Station 1 and the slow server are available, it is better to assign it to the

fast rather than the slow server. Using (2.4.10) and (2.4.11) we get

W (x1 − 1, 1, j, x2)−W (x1, 0, j, x2)

= ν1[V (x1 − 1, 0, j, x2 + 1)− V (x1, 0, j, x2)]

+ν2[V (x1 − 1, 1, j, (x2 − 1)+)− V (x1, 0, j, (x2 − 1)+)]

+µ1[V (x1 − 1, 1, j · 1(j 6= 1), x2 + 1(j = 1))

−V (x1, 0, j · 1(j 6= 1), x2 + 1(j = 1))]

+µ2[V (x1 − 1, 1, 1(j = 1), x2)− V (x1, 0, 1(j = 1), x2)], (2.4.16)

and

W (0, 1, 0, x2)−W (0, 0, 1, x2)

= ν1[V (0, 0, 0, x2 + 1)− V (0, 0, 1, x2)]

+ν2[V (0, 1, 0, (x2 − 1)+)− V (0, 0, 1, (x2 − 1)+)]

+µ1[V (0, 1, 0, x2)− V (0, 0, 0, x2 + 1)]

+µ2[V (0, 1, 0, x2)− V (0, 0, 1, x2)]. (2.4.17)

The righthand side of (2.4.16) is non-positive because of part (iv) of Lemma 2.11 (term

multiplying ν1) and part (vii) of Lemma 2.11 (remaining terms), proving (2.4.14). The term
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multiplying µ1 in (2.4.17) is nonnegative because of part (v) of Lemma 2.11. Then, taking

into account that µ1 < ν1, we get

W (0, 1, 0, x2)−W (0, 0, 1, x2)

≤ ν2[V (0, 1, 0, (x2 − 1)+)− V (0, 0, 1, (x2 − 1)+)]

+(ν1 + µ2)[V (0, 1, 0, x2)− V (0, 0, 1, x2)] ≤ 0,

because of part (viii) of Lemma 2.11, proving (2.4.15).

We have not been able to obtain qualitative properties of the optimal allocation strategy

for the slow server and the dedicated server of Station 1 when h1 < h2. In the next section

we present numerical results that illustrate the structure of the optimal policy.

2.4.1.2 Numerical investigation

When h1 ≥ h2 the decision to be made is how to use the slow server. Our numerical

investigation led us to conjecture that the optimal policy has the following two-threshold

structure. For a given number of jobs in Station 1, the flexible server is assigned to Station

1, is kept idle, and assigned to Station 2 when the number of jobs in Station 2 is below the

lower threshold, between the two thresholds, and above the upper threshold, respectively.

This is illustrated in the following example.

Example 2.3. Let ν1 = 2, ν2 = 4, µ1 = 0.2, µ2 = 0.1, h1 = 2, and h2 = 1.5. Then, the

optimal allocation of the slow server is given in Figure 2.3.
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Figure 2.3: Slow server allocation

When h1 < h2 it may be optimal to idle the dedicated server of Station 1. Therefore,

there are at most 6 possible allocations at a decision instant. Regarding the slow server

allocation, our conjecture on the aforementioned two-threshold structure of the optimal
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policy was verified by our numerical results, which also indicated that the threshold values

that may also depend on the state of the dedicated server of Station 1. Furthermore, when

both the dedicated server of Station 1 and the flexible server are available at a decision

instant, our numerical results indicated that it is not optimal to idle the fast server and

assign the slow server to Station 1.

A special case of interest is when the slow server is constrained to work in one of the

stations. We first consider the case when it is constrained to work downstream. In this case

Station 2 is fed by Station 1, so the problem of the optimal use of the slow server resembles

the classical slow server problem with arrivals, leading to the conjecture that the slow server

is used if the number of jobs in Station 2 exceeds a certain threshold. We further conjecture

that this threshold value in non-increasing with the number of jobs in Station 1 because the

arrival rate seen by Station 2 is increasing in the number of jobs upstream. In addition, we

believe that for a sufficiently large number of jobs in Station 1 and ν1 < ν2+µ2 the problem

is equivalent to the classical slow server problem with arrival rate equal to ν1, the service

rate of the dedicated server of Station 1. Our conjectures were verified by the combined

use of numerical experiments (two-stage systems) and the algorithm provided by Lin and

Kumar [51] for computing the threshold determining the optimal policy under the average

cost criterion for single stage systems with arrivals. The following is a relevant example with

h1 ≥ h2.

Example 2.4. Let ν1 = 0.82, ν2 = 0.91, µ2 = 0.12, h1 = 3, and h2 = 1. Then, the optimal

use of the slow server is determined by the switching curve given in Figure 2.4.
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Figure 2.4: Switching points for the slow server

When h1 < h2 we have a variation of the two-stage model studied by Rosberg et al. [64]

which differs from ours in that there are arrivals and no slow server. For their model they

showed that it is optimal to idle the dedicated server of Station 1 when the number of jobs

in Station 2 exceeds a threshold which is non-decreasing in the number of jobs in Station
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1. Our numerical results were in agreement with this property of the optimal policy. The

following example differs from the previous one in the holding cost rates. We have kept the

same service rates in order to show that the asymptotic behavior of the switching curve for

the slow server depends only on these rates.

Example 2.5. Let ν1 = 0.82, ν2 = 0.91, µ2 = 0.12, h1 = 2, and h2 = 3. Then, the switching

curves that determine whether the dedicated server of Station 1 and the slow server should

be used or not are given in Figures 2.5 and 2.6.
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Figure 2.5: Shutdown points for the fast server in Station 1
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Figure 2.6: Switching points for the slow server

We now consider the case when the slow server is constrained to work in the upstream

station. When h1 ≥ h2, in which case the decision to be made is whether the slow server
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should be used or not, our numerical work indicated that the optimal policy is of threshold

type. For a given number of jobs in Station 2, the slow server is used if the number of jobs

in Station 1 exceeds a threshold. It is interesting that the switching curve defined by the

threshold values may not be monotonic with respect to the number of jobs in Station 2, as

shown in the next example. Note that a similar behavior is observed in Example 2.3.

Example 2.6. Let ν1 = 0.11, ν2 = 0.37, µ1 = 0.02, h1 = 3, and h2 = 2.5. Then, the optimal

use of the slow server is depicted in Figure 2.7.
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Figure 2.7: Slow server allocation

When h1 < h2 our numerical work focused on decision instants at which both the dedi-

cated server of Station 1 and the slow server are available, so that a simultaneous allocation

for both servers needs to be made. We reached the conclusion that the optimal strategy is

characterized by two thresholds. For a given number of jobs in Station 1, both servers are

assigned to jobs, only the dedicated server is assigned to a job, and both servers idle when

the number of jobs in Station 2 is below the lower threshold, between the two thresholds,

and above the upper threshold, respectively. This is illustrated in the following example.

Example 2.7. Let ν1 = 0.11, ν2 = 0.37, µ1 = 0.02, h1 = 0.85, and h2 = 2.5. Then, the

optimal allocation of the two servers is given in Figure 2.8.

2.4.2 Systems with arrivals

In this section we study the previous model with jobs arriving at the upstream station

according to a Poisson process with rate λ. We consider the equivalent discrete time problem

obtained by uniformization, where without loss of generality we assume λ+ν1+ν2+µ1+µ2 =

1. We denote by Vn(x1, i1, j, x2, i2) the minimum n-step expected cost starting from state
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Figure 2.8: Slow server allocation

(x1, i1, j, x2, i2) before decisions have been made. Then, the following optimality equation is

satisfied.

Vn(x1, i1, j, x2, i2) = min
α1,α2,α

Wn(x
′
1, α1, α, x

′
2, α2), (2.4.18)

where α1, α2, α are possible allocations for the dedicated servers and the flexible server, x′k,

k = 1, 2, is the number of jobs waiting as a result of actions α1, α2, α, andWn(x1, i1, j, x2, i2) is

the minimum n-step expected cost starting from state (x1, i1, j, x2, i2) after server allocations

have been finalized. With β being the discount factor, for j = 0, 1 we have

Wn(x1, i1, j, x2, i2) = h1(x1 + i1 + j) + h2(x2 + i2) + β [λVn−1(x1 + 1, i1, j, x2, i2)

+ν1Vn−1(x1, 0, j, x2 + i1, i2) + ν2Vn−1(x1, i1, j, x2, 0)

+µ1Vn−1(x1, i1, 0, x2 + j, i2) + µ2Vn−1(x1, i1, j, x2, i2)] , (2.4.19)

for j = 2,

Wn(x1, i1, 2, x2, i2) = h1(x1 + i1) + h2(x2 + i2 + 1) + β [λVn−1(x1 + 1, i1, 2, x2, i2)

+ν1Vn−1(x1, 0, 2, x2 + i1, i2) + ν2Vn−1(x1, i1, 2, x2, 0)

+µ1Vn−1(x1, i1, 2, x2, i2) + µ2Vn−1(x1, i1, 0, x2, i2)] , (2.4.20)

and

V0(x1, i1, j, x2, i2) = 0. (2.4.21)

We show that Theorems 2.13 and 2.14 hold for the finite horizon expected discounted cost

problem, defined by (2.4.18)-(2.4.21). Then, using the analysis for systems operating under

the preemptive service discipline (Section 2.3.2), we can show that Theorems 2.13 and 2.14

hold for the infinite horizon expected discounted cost problem and assuming stable systems,

for the expected average cost problem as well.
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To show that the optimal policy never idles the dedicated server of Station 2 (Theorem

2.13), it suffices to prove the following properties for Wn.

Wn(x1, i1, j, x2 − 1, 1) ≤ Wn(x1, i1, j, x2, 0), x2 ≥ 1, (2.4.22)

Wn(x1, i1, 0, 0, 1) ≤ Wn(x1, i1, 2, 0, 0). (2.4.23)

For this purpose we prove the following group of properties for both Vn andWn (see Appendix

B).

(P1) : f(x1, i1, j, x2, i2) ≤ f(x1, i1, j, x2 + 1, i2),

(P2) : f(x1, i1, j, x2, 0) ≤ f(x1, i1, j, x2, 1),

(P3) : f(x1, i1, 0, x2, i2) ≤ f(x1, i1, 2, x2, i2),

(P4) : f(x1, i1, j, x2 − 1, 1) ≤ f(x1, i1, j, x2, 0), x2 ≥ 1,

(P5) : f(x1, i1, 0, x2, 1) ≤ f(x1, i1, 2, x2, 0),

where f = Vn or Wn. The first three properties are monotonicity properties of the cost

functions with respect to the number of jobs in Station 2, and (2.4.22) and (2.4.23) follow

from (P4) and (P5) for Wn.

To prove that the optimal policy does not idle the dedicated server of Station 1 when h1 ≥

h2 (Theorem 2.14), we first rewrite the optimality equation taking into account Theorem

2.13. We have

Vn(x1, i1, j, x2) = min
α1,α

Wn(x
′
1, α1, α, x

′
2), (2.4.24)

where for j = 0, 1

Wn(x1, i1, j, x2) = h1(x1 + i1 + j) + h2(x2) + β [λVn−1(x1 + 1, i1, j, x2)

+ν1Vn−1(x1, 0, j, x2 + i1) + ν2Vn−1(x1, i1, j, (x2 − 1)+)

+µ1Vn−1(x1, i1, 0, x2 + j) + µ2Vn−1(x1, i1, j, x2)] , (2.4.25)

for j = 2,

Wn(x1, i1, 2, x2) = h1(x1 + i1) + h2(x2 + 1) + β [λVn−1(x1 + 1, i1, 2, x2)

+ν1Vn−1(x1, 0, 2, x2 + i1) + ν2Vn−1(x1, i1, 2, (x2 − 1)+)

+µ1Vn−1(x1, i1, 2, x2) + µ2Vn−1(x1, i1, 0, x2)] , (2.4.26)

and

V0(x1, i1, j, x2, i2) = 0. (2.4.27)

With the new state space definition properties (P1) and (P2) for Vn can be combined to give

Vn(x1, i1, j, x2) ≤ Vn(x1, i1, j, x2 + 1). (2.4.28)

For Theorem 2.14 we need to show

Wn(x1 − 1, 1, j, x2) ≤ Wn(x1, 0, j, x2), x1 ≥ 1, (2.4.29)

Wn(0, 1, 0, x2) ≤ Wn(0, 0, 1, x2), (2.4.30)
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whose proof requires the following group of properties for both Vn and Wn (see Appendix B

for their proof).

(Q1) : f(x1, i1, j, x2) ≤ f(x1 + 1, i1, j, x2),

(Q2) : f(x1, 0, j, x2) ≤ f(x1, 1, j, x2),

(Q3) : f(x1, i1, 0, x2) ≤ f(x1, i1, 1, x2),

(Q4) : f(x1 − 1, i1, j, x2 + 1) ≤ f(x1, i1, j, x2), x1 ≥ 1,

(Q5) : f(x1, 0, j, x2 + 1) ≤ f(x1, 1, j, x2),

(Q6) : f(x1, i1, 0, x2 + 1) ≤ f(x1, i1, 1, x2),

(Q7) : f(x1 − 1, 1, j, x2) ≤ f(x1, 0, j, x2), x1 ≥ 1,

(Q8) : f(x1, 1, 0, x2) ≤ f(x1, 0, 1, x2),

where f = Vn or Wn. The first three properties are monotonicity properties of the cost

functions with respect to the number of jobs in station 1. Properties (Q4)-(Q6) indicate

that we have a cost reduction if a job is moved from station 1 to station 2. Finally, (2.4.29)

and (2.4.30) follow from (Q7) and (Q8) for Wn.

Finally, with regard to the allocation of the slow server and the dedicated server of Station

1 when h1 < h2, we believe that our conjectures for clearing systems apply to systems with

arrivals as well. Our belief was verified by numerical experiments for which we used the value

iteration algorithm to determine the optimal server allocation for several problem instances.

2.5 Conclusions

We characterized optimal server allocations in two-stage tandem queueing systems with

dedicated servers in each stage and one flexible server. In the class of preemptive policies

most of our results were obtained assuming partial collaboration of servers working on the

same job. Compared to systems with fully collaborative servers studied in the past, the

assumption of partial collaboration only matters for states with one job in a station, be-

cause otherwise the optimal policy assigns the servers to different jobs. Although this is a

minor difference, it made the problem more complex and its technical analysis much more

difficult. We managed to show that under certain conditions on service rates and holding

costs properties of the optimal policy for fully collaborative systems also hold under partial

collaboration. For different cases we relied on numerical experiments. We found that the

partial collaboration assumption may alter significantly the structure of the optimal policy

resulting in policies that do not possess intuition-based properties that have been shown to

hold for fully collaborative servers. Specifically, the optimal policy may not be transition

monotone and in the case of no dedicated server in the second stage it may assign the flex-

ible server to the upstream station even when we have larger cost savings from a service

completion downstream.

We also considered a two-stage extension of the slow server problem (the flexible server

is slower than the dedicated servers). Because of the increased complexity resulting from the
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fact that preemptions are not allowed in this model we were only able to obtain properties of

the optimal allocation strategy for the fast servers. We showed that the fast server working

downstream should not idle and the one upstream should not idle in case it is more expensive

to keep jobs there. Regarding the flexible server, we had to resort to numerical experiments

in order to get insights into the structure of the optimal allocation policy. As is the case with

the single stage model, our numerical results indicated that the optimal policy is determined

by threshold values related to the number of jobs in the system. The proof of this fact could

be a topic for future research.
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Chapter 3

Newsvendor Models with Unreliable and

Backup Suppliers

3.1 Introduction

Motivated by situations where firms need to employ risk mitigation strategies in the

presence of unreliable suppliers, we study newsvendor models with risky suppliers and a

backup supplier whose capacity can be reserved at a cost. The following are the main types

of supply risks that have been considered: i) random disruptions, where either the whole order

or nothing is delivered, ii) random yield, where the delivered quantity is a random fraction of

the quantity ordered, and iii) random capacity, where the delivered quantity cannot exceed

the capacity of the supplier. A supplier’s inability to fully satisfy his customers may be

caused by unforeseen events, such as natural disasters and labor strikes, that may shut down

production facilities (random disruptions), production of defective units (random yield), and

unexpected downtime and limited availability of raw materials (random capacity). A variety

of supply risk mitigation strategies have been proposed and analyzed in the literature, such

as expanding the supplier base in order to spread the risk, investing to improve the supplier’s

reliability, and pricing the product after the supplier’s uncertainty is resolved (see detailed

literature review in the next section).

In this chapter we study models in which a reliable backup supplier is used for hedging

against supply risks. When following this strategy, a firm places an order to the primary

unreliable suppliers and buys the option to use the capacity of the backup supplier through

a reservation contract. This option may be exercised later, either after the delivery from the

primary supplier or after the demand becomes known as well. Such contracts have been used

among others for the purchase of chemicals, commodity metals, semiconductors, and electric

power (Kleindorfer and Wu [46]). The premium paid for reserving the capacity of a backup

supplier (or similarly for establishing an in-house capability) reflects the costs for adjusting

production to be able to respond to urgent requests (for example, rescheduling production,

reallocating/adding resources, giving lower priority to other customers).

We consider models with primary suppliers that are subject to random yield or random

capacity. In our base models we assume one primary unreliable supplier and a retailer facing

demand for one product. When the supply risk is due to random yield and the retailer

exercises the option to buy from the backup supplier after the demand is revealed, we also

study extensions of the base model for two primary suppliers or two products with a common

backup supplier. For all models we show that the profit function has a unique maximum,

which enables us to derive properties for the optimal order and reservation quantities. Our
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findings include conditions for the use of the backup supplier to be profitable and conditions

under which reservation is irrelevant, in the sense that the retailer eventually buys all of

the reserved quantity. For the case of random capacity we also obtain interesting insights

on the effect that various parameters of the model have on the optimal decisions of the

retailer. Finally, our theoretical results are supplemented by conjectures based on numerical

experiments.

3.2 Related literature

In this literature survey we refer to previous work that deals with various supply risk

mitigation strategies used by retailers. There are also a lot of models that deal with supplier-

retailer coordination in a game theoretic context. We do not include these models because

they are not related to our work.

Starting with random disruption models, Parlar and Perry [61] determined numerically

the optimal order policy for a model with known demand and two suppliers that are assumed

to be available for an exponentially distributed amount of time. Gurler and Parlar [32] solved

a generalized version of the previous problem with Erlang distributed availability times.

Tomlin and Wang [80] studied a newsvendor model with multiple products and unreliable

suppliers, for which they assessed the effect of the correlation of the product demands on

the optimal use of the suppliers. Tomlin [78] analyzed a multiperiod problem with two

suppliers, one subject to disruptions and one reliable, but more expensive. He showed that,

depending on the supplier’s availability and the nature of disruptions (frequent and short or

rare and long), the optimal strategy can be one of the following three: carrying inventory,

using both suppliers, and passive acceptance of the risk. In a similar problem, Dong and

Tomlin [20] examined insurance as a risk mitigation strategy complementary to the use of

a backup supplier. For a newsvendor model with two products, Tomlin [79] evaluated 12

risk mitigation strategies which are combinations of the following: using two suppliers, using

a backup supplier when needed, and product substitution. For a model with deterministic

demand and two suppliers, one reliable and one unreliable, Hu et al. [38] compared the

following two strategies: place orders to both suppliers, and give incentives to the unreliable

supplier to invest in capacity restoration. Finally, Hu and Kostamis [39] investigated a

manufacturer’s optimal ordering policy to unreliable and reliable suppliers when the market

price is affected by the manufacturer’s output.

We review random yield models next. Parlar and Wang [62] studied a single-period

model with two unreliable suppliers for both deterministic and stochastic demand. They

determined the optimal orders for deterministic demand and provided an approximate solu-

tion for stochastic demand. For a multiperiod problem with stochastic demand, Anupindi

and Akella [13] showed that the optimal ordering policy at each period is determined by

two critical values of starting inventory and it never places an order only to the more ex-

pensive supplier. Agrawal and Nahmias [2] were the first to study a model with more than

two suppliers. Assuming a fixed order cost, deterministic demand, and normally distributed

yields, they determined the optimal number of suppliers and the optimal order quantity in
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the case of identical suppliers. For the model without fixed order cost, stochastic demands,

and a given number of suppliers, Yang et al. [91] determined the optimal order quantities

using mathematical programming techniques. The supplier selection problem for various

single-period and multiperiod models was studied by Federgruen and Yang [24],[25],[26],[27],

who showed that in the absence of fixed order costs, suppliers are selected based on their

cost and the orders to those selected depend on their reliabilities. Burke et al. [16] and

Merzifonluoglou and Feng [53] showed that this insight may not hold in the case of mini-

mum order commitments and fixed order costs, respectively. Wang et al. [84] compared two

alternative risk mitigation strategies, using two suppliers and investing in the improvement

of a single supplier’s reliability. They showed that the first strategy should be preferred when

the two suppliers differ in cost, while the second one should be preferred when they differ in

reliability. Finally, Babich et al. [15] studied the effect of trade credit on supplier selection

and optimal order quantities.

With regard to random capacity models, Wang et al. [84] also evaluated the aforemen-

tioned two strategies for this case and reached opposite conclusions; the first strategy should

be preferred when the two suppliers differ in reliability, while the second one should be

preferred when they differ in cost. Wu et al. [89] studied a periodic-review system with

two suppliers, one reliable and one subject to random capacity, and they showed that the

optimal policy is determined by a quota for the unreliable supplier and a base-stock level

for the reliable one. Feng and Shi [28] considered a multiperiod model where in addition to

supply diversification, they use dynamic pricing of the product to shape the demand and

thus reduce the supply risk. Unlike most models in the literature, they showed that there

exist situations for which the exclusive use of the most expensive supplier may be optimal.

Another model with price dependent demand was studied by Li et al. [49] who also assumed

that the suppliers’ capacities are correlated. In the case of two suppliers they showed that

supplier selection is based only on their cost, but this is not necessarily true for more than

two suppliers. The same authors [50] assessed the relative effect of supply diversification

and pricing for a similar model with two suppliers, one reliable and one subject to random

capacity.

There is also research on models that do not belong to one of the three classes discussed

so far (random disruptions, random yield, random capacity). In addition to their random

yield model with two suppliers, Anupindi and Akella [13] studied a model where the whole

order is either delivered in the current time period or in the next time period. They showed

that the optimal policy is to place orders to both suppliers or only to the cheaper one.

For the same model with discrete demand, Swaminathan and Shanthikumar [77] showed by

examples that it may be optimal to order only from the more expensive supplier. Dada et

al. [19] analyzed a newsvendor model with multiple unreliable suppliers under various types

of reliability. Specifically, they considered models where the delivered quantity may depend

on the order (with random yield as a special case) or may be independent of the order (with

random capacity as a special case). They showed that cost takes precedence over reliability

in the selection of suppliers and each selected supplier’s order depends on his reliability.

The models that are analyzed in this thesis are mostly related to models that deal with
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contingency strategies that use a reliable backup supplier whose capacity has to be reserved

in advance. Köle and Bakal [47] obtained the optimal strategy for a newsvendor model with

a primary supplier that is subject to random disruptions, where the option to buy from

the backup supplier is exercised with different levels of information regarding supply and

demand. Huang and Xu [41] studied a similar model with two primary suppliers where the

backup supplier is utilized after supply becomes known. On the other hand, Saghafian and

Van Oyen [66] considered a model with one primary supplier and two products sharing the

same backup supplier. For a single-period model with deterministic demand and a supplier

that may experience both disruptions and random yield in his production, Chopra et al.

[17] studied the effect of the two types of risk on the optimal policy. Schmitt and Snyder

[68] considered the same model in a multiperiod setting and showed that the use of a single-

period approximation may significantly alter the optimal order and reservation quantities.

Similar models with stochastic demands were considered by Guo et al. [31], who investigated

numerically the effect of the two types of supply risks on the optimal decisions of the firm,

and Giri and Bardhan [30] who determined the optimal decisions when the retailer exercises

the option to buy from the backup supplier after both supply and demand are revealed.

Hou and Hu [37] studied a slightly different model where the retailer has also the option to

cover the whole demand from the backup supplier at a higher price if the initially reserved

quantity is not sufficient for that. For a single-period random yield model, He and Yang [34]

determined the optimal order quantities of a retailer that has the option to cancel part of

the order to the reliable supplier after the delivery from the risky supplier materializes. In

the case of random capacity there exist models in the literature that are related to ours in

the sense that they involve some form of capacity reservation. Jain and Silver [42] analyzed

a single-period model with a supplier having a random capacity and a retailer having the

option to ensure a minimum level of capacity by paying a premium. Serel [72] studied a

similar model in a multi-product setting. Serel [71] also studied a multiperiod model with

the buyer reserving the capacity of a primary supplier and also having the option to place

an order with a backup unreliable supplier at the beginning of each period. Finally, single-

period models with primary suppliers whose capacity could be reserved and a spot market

with possibly insufficient capacity, where the buyer could place orders after the realization

of demand, were studied by Jain and Hazra [43] (multiple primary suppliers) and Serel [73]

(price dependent demand). Note that the models with more than one supplier ([71],[43],[73])

differ from ours in that the backup supplier is the one with random capacity.

3.3 Problem formulation and preliminaries

We consider a single-period model with a retailer facing random demand X and using

two suppliers, a primary and a backup. The primary supplier is unreliable in that he delivers

an amount that is smaller than the quantity ordered by the retailer. On the other hand, the

backup supplier is perfectly reliable. At the beginning of the period the retailer places an

order of Q units to the primary supplier and reserves K units with the backup supplier at

a price of cr per unit. We assume that the retailer pays only for the portion of the order

Institutional Repository - Library & Information Centre - University of Thessaly
01/06/2024 21:10:43 EEST - 18.119.166.180



Model 1 35

delivered by the primary supplier, with purchase price c per unit. In addition, after the

quantity delivered by the primary supplier is observed, he has the option to buy up to K

units from the backup supplier at a price of ce per unit. This option may be exercised before

or after the realization of the demand, giving rise to two different models (Model 1 and 2,

respectively). After the orders are delivered by both suppliers the retailer sells as much as

possible at a price r per unit. Unsold products are salvaged at a price h per unit and unmet

demand incurs a penalty p per unit. Our objective is to determine the order and reservation

quantities that maximize the expected profit of the retailer.

We assume that demand X is a continuous random variable with probability density

function f and differentiable cumulative distribution function F . Furthermore, we make the

following assumptions regarding the cost and revenue parameters of the problem. First, the

backup supplier is more expensive than the primary, that is, cr + ce > c, because otherwise

the problem would reduce to the classical newsvendor problem with purchase price equal to

cr + ce. Next, the benefit from the sale of one unit (revenue plus penalty saved) exceeds

the purchase cost from either supplier, that is, r + p > cr + ce, so that a profit is possible.

Finally, excess inventory is sold at a lower price than its purchase price from either supplier,

that is, h < min{c, ce}. Violating this last assumption would lead to models that are either

much simpler to analyze or already studied. Specifically, if h > c, the retailer would order

as much as possible from the primary supplier and we would have a problem with one

decision variable, the reservation quantity. Similarly, if h > ce, the retailer would buy the

whole quantity that has been reserved, making the reservation irrelevant because he would

actually have to decide how much to buy from the reliable supplier at a price of cr + ce per

unit. Thus, we would have a special case of the model with two suppliers that has been

studied by Wang et al. [84].

In the following sections we derive expressions for the objective function for Models 1

and 2 as well as some preliminary results that will be used in subsequent sections.

3.3.1 Model 1

In this model the retailer exercises the option to buy from the backup supplier before

demand is realized (see 3.1 for a graphical representation of the sequence of events for this

model). Having already received the quantity delivered by the primary supplier, the problem

of deciding how much to buy from the backup supplier is equivalent to a newsvendor problem

with starting inventory and a maximum order quantity, which is the quantity that has been

reserved with the backup supplier. It is easy to show that the optimal order quantity is such

that the total inventory is as close as possible to a target value I which is the solution of the

classical newsvendor problem with purchase price ce, that is,

I = F−1

(

r + p− ce
r + p− h

)

. (3.3.1)

Therefore, the retailer makes no purchase if the delivered quantity is greater than I, exercises

his option in full if the delivered and reservation quantities are such that I cannot be reached,

and buys the quantity needed to reach I otherwise. Because the maximum quantity that

Institutional Repository - Library & Information Centre - University of Thessaly
01/06/2024 21:10:43 EEST - 18.119.166.180



36 Problem formulation and preliminaries

may be bought from the backup supplier is I, it is clear that K > I cannot be optimal.

Then, with S being the delivered quantity by the primary supplier, the expected profit is

given by

Π(Q,K) = −crK − cE(S)− ceE
[

min{(I − S)+, K}
]

+E
[

L
(

S +min{(I − S)+, K}
)]

, K ≤ I, (3.3.2)

where

L(z) =

z
∫

0

[rx+ h(z − x)]f(x)dx+

∞
∫

z

[rz − p(x− z)]f(x)dx

is the expected net revenue when the total quantity delivered by the two suppliers is equal

to z.

Note that when only the backup supplier is available (Q = 0), we get from (3.3.2) that

Π(0, K) = −(cr + ce)K + L(K), which is the expected profit for the classical newsvendor

problem with purchase price cr + ce. This is reasonable because it would not be optimal to

reserve a quantity and then not to buy the whole of it. Then, denoting this quantity by K∗,

we have

K∗ = F−1

(

r + p− cr − ce
r + p− h

)

, (3.3.3)

which is the well known critical ratio for the classical newsvendor problem.

Figure 3.1: Sequence of events for Model 1

3.3.2 Model 2

In this model the retailer exercises the option to buy from the backup supplier after the

demand becomes known, so he buys what is needed to satisfy the demand, subject to the
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restriction imposed by the quantity having been reserved. The sequence of events for this

model is presented in Figure 3.2. If the demand is less than the delivered quantity there

is no need to buy from the backup supplier and there is a surplus. If the demand is larger

than the delivered quantity and can be covered by the backup supplier the retailer buys the

quantity needed and there is neither surplus nor shortage. Finally, if the demand is larger

than the delivered quantity but there is not enough reserved capacity to cover it, the retailer

buys the whole reserved quantity and there is a shortage. Therefore, we get the following

expression for the expected profit.

Π(Q,K) = −cE(S)− crK + E [L(S,K)] , (3.3.4)

where

L(z, k) =

z
∫

x=0

[rx+ h(z − x)] f(x)dx+

z+k
∫

x=z

[−ce(x− z) + rx] f(x)dx

+

∞
∫

x=z+k

[−cek + r(z + k)− p(x− z − k)] f(x)dx, (3.3.5)

is the expected net revenue if the delivered quantity from the primary supplier is z and

the reserved capacity with the backup supplier is k. Differentiating with respect to each

argument we get

∂L

∂z
= p+ r − (ce − h)F (z)− (p+ r − ce)F (z + k), (3.3.6)

∂L

∂k
= (p+ r − ce) [1− F (z + k)] , (3.3.7)

which will be used later to get the first-order derivatives of the profit function.

3.4 Random yield

In this model the quantity delivered by the primary supplier is a random portion of the

order placed by the retailer, that is, S = QU , where U is a random variable with support on

[0,1]. For both Model 1 and 2 we determine properties of the optimal order and reservation

quantities. For Model 2 in particular we also analyze models with two primary suppliers and

two products.

3.4.1 Analysis of Model 1

We assume that random variable U is continuous with probability density function g and

differentiable cumulative distribution function G. Setting S = QU in (3.3.2) we obtain the

following detailed expressions for the profit function. For Q +K ≤ I,

Π(Q,K) = −(cr + ce)K − cQE(U) + E[L(QU +K)], (3.4.1)
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Figure 3.2: Sequence of events for Model 2

for I −K < Q ≤ I,

Π(Q,K) = −crK − cQE(U)− ceKG

(

I −K

Q

)

− ce

1
∫

I−K
Q

(I −Qu)g(u)du

+

I−K
Q
∫

0

L(Qu +K)g(u)du+ L(I)

[

1−G

(

I −K

Q

)]

, (3.4.2)

and for Q > I,

Π(Q,K) = −crK − cQE(U)− ceKG

(

I −K

Q

)

− ce

I
Q
∫

I−K
Q

(I −Qu)g(u)du

+

I−K
Q
∫

0

L(Qu +K)g(u)du+ L(I)

[

G

(

I

Q

)

−G

(

I −K

Q

)]

+

1
∫

I
Q

L(Qu)g(u)du. (3.4.3)

Then, using the fact that dL/dz = r + p − (r + p − h)F (z), we get the following for the

first-order derivatives of the profit function.

Institutional Repository - Library & Information Centre - University of Thessaly
01/06/2024 21:10:43 EEST - 18.119.166.180



Analysis of Model 1 39

For Q +K ≤ I,

∂Π

∂Q
= (r + p− c)E(U)− (r + p− h)E [UF (QU +K)] , (3.4.4)

∂Π

∂K
= r + p− ce − cr − (r + p− h)E [F (QU +K)] , (3.4.5)

for I −K < Q ≤ I,

∂Π

∂Q
= −cE(U) + ce

1
∫

I−K
Q

ug(u)du

+

I−K
Q
∫

0

[r + p− (r + p− h)F (Qu+K)] ug(u)du, (3.4.6)

∂Π

∂K
= −cr + (r + p− ce)G

(

I −K

Q

)

−(r + p− h)

I−K
Q
∫

0

F (Qu+K)g(u)du, (3.4.7)

and for Q > I,

∂Π

∂Q
= −cE(U) +

I−K
Q
∫

0

[r + p− (r + p− h)F (Qu+K)] ug(u)du

+ce

I
Q
∫

I−K
Q

ug(u)du+

1
∫

I
Q

[r + p− (r + p− h)F (Qu)]ug(u)du, (3.4.8)

∂Π

∂K
= −cr + (r + p− ce)G

(

I −K

Q

)

−(r + p− h)

I−K
Q
∫

0

F (Qu+K)g(u)du. (3.4.9)

In the following proposition, whose proof is given in Appendix C, we establish the con-

cavity of the expected profit function.

Proposition 3.1. Π(Q,K) is jointly concave in Q,K.

Because of Proposition 3.1 the KKT conditions, ∂Π/∂Q ≤ 0, Q (∂Π/∂Q) = 0, ∂Π/∂K ≤

0, and K (∂Π/∂K) = 0, are necessary and sufficient for order and reservation quantities to

be profit maximizing. We use these conditions to obtain expressions and bounds for these

optimal quantities.
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When only the primary supplier is available (K = 0), we get from (3.3.2) Π(Q, 0) =

cQE(U) + E (L(QU)). Then, Proposition 3.1 implies that the optimal order quantity, de-

noted by Q∗, is obtained by setting the derivative of Π(Q, 0) equal to 0, leading to

E (UF (Q∗U)) =
p+ r − c

p+ r − h
E(U). (3.4.10)

When only the backup supplier is available (Q = 0), the optimal reservation quantity K∗

is given by (3.3.3). Note also that K∗ < Q∗ because K∗ < Qc and Qc ≤ Q∗, where

Qc = F−1((p + r − c)/(p + r − h)) is the optimal order quantity to the primary supplier

assuming he is perfectly reliable and the only one available.

It is reasonable that Q∗ and K∗ are upper bounds for the optimal order and reservation

quantities when both suppliers are available. This is established in the following theorem

along with a lower bound on the total order and reservation quantity.

Theorem 3.1. Let Qo1, Ko1 be the optimal order and reservation quantities. Then, Qo1 ≤

Q∗, Ko1 ≤ K∗, and Qo1 +Ko1 ≥ K∗.

Proof. Because the profit function is concave we have ∂Π/∂Q < 0 for K = 0 and Q > Q∗.

Taking also into account that ∂2Π/∂K∂Q < 0 (see proof of Proposition 3.1), we get that

∂Π/∂Q < 0 for Q > Q∗ and any K. Therefore, Qo1 ≤ Q∗ because otherwise the KKT

conditions would not be satisfied. The proof of Ko1 ≤ K∗ uses similar arguments since

∂Π/∂K < 0 for Q = 0 and K > K∗. To prove that Qo1+Ko1 ≥ K∗ we only need to consider

cases with Qo1 < K∗. With this in mind we define function

Π̃(q) =
∂Π

∂K

∣

∣

∣

∣

Q=q,K=K∗−q

, 0 ≤ q ≤ K∗.

Because K∗ < I, we use (3.4.5) to get

dΠ̃

dq
= (r + p− h)E [(1− U)f(qU +K∗ − q)] ≥ 0,

which combined with Π̃(0) = 0 yields

∂Π

∂K

∣

∣

∣

∣

Q=Qo1,K=K∗−Qo1

≥ 0.

Therefore, Ko1 ≥ K∗ −Qo1 because of the concavity of the profit function.

The optimal policy is characterized in the next theorem.

Theorem 3.2. Let c̃r = (r + p− h)
∫ min{1,I/Q∗}

0
[F (I)− F (Q∗u)]g(u)du. Then,

i) If cr ≥ c̃r, it is optimal not to reserve any capacity from the backup supplier and order Q∗

from the primary supplier.

ii) If cr < c̃r, Qo1 and Ko1 are positive and satisfy ∂Π
∂Q

= 0, ∂Π
∂K

= 0.
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Proof. Part (i) is a consequence of the fact that the KKT conditions are satisfied by K =

0, Q = Q∗. Because the KKT conditions have to be satisfied by the optimal order and

reservation quantities, for part (ii) it suffices to show that Qo1 and Ko1 are positive. The

proof is by contradiction. Because of Theorem 3.1 we only need to consider Q ≤ Q∗ and

K ≤ K∗. For Q = 0 and K ≤ K∗ we have from (3.4.4) and (3.3.3)

∂Π

∂Q
≥ (ce + cr − c)E(U) > 0.

For K = 0 and Q ≤ Q∗ we have from either (3.4.5) or (3.4.7), and (3.4.10)

∂Π

∂K
≥ c̃r − cr > 0.

The KKT conditions are not satisfied, therefore Q = 0 and/or K = 0 cannot be optimal.

In the following theorems we identify cases for which the area containing the optimal

solution can be further restricted.

Theorem 3.3. When Q∗ < I, the optimal solution satisfies Qo1 +Ko1 ≤ Q∗.

Proof. We define function

Π̄(k) =
∂Π

∂Q

∣

∣

∣

∣

K=k,Q=Q∗−k

, 0 ≤ k ≤ Q∗.

Because Q+K = Q∗ < I, we use (3.4.4) to get

dΠ̄

dk
= −(r + p− h)E [U(1− U)f(Q∗U + k(1− U))] ≤ 0.

Taking also into account that Π̄(0) = 0 and Ko1 ≤ K∗ < Q∗ we get

∂Π

∂Q

∣

∣

∣

∣

K=Ko1,Q=Q∗−Ko1

≤ 0,

and thus Qo1 ≤ Q∗ −Ko1 because of the concavity of the profit function.

Based on Theorems 3.1 and 3.3 we provide in Figure 3.3 a graphical representation of

the area containing the optimal solution when Q∗ < I. It is interesting to note that in

this case the retailer should buy the whole quantity that has been reserved with the backup

supplier. Therefore, the problem is equivalent to one of optimal ordering from two suppliers,

one subject to random yield and one perfectly reliable.

Next, we show that when the backup supplier remains more expensive than the primary

supplier even after excluding reservation costs, it is optimal for the retailer to order at least

I from the primary supplier because otherwise he would certainly have to buy some amount

from the backup supplier at a higher price.

Theorem 3.4. When ce ≥ c, the optimal solution satisfies Qo1 ≥ I.
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Figure 3.3: Area of the optimal solution for Q∗ < I

Proof. Using (3.3.1), (3.4.6) can be written as

∂Π

∂Q
= (ce − c)E(U) + (r + p− h)

I−K
Q
∫

0

[F (I)− F (Qu+K)]ug(u)du ≥ 0.

Therefore, (∂Π/∂Q)|Q=I ≥ 0, which implies that Qo1 ≥ I because of the concavity of the

profit function.

Theorems 3.1 and 3.4 imply that the optimal solution when ce ≥ c is located within the

circumscribed area of Figure 3.4. Note that Theorem 3.3 may not hold when ce ≥ c, in

which case Q∗ > I. This can happen because the reservation cost may be arbitrarily small

resulting in the optimal reservation quantity being large enough so that Qo1 + Ko1 > Q∗.

This is illustrated in the following example.

Example 3.1. Let X be normally distributed with mean 100 and standard deviation 30, U

be uniformly distributed on [0,1], r = 25, p = 15, h = 3, ce = 9.7, cr = 0.2, and c = 9.5.

Then, Q∗ = 249.09, Qo1 = 137.45, and Ko1 = 115.04, so the sum of the optimal order and

reservation quantities is larger than Q∗.

Finally, for cases with ce < c and Q∗ > I the optimal order and reservation quantities

are constrained by Theorem 3.1 only (Figure 3.5), as we have not been able to obtain any

additional results limiting the area containing the optimal solution. However, a numerical

investigation that we conducted indicated that Theorem 3.3 may also hold in this case.
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Figure 3.4: Area of the optimal solution for c ≤ ce

Figure 3.5: Area of the optimal solution for c > ce and Q
∗ > I
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3.4.2 Analysis of Model 2

Unlike Model 1, the results of this model hold without the assumption that yield U is

a continuous random variable. The expected profit when the retailer orders Q from the

primary supplier and reserves K from the backup supplier is given by (3.3.4) with S = QU

and takes the form

Π(Q,K) = −cQE(U) − crK + E [L(QU,K)] . (3.4.11)

The following proposition, which establishes the concavity of the profit function, has been

proved by Giri and Bardhan [30] who studied the same model in the context of a coordination

mechanism between the supplier and the retailer.

Proposition 3.2. Π(Q,K) is jointly concave in Q,K.

Because of Proposition 3.2 the KKT conditions, ∂Π/∂Q ≤ 0, Q (∂Π/∂Q) = 0, ∂Π/∂K ≤

0, and K (∂Π/∂K) = 0, are necessary and sufficient for order and reservation quantities to

be profit maximizing. To derive expressions for the expected profit’s first derivatives, we use

(3.3.6)-(3.3.7) which combined with (3.4.11) yields

∂Π

∂Q
= (p+ r − c)E(U)− (ce − h)E [UF (QU)]

−(p+ r − ce)E [UF (QU +K)] , (3.4.12)

∂Π

∂K
= −cr + (p+ r − ce) [1− E (F (QU +K))] . (3.4.13)

Let Q∗, K∗ be the optimal order and reservation quantities when only the primary or the

backup supplier is available; Q∗ satisfies (3.4.10) andK∗ is the value ofK for which ∂Π/∂K =

0 for Q = 0. Therefore, we get from (3.4.13)

K∗ = F−1

(

p+ r − ce − cr
p+ r − ce

)

. (3.4.14)

The following theorem, which is actually a repetition of Theorem 3.1, provides bounds for

the optimal order and reservation quantities when both suppliers are available.

Theorem 3.5. Let Qo2, Ko2 be the optimal order and reservation quantities. Then, Qo2 ≤

Q∗, Ko2 ≤ K∗, and Qo2 +Ko2 ≥ K∗.

Proof. For any Q > Q∗ we have from (3.4.12) and (3.4.10)

∂Π

∂Q
< (p+ r − c)E(U)− (p+ r − h)E [UF (Q∗U)] = 0.

Similarly, for any K > K∗ we have from (3.4.13) and (3.4.14)

∂Π

∂K
< −cr + (p+ r − ce) [1− F (K∗)] = 0.
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In both cases the KKT conditions are not satisfied, so Qo2 ≤ Q∗ and Ko2 ≤ K∗. To prove

that Qo2+Ko2 ≥ K∗ we argue as in the proof of Theorem 3.1. Specifically, we define function

Π̃(q) in the same way and use (3.4.13) to get

dΠ̃

dq
= (p+ r − ce)E [(1− U)f(qU +K∗ − q)] ≥ 0,

leading to Ko2 ≥ K∗ −Qo2.

The next theorem characterizes the optimal policy.

Theorem 3.6. Let c̄r = (p+ r − ce) [1−E (F (Q∗U))]. Then,

i) If cr ≥ c̄r, it is optimal not to reserve any capacity from the backup supplier and order Q∗

from the primary supplier.

ii) If cr < c̄r, Qo2 and Ko2 are positive and satisfy

(p+ r − ce)E [UF (Qo2U +Ko2)] + (ce − h)E [UF (Qo2U)] = (p+ r − c)E(U),

(p+ r − ce)E [F (Qo2U +Ko2)] = p + r − ce − cr.

Proof. Part (i) follows from the fact that the KKT conditions are satisfied byK = 0, Q = Q∗.

As in the proof of Theorem 3.2, for part (ii) it suffices to show that Qo2 and Ko2 are positive.

Because of Theorem 3.5 we only need to consider Q ≤ Q∗ and K ≤ K∗. For Q = 0 and

K ≤ K∗ we have from (3.4.12) and (3.4.14)

∂Π

∂Q
≥ (ce + cr − c)E(U) > 0.

For K = 0 and Q ≤ Q∗ we have from (3.4.13) and (3.4.10)

∂Π

∂K
≥ c̄r − cr > 0.

The KKT conditions are not satisfied, therefore Q = 0 and/or K = 0 cannot be optimal.

An incomplete form of Theorem 3.6 without the dependence of the optimal quantities

on the reservation cost has been provided by Giri and Bardhan [30]. Although it is not an

entirely novel result, we use Theorem 3.6 in the next section where we study a model with

two primary suppliers.

3.4.2.1 Two primary suppliers

In this section we consider the case of a retailer that has access to two primary suppliers.

The purchasing cost from supplier i, i = 1, 2, is ci, where ci < cr + ce. The yields of the two

suppliers, denoted by U1, U2, are assumed to be independent random variables. Then, the

expected profit when the retailer orders Q1, Q2 from the primary suppliers and reserves K

with the backup supplier is given by

Π(Q1, Q2, K) = −c1Q1E(U1)− c2Q2E(U2)− crK + E [L(Q1U1 +Q2U2, K)] . (3.4.15)

As was the case with one primary supplier, we show in the following proposition that the

profit function is concave (see Appendix C for the proof).
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Proposition 3.3. Π(Q1, Q2, K) is jointly concave in Q1, Q2, K.

Because of Proposition 3.3, the KKT conditions, ∂Π/∂Qi ≤ 0, Qi (∂Π/∂Qi) = 0, i = 1, 2,

∂Π/∂K ≤ 0, and K (∂Π/∂K) = 0, are necessary and sufficient for order and reservation

quantities to be profit maximizing. Using (3.3.6) and (3.3.7) we get

∂Π

∂Qi

= (p + r − ci)E(Ui)− (ce − h)E [UiF (Q1U1 +Q2U2)]

−(p + r − ce)E [UiF (Q1U1 +Q2U2 +K)] , i = 1, 2, (3.4.16)

∂Π

∂K
= −cr + (p+ r − ce) [1− E (F (Q1U1 +Q2U2 +K))] . (3.4.17)

Let Q∗
1, Q

∗
2, K

∗ be the optimal order and reservation quantities when only primary supplier

1, primary supplier 2, or the backup supplier is available. Then Q∗
i , i = 1, 2, satisfies

E [UiF (Q
∗
iUi)] =

(p+ r − ci)E(Ui)

p+ r − h
, (3.4.18)

andK∗ is given by (3.4.14). The following theorem generalizes Theorem 3.5 for two suppliers.

Theorem 3.7. Let Q1o, Q2o, Ko be the optimal order and reservation quantities. Then,

Q1o ≤ Q∗
1, Q2o ≤ Q∗

2, Ko ≤ K∗, and Q1o +Q2o +Ko ≥ K∗.

Proof. Similarly to the proof of Theorem 3.5, we use (3.4.16)-(3.4.18) and (3.4.14) to show

that for any Q1 > Q∗
1, Q2 > Q∗

2, and K > K∗, we have ∂Π/∂Q1 < 0, ∂Π/∂Q2 < 0, and

∂Π/∂K < 0, respectively, so that Q1o ≤ Q∗
1, Q2o ≤ Q∗

2, and Ko ≤ K∗. To prove that

Q1o+Q2o+Ko ≥ K∗ we consider cases with Q1o+Q2o < K∗. For 0 ≤ q ≤ K∗ and 0 ≤ t ≤ 1

we define function

Π̃(q, t) =
∂Π

∂K

∣

∣

∣

∣

Q1=qt,Q2=(K∗−q)t,K=(1−t)K∗

. (3.4.19)

We have Π̃(q, 0) = 0 and from (3.4.17)

∂Π̃

∂t
= −(p+ r − ce)E {[qU1 + (K∗ − q)U2 −K∗]

·f [qtU1 + (K∗ − q)tU2 + (1− t)K∗]} ≥ 0,

because 0 ≤ q ≤ K∗ and U1, U2 ≤ 1. Therefore, Π̃(q, t) ≥ 0 for every 0 ≤ q ≤ K∗ and

0 ≤ t ≤ 1, which for t = (Q1o +Q2o)/K
∗ and q = Q1oK

∗/(Q1o +Q2o) yields

∂Π

∂K

∣

∣

∣

∣

Q1=Q1o,Q2=Q2o,K=K∗−Q1o−Q2o

≥ 0,

which implies that Ko ≥ K∗−Q1o −Q2o because of the concavity of the profit function.

For the problem with no backup supplier it is known that it is optimal to place an order

to at least the cheaper supplier. We show in the following lemma that ordering from at least

the cheaper supplier remains optimal when there is a backup supplier as well.

Lemma 3.1. Assuming that c1 ≥ c2, Q2 = 0 cannot be optimal.
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Proof. The proof is by contradiction. Assuming that it is optimal not to place an order to

the cheaper supplier, Theorem 3.6 implies that the KKT conditions for Q1, K are satisfied

by Q1o, Ko such that

(p+ r − c1)E(U1) = (p+ r − ce)E [U1F (Q1oU1 +Ko)] + (ce − h)E [U1F (Q1oU1)]

> E(U1) {(p+ r − ce)E [F (Q1oU1 +Ko)] + (ce − h)E [F (Q1oU1)]} ,

where the inequality follows from the fact that U1 and F (Q1oU1) are positively correlated

random variables. Therefore,

(p+ r − ce)E [F (Q1oU1 +Ko)] + (ce − h)E [F (Q1oU1)] < p+ r − c1. (3.4.20)

Setting now Q1 = Q1o, Q2 = 0, and K = Ko in (3.4.16) and taking into account the fact

that U1, U2 are independent and (3.4.20) we get

∂Π

∂Q2
= E(U2) {p+ r − c2 − (p+ r − ce)E [F (Q1oU1 +Ko)]

−(ce − h)E [F (Q1oU1)]} > E(U2)(c1 − c2) ≥ 0,

so the KKT condition is not satisfied.

Let Q2b, K2b be the optimal order and reservation quantities when only regular supplier

2 is available and cr < cr1 = (p + r − ce) [1− E (F (Q∗
2U2))]. Then, according to Theorem

3.6, Q2b and K2b are positive and satisfy

(p+ r − ce)E [U2F (Q2bU2 +K2b)]

+(ce − h)E [U2F (Q2bU2)] = (p+ r − c2)E(U2), (3.4.21)

(p+ r − ce)E [F (Q2bU2 +K2b)] = p+ r − ce − cr. (3.4.22)

Next, let Q̄1, Q̄2 be the optimal order quantities when there is no backup supplier and

c2 ≤ c1 < c11 = p + r − (p + r − h)E [F (Q∗
2U2)]. Then, we can show by a straightforward

application of the KKT conditions that Q̄1 and Q̄2 are positive and satisfy

E
[

UiF (Q̄1U1 + Q̄2U2)
]

=
(p+ r − ci)E(Ui)

p+ r − h
, i = 1, 2. (3.4.23)

Note that similar expressions have been derived by Parlar and Wang [62] for a model where

the retailer pays the primary suppliers for the whole quantities ordered.

Finally, we define two more critical values for c1 and cr. For cr < cr1 we let c12 = cr +

ce− (ce−h)E [F (Q2bU2)] and for c1 < c11 we let cr2 = (p+r−ce)
[

1− E(F (Q̄1U1 + Q̄2U2))
]

.

Then, taking also into account Lemma 3.1, the optimal ordering and reservation quantities

are given in the following theorem.

Theorem 3.8. Let c1 ≥ c2. Then,

i) If c1 ≥ c11 and cr ≥ cr1, we have Q1o = Ko = 0 and Q2o = Q∗
2.

ii) If cr < cr1 and c1 ≥ c12, we have Q1o = 0, Q2o = Q2b, and Ko = K2b.
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iii) If c1 < c11 and cr ≥ cr2, we have Ko = 0, Q1o = Q̄1, and Q2o = Q̄2.

iv) Otherwise, Q1o, Q2o, and Ko are positive and satisfy

(p+ r − ce)E [UiF (Q1oU1 +Q2oU2 +Ko)]

+(ce − h)E [UiF (Q1oU1 +Q2oU2)] = (p+ r − ci)E(Ui), i = 1, 2,

(p+ r − ce)E [F (Q1oU1 +Q2oU2 +Ko)] = p+ r − ce − cr.

Proof. For parts (i)-(iii) it is straightforward to verify the KKT conditions. For part (iv),

which implies that the optimal order and reservation quantities satisfy ∂Π/∂Qi = 0, i =

1, 2, and ∂Π/∂K = 0, it suffices to show that Q1o and Ko are positive. We do that by

contradiction. Assume first that Q1o = Ko = 0, in which case Q2o = Q∗
2. Then, we get

∂Π/∂Q1 = E(U1)(c11−c1) and ∂Π/∂K = cr1−cr, which violate the KKT conditions because

c1 < c11 and/or cr < cr1. Next, if we assume that Q1o = 0 and Ko > 0, it is necessary that

cr < cr1, Q2o = Q2b, and Ko = K2b for the KKT conditions to be satisfied. However, in that

case we get ∂Π/∂Q1 = E(U1)(c12 − c1) > 0. We are also led to a contradiction if we assume

that Q1o > 0 and Ko = 0, in which case we get ∂Π/∂K = cr2 − cr > 0.

We end this section with a discussion on the critical values for c1 and cr. If for certain

values of the problem parameters it is optimal not to place an order to supplier 1, it is

reasonable that this would be also the case if the reservation cost decreases. Therefore, we

make the conjecture that c12 is increasing with cr and c12 < c11 for cr < cr1. Based on a

similar reasoning, we also make the conjecture that cr2 is increasing with c1 and cr2 < cr1
for c1 < c11. In Figure 3.6 we present a partition of the c1-cr space resulting from the

optimal policy, where each region corresponds to the use or not of supplier 1 and the backup

supplier. This particular partition was obtained with r = 30, h = 3, p = 20, c2 = 10,

ce = 13, X ∼ N(100, 30), and U ∼ U(0, 1).
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Figure 3.6: Optimal use of supplier 1 and backup supplier
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3.4.2.2 Two products

In this section we consider a model with a retailer selling two products. There is one

primary supplier for each product and a backup supplier that can supply both products.

The retailer places orders to the primary suppliers and reserves a quantity with the backup

supplier. After the demands of the two products become known the retailer has the right to

buy any quantity of each product provided that the total does not exceed the quantity that

has been reserved. We assume that the demands of the two products, denoted by X1, X2,

are independent continuous random variables with probability density functions fi(x) and

cumulative distribution functions Fi(x), i = 1, 2, and the two suppliers have independent

yields U1, U2. We let ci, ri, pi, hi, cei, i = 1, 2, be the purchase cost from the primary supplier,

the retail price, the shortage cost, the salvage price, and the purchase cost from the backup

supplier for product i. We denote by Li(z, k), i = 1, 2, the expected net revenue from product

i if the delivered quantity from the primary supplier is z and the available reserved capacity

of the backup supplier is k. Then, as in (3.3.5), we have

Li(z, k) =

z
∫

x=0

[rix+ hi(z − x)] fi(x)dx+

z+k
∫

x=z

[−cei(x− z) + rix] fi(x)dx

+

∞
∫

x=z+k

[−ceik + ri(z + k)− pi(x− z − k)] fi(x)dx. (3.4.24)

If the demands of both products exceed the delivered quantities from the primary suppliers,

a decision has to be made on how the reserved capacity should be split between the two

products. It is easy to see that priority should be given to the product for which the profit

from a unit sale is larger, that is, first satisfy the demand of product i = argmaxj=1,2(pj +

rj − cej). Without loss of generality we assume that p1 + r1 − ce1 ≥ p2 + r2 − ce2, so that

product 1 has priority in the use of the backup supplier. Then, the expected profit when the

retailer orders Q1, Q2 from the primary suppliers and reserves K with the backup supplier

is given by

Π(Q1, Q2, K) = −c1Q1E(U1)− c2Q2E(U2)− crK +Π1(Q1, K) + Π2(Q1, Q2, K), (3.4.25)

where Πi, i = 1, 2, is the expected profit from product i after the purchase and reservation

costs have been paid. Note that Π1 does not depend on Q2 because the delivered quantity of

product 2, which depends on Q2, does not affect the amount of the reserved capacity used

to satisfy the demand of product 1. Therefore,

Π1(Q1, K) = E [L1(Q1U1, K)] . (3.4.26)

The available reserved capacity for product 2 is K if the demand of product 1 is fully satisfied

by its primary supplier (X1 ≤ Q1U1), K−(X1−Q1U1) if the demand of product 1 is partially

satisfied and the reserved capacity is enough to cover it (Q1U1 < X1 ≤ Q1U1 +K), and 0 if

the delivered quantity from the primary supplier together with the total reserved capacity
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are not enough to satisfy the demand of product 1 (X1 > Q1U1 +K). Therefore,

Π2(Q1, Q2, K) = E [F1(Q1U1)L2(Q2U2, K)]

+ E





Q1U1+K
∫

x=Q1U1

L2(Q2U2, K − x+Q1U1)f1(x)dx





+ E [(1− F1(Q1U1 +K))L2(Q2U2, 0)] . (3.4.27)

The concavity of the profit function is established in the following proposition (for the proof

see Appendix C).

Proposition 3.4. Π(Q1, Q2, K) is jointly concave in Q1, Q2, K.

Because of Proposition 3.4, the KKT conditions, ∂Π/∂Qi ≤ 0, Qi (∂Π/∂Qi) = 0, i = 1, 2,

∂Π/∂K ≤ 0, and K (∂Π/∂K) = 0, are necessary and sufficient for order and reservation

quantities to be profit maximizing. Adjusting (3.3.6) and (3.3.7) to the case of two products,

we get from (3.4.25)-(3.4.27)

∂Π

∂Q1
= (p1 + r1 − c1)E(U1)− (ce1 − h1)E [U1F1(Q1U1)]

−(p1 + r1 − ce1)E [U1F1(Q1U1 +K)]− (p2 + r2 − ce2)

×E [U1F1(Q1U1)− U1F1(Q1U1 +K) + U1J(U1, U2)] , (3.4.28)

∂Π

∂Q2
= (p2 + r2 − c2)E(U2)− (p2 + r2 − h2)E [U2F2(Q2U2)]

−(p2 + r2 − ce2)E [U2F1(Q1U1)F2(Q2U2 +K)

−U2F1(Q1U1 +K)F2(Q2U2) + U2J(U1, U2)] , (3.4.29)

∂Π

∂K
= −cr + (p1 + r1 − ce1) {1−E [F1(Q1U1 +K)]} − (p2 + r2 − ce2)

×E [−F1(Q1U1 +K) + F1(Q1U1)F2(Q2U2 +K) + J(U1, U2)] , (3.4.30)

where

J(U1, U2) =

Q1U1+K
∫

Q1U1

F2(Q2U2 +K − x+Q1U1)f1(x)dx. (3.4.31)

Let Q∗
1, Q

∗
2 be the optimal order quantities with no backup supplier and K∗ be the optimal

reservation quantity with no primary suppliers. Then Q∗
i , i = 1, 2, satisfy (3.4.18) and K∗

can be obtained from (∂Π/∂K)|Q1=Q2=0 = 0, leading to

p1 + r1 − ce1 − cr = (p1 + r1 − ce1)F1(K
∗)

−(p2 + r2 − ce2)



F1(K
∗)−

K∗

∫

0

F2(K
∗ − x)f1(x)dx



 . (3.4.32)

The following theorem is a repetition of Theorem 3.7 for two suppliers and its proof follows

similar steps.
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Theorem 3.9. Let Q1o, Q2o, Ko be the optimal order and reservation quantities. Then,

Q1o ≤ Q∗
1, Q2o ≤ Q∗

2, Ko ≤ K∗, and Q1o +Q2o +Ko ≥ K∗.

Proof. We prove that Q1o ≤ Q∗
1, Q2o ≤ Q∗

2, and Ko ≤ K∗ by showing that for any Q1 > Q∗
1,

Q2 > Q∗
2, and K > K∗ we have ∂Π/∂Q1 < 0, ∂Π/∂Q2 < 0, and ∂Π/∂K < 0, respectively.

From (3.4.28) and (3.4.29) we get

∂2Π

∂K∂Q1

= − [(p1 + r1 − ce1)− (p2 + r2 − ce2)]E [U1f1(Q1U1 +K)]

−(p2 + r2 − ce2)E
[

U1f1(Q1U1 +K)F2(Q2U2) + U1J̃(U1, U2)
]

,

∂2Π

∂K∂Q2

= −(p2 + r2 − ce2)E
[

U2F1(Q1U1)f2(Q2U2 +K) + U2J̃(U1, U2)
]

,

where

J̃(U1, U2) =

Q1U1+K
∫

Q1U1

f2(Q2U2 +K − x+Q1U1)f1(x)dx.

Therefore, ∂2Π/(∂K∂Qi) < 0, i = 1, 2. We also have ∂2Π/∂Q2
i < 0 by the concavity of

the profit function. Taking also into account that ∂Π/∂Qi = 0 for Qi = Q∗
i , K = 0 and

any value of Qj, j 6= i, we conclude that ∂Π/∂Qi < 0 for any Qi > Q∗
i . Similarly, we get

∂Π/∂K < 0 for K > K∗ because ∂Π/∂K = 0 for K = K∗ and Q1 = Q2 = 0, ∂2Π/∂K2 < 0,

and ∂2Π/(∂Qi∂K) < 0, i = 1, 2. To prove that Q1o +Q2o+Ko ≥ K∗ it suffices to show that

∂Π̃/∂t ≥ 0, where function Π̃(q, t) is defined in (3.4.19). With Q̃1 = qt, Q̃2 = (K∗− q)t, and

K̃ = (1− t)K∗, we get from (3.4.30)

∂Π̃

∂t
= − [(p1 + r1 − ce1)− (p2 + r2 − ce2)] (qU1 −K∗)E

[

f1(Q̃1U1 + K̃)
]

−(p2 + r2 − ce2)(qU1 −K∗)E
[

f1(Q̃1U1 + K̃)F2(Q̃2U2)
]

−(p2 + r2 − ce2) [(K
∗ − q)U2 −K∗]E

[

F1(Q̃1U1)f2(Q̃2U2 + K̃)
]

−(p2 + r2 − ce2) [(K
∗ − q)U2 −K∗ − qU1]

×E







Q̃1U1+K̃
∫

Q̃1U1

f2(Q̃2U2 + K̃ − x+ Q̃1U1)f1(x)dx






≥ 0,

because 0 ≤ q ≤ K∗ and U1, U2 ≤ 1.

We show in the following lemma that it is optimal to place a positive order to the primary

supplier for product 1, which is reasonable because otherwise the demand for product 1 would

have to be satisfied by the more expensive backup supplier.

Lemma 3.2. Q1 = 0 cannot be optimal.

Proof. Setting Q1 = 0 in (3.4.28) and (3.4.30) and taking into account that U1, U2 are

independent we get

1

E(U1)

∂Π

∂Q1
= p1 + r1 − c1 +

∂Π

∂K
+ cr − (p1 + r1 − ce1). (3.4.33)
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Assume that Q1 = 0 is optimal and let Q2o and Ko be the optimal order quantity for product

2 and the optimal reservation quantity, respectively. Then, depending on whether Ko > 0

or Ko = 0, the KKT conditions imply that for Q2 = Q2o, K = Ko, ∂Π/∂K is either equal

to 0 or −cr + p1 + r1 − ce1. Therefore, we get from (3.4.33)

1

E(U1)

∂Π

∂Q1

∣

∣

∣

∣

Q1=0,Q2=Q2o,K=Ko

= cr + ce1 − c1 or p1 + r1 − c1,

which is positive in both cases, leading to a contradiction.

Regarding the optimal order to the primary supplier of product 2 and the optimal reser-

vation quantity, it is clear that they cannot be both zero because in such a case there would

be no supply source for product 2. Next, we define critical values for cr and c2 that determine

whether the backup supplier should be used and whether an order should be placed to the

primary supplier of product 2, respectively. We have

ĉr = (p1 + r1 − ce1){1−E[F1(Q
∗
1U1)]}

+(p2 + r2 − ce2)E[F1(Q
∗
1U1)]{1−E[F2(Q

∗
2U2)]},

ĉ2 = p2 + r2 − (p2 + r2 − ce2)E[F1(Q1bU1)]F2(K1b)

−(p2 + r2 − ce2)E





Q1bU1+K1b
∫

Q1bU1

F2(K1b − x+Q1bU1)f1(x)dx



 .

where Q1b, K1b are the optimal order and reservation quantities when there is no regular

supplier for product 2. It is clear that both are positive and they are obtained from (3.4.28)

and (3.4.30) as the solution of ∂Π/∂Q1 = 0, ∂Π/∂K = 0 with Q2 = 0. Then, the optimal

order and reservation quantities are given in the following theorem.

Theorem 3.10. i) If cr ≥ ĉr, we have Ko = 0, Q1o = Q∗
1, and Q2o = Q∗

2.

ii) If c2 ≥ ĉ2, we have Q1o = Q1b, Q2o = 0, and Ko = K1b.

iii) Otherwise, Q1o, Q2o and Ko are positive and satisfy ∂Π/∂Qi = 0, i = 1, 2, and ∂Π/∂K =

0.

Proof. For parts (i) and (ii) it is straightforward to verify the KKT conditions. For part

(iii) it suffices to show that Q2o and Ko are positive. Assuming that Q2o = 0, it is necessary

that Q1o = Q1b and Ko = K1b for the KKT conditions to be satisfied. However, in that case

we get ∂Π/∂Q2 = E(U2)(ĉ2 − c2) > 0, violating the KKT conditions. We are also led to a

contradiction if we assume that Ko = 0, in which case we get ∂Π/∂K = ĉr − cr > 0.

According to part (ii) of the theorem, it may be optimal not to place an order to the

primary supplier of product 2. This is surprising because the demand of product 2 would

have to be exclusively satisfied by the more expensive backup supplier. To further elaborate

on this matter we obtain two alternative expressions for ĉ2. First, ĉ2 can be written more

compactly as

ĉ2 = ce2 + (p2 + r2 − ce2)E



1−

Q1bU1+K1b
∫

0

F2(K1b + (Q1bU1 − x)−)f1(x)dx



 .
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Second, using (∂Π/∂K)|Q1=Q1b,Q2=0,K=K1b
= 0, ĉ2 can also be written as

ĉ2 = cr + ce2 + [(p2 + r2 − ce2)− (p1 + r1 − ce1)] {1− E [F1(Q1bU1 +K1b)]} ,

so we get from the two expressions that ce2 < ĉ2 < cr + ce2. The second inequality ensures

that there exist feasible values of c2 (ĉ2 ≤ c2 < cr + ce2) for which no order is placed to

the primary supplier of product 2, whereas the first inequality indicates that this may only

happen if the primary supplier is more expensive than the backup supplier after excluding

reservation costs. It seems that when ce2 is significantly smaller than c2, it is preferable for

the retailer to buy product 2 from the backup supplier after the demand for the high priority

product 1 has been satisfied from the reserved quantity. Such a situation is illustrated in

the following example.

Example 3.2. Let X1 be normally distributed with mean 100 and standard deviation 30, X2

be normally distributed with mean 8 and standard deviation 2, U1, U2 be uniformly distributed

on [0,1], r1 = 42, p1 = 32, c1 = 12, h1 = 3, ce1 = 13, r2 = 20, p2 = 9, h2 = 2, ce2 = 10.5,

and cr = 9. Then, for c2 > 15.2 the retailer should not place an order to the primary supplier

of product 2.

3.4.3 Comparison of Models 1 and 2

For a certain range of the reservation cost we can show that when the option to buy

from the backup supplier can be exercised after the demand becomes known (Model 2), it is

optimal to order less from the primary supplier and reserve more with the backup supplier

compared to Model 1. To prove this we need to compare the critical reservation costs that

determine whether the backup supplier should be used or not.

Lemma 3.3. The critical reservation cost is larger for Model 2.

Proof. The critical reservation costs can be written in the following forms.

c̃r = (p+ r − ce)





min{1,I/Q∗}
∫

0

(

1−
F (Q∗u)

F (I)

)

g(u)du



 , (3.4.34)

c̄r = (p+ r − ce)





1
∫

0

(1− F (Q∗u)) g(u)du



 . (3.4.35)

Then, c̃r < c̄r follows from (3.4.34) and (3.4.35) because F (I) < 1 implies that the integrand

in (3.4.34) is smaller than the integrand in (3.4.35).

Using Lemma 3.3 we get the following comparison of the optimal order and reservation

quantities for the two models.

Theorem 3.11. For cr ≥ c̃r we have Ko2 ≥ Ko1 and Qo1 ≥ Qo2.

Proof. For cr ≥ c̄r the theorem is satisfied with equalities because Ko1 = Ko2 = 0 and

Qo1 = Qo2 = Q∗. For c̃r ≤ cr < c̄r we have Ko1 = 0 and Qo1 = Q∗. For Model 2, we have

Qo2 ≤ Q∗ and Ko2 > 0 from Theorems (3.5) and (3.6), respectively.

Institutional Repository - Library & Information Centre - University of Thessaly
01/06/2024 21:10:43 EEST - 18.119.166.180



54 Random capacity

3.5 Random capacity

In this model the primary supplier may not deliver the whole quantity ordered by the re-

tailer because of insufficient capacity. Therefore, the delivered quantity is equal to min{Y,Q},

where Y is a random variable denoting the supplier’s capacity. We assume that Y is contin-

uous with probability density function g and differentiable cumulative distribution function

G. We also let Ȳ be the maximum capacity of the supplier.

For the problem with only an unreliable supplier with capacity of infinite support (Ȳ =

∞) Ciarallo et al. [18] showed that the optimal order quantity, which we denote by Qc, is not

affected by the uncertain capacity of the supplier, that is, Qc is the optimal order quantity

for the classical newsvendor problem given by F (Qc) = (r+ p− c)/(r+ p− h). For the case

with a reliable supplier the optimality of Qc follows from the concavity of the expected profit

function. When the supplier is unreliable the profit function is no longer concave but it does

have a unique maximum as it is increasing for Q ≤ Qc and decreasing for Q > Qc. When

the capacity has finite support (Ȳ <∞), in which case we do not consider order quantities

larger than the maximum capacity, the aforementioned monotonicity properties of the profit

function imply that the maximum is achieved by Q̄ = min{Qc, Ȳ }.

In the following sections we show that under certain conditions Q̄ is the optimal order

quantity for the model with a backup supplier as well. For these cases the optimal reservation

quantity is determined independently, using the fact that the profit function is concave in K.

In any other case we show that the profit function, which is apparently not jointly concave in

Q and K, has a unique maximum and we determine the optimal solution by using first-order

conditions.

3.5.1 Analysis of Model 1

Considering order quantities that do not exceed the supplier’s maximum capacity (Q ≤

Ȳ ), we set S = min{Y,Q} in (3.3.2) to obtain the following detailed expressions for the

profit function. For Q ≤ min{I −K, Ȳ },

Π(Q,K) = −(cr + ce)K +

Q
∫

0

[L(y +K)− cy]g(y)dy

+[L(Q +K)− cQ] [1−G(Q)] , (3.5.1)

for I −K ≤ Q ≤ min{I, Ȳ },

Π(Q,K) = −crK +

I−K
∫

0

[L(y +K)− cy − ceK]g(y)dy

+

Q
∫

I−K

[L(I)− cy − ce(I − y)]g(y)dy

+[L(I)− cQ− ce(I −Q)] [1−G(Q)] , (3.5.2)
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and for I ≤ Q ≤ Ȳ ,

Π(Q,K) = −crK +

I−K
∫

0

[L(y +K)− cy − ceK]g(y)dy

+

I
∫

I−K

[L(I)− cy − ce(I − y)]g(y)dy

+

Q
∫

I

[L(y)− cy]g(y)dy+ [L(Q)− cQ] [1−G(Q)] . (3.5.3)

When only the back up supplier is available (Q = 0), the optimal reservation quantity is

given by (3.3.3). Denoting this optimal reservation quantity by Kc1 for this model and using

the fact that dL/dz = r + p − (r + p − h)F (z), we get the following for the first-order

derivatives of the profit function.

For Q ≤ min{I −K, Ȳ },

∂Π

∂Q
= (r + p− h)[F (Qc)− F (Q+K)][1 −G(Q)], (3.5.4)

∂Π

∂K
= (r + p− h) [F (Kc1)− E[F (S +K)]] , (3.5.5)

for I −K ≤ Q ≤ min{I, Ȳ },

∂Π

∂Q
= (ce − c)[[1−G(Q)], (3.5.6)

for I ≤ Q ≤ Ȳ ,
∂Π

∂Q
= (r + p− h)[F (Qc)− F (Q)][1−G(Q)], (3.5.7)

and for I −K ≤ Q ≤ Ȳ ,

∂Π

∂K
= −cr + (r + p− h)

I−K
∫

0

[F (I)− F (y +K)] g(y)dy. (3.5.8)

Having derived first-order conditions (3.5.5) and (3.5.8) we can show that we may further

restrict the search for the optimal reservation quantity in the set K < Kc1, i.e., we only need

to consider values that are smaller than the optimal quantity ordered when the reliable

supplier is the only one available. To see this, let K ≥ Kc1. Then, from (3.5.5) we get

∂Π/∂K < 0, and from (3.5.8), (3.3.1) and (3.3.3)

∂Π

∂K
< −cr + (r + p− h)

I−Kc1
∫

0

[F (I)− F (Kc1)]g(y)dy

= −cr[1−G(I −Kc1)] ≤ 0.
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In the remainder of the section we derive expressions for the optimal order and reservation

quantities, denoted by Qo1 andKo1, respectively. It turned out that these expressions depend

on which supplier is more expensive (excluding reservation costs), so we present the two cases

separately.

Case 1: ce ≥ c. In this case, for any quantity having been reserved, there is no incentive for

the retailer to order less from the primary supplier in anticipation of buying from the backup

supplier at a lower price. Therefore, the availability of the backup supplier does not affect

the optimal order to the primary supplier. This is stated formally in the following theorem.

Theorem 3.12. Qo1 = Q̄.

Proof. Because F (Q+K) ≤ F (I) in (3.5.4) and ce ≥ c, which implies F (I) ≤ F (Qc), we get

from (3.5.4) and (3.5.6) that (∂Π/∂Q) ≥ 0 for Q ≤ min{I, Ȳ } and any K. Therefore, when

Ȳ ≤ I, the optimal order quantity is Ȳ , which is equal to Q̄ because I ≤ Qc. Taking also

into account (3.5.7) we see that the same is true when I < Ȳ ≤ Qc because (∂Π/∂Q) > 0 for

any Q < Ȳ . Finally, when Qc < Ȳ , we have (∂Π/∂Q) ≥ 0 for Q < Qc (with equality only if

ce = c, in which case Qc = I) and (∂Π/∂Q) < 0 for Q such that Qc < Q < Ȳ . Therefore,

Qc is the optimal order quantity, which is equal to Q̄.

Theorem 3.12 implies that the optimal reservation quantity is given byKo1 = argmax{Π̃(K)},

where Π̃(K) = Π(Q̄,K); Π̃(K) is concave, which is a consequence the following lemma.

Lemma 3.4. Π(Q,K) is concave in K.

Proof. Differentiating (3.5.5) and (3.5.8) we get the following. For Q ≤ min{I −K, Ȳ },

∂2Π

∂K2
= −(r + p− h) [E[f(S +K)]] ,

and for I −K ≤ Q ≤ Ȳ ,

∂2Π

∂K2
= −(r + p− h)

I−K
∫

0

f(y +K)g(y)dy.

Therefore, ∂2Π/∂K2 ≤ 0 for any Q ≤ Ȳ and K < Kc1, which combined with the fact that

∂Π/∂K is continuous (the expressions in (3.5.5) and (3.5.8) are identical for K = I − Q),

proves that the profit function is concave with respect to its second argument.

Taking into account Lemma 3.4 we derive expressions for the optimal reservation quantity

in the following two theorems. Note that different expressions are obtained for Ȳ ≥ I and

Ȳ < I.

Theorem 3.13. For Ȳ ≥ I, let cr1 = (r + p− h)
∫ I

0
[F (I)− F (y)]g(y)dy. Then,

i) If cr ≥ cr1, it is optimal not to reserve any capacity from the backup supplier.

ii) If cr < cr1, Ko1 satisfies
∫ I−Ko1

0
[F (I)− F (y +Ko1)]g(y)dy = cr/(r + p− h).
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Proof. In this case we have Q̄ ≥ I because Qc ≥ I and Ȳ ≥ I. Therefore, dΠ̃/dK is

given by the righthand side of (3.5.8) and the result follows from Π̃(K) being concave and

(dΠ̃/dK)|K=0 ≤ 0 for cr ≥ cr1.

Theorem 3.14. For Ȳ < I, let cr2 = (r + p − h)[F (I) − E[F (Y + I − Ȳ )]] and cr3 =

(r + p− h)[F (I)−E[F (Y )]]. Then,

i) If cr ≥ cr3, it is optimal not to reserve any capacity from the backup supplier.

ii) If cr2 ≤ cr < cr3, Ko1 satisfies E[F (Y +Ko1)] = F (Kc1).

iii) If cr < cr2, Ko1 satisfies
∫ I−Ko1

0
[F (I)− F (y +Ko1)]g(y)dy = cr/(r + p− h).

Proof. In this case we have Ȳ < I ≤ Qc, so that Q̄ = Ȳ . Then, dΠ̃/dK is equal to

the righthand side of (3.5.5) (with S = min{Y, Ȳ } = Y ) and (3.5.8) for K ≤ I − Ȳ and

K ≥ I− Ȳ , respectively, and the result follows from Π̃(K) being concave, (dΠ̃/dK)|K=0 ≤ 0

for cr ≥ cr3, and (dΠ̃/dK)|K=I−Ȳ ≤ 0 for cr ≥ cr2.

Case 2: ce < c. When it is cheaper to buy from the backup supplier, the sum of the

optimal order and reservation quantity is equal to the solution of the classical newsvendor

problem, unless it is restricted by the maximum capacity of the primary supplier. In other

words, a portion of the order that would have been placed with the primary supplier if he was

the only one available, is reserved with the backup supplier. This is shown in the following

Lemma.

Lemma 3.5. Let Q∗(K) be the optimal order quantity to the primary supplier assuming

a quantity of K has been reserved with the backup supplier. Then, for K < Kc1, we have

Q∗(K) = min{Qc −K, Ȳ }.

Proof. Note first that Qc < I because ce < c. Then, for fixed K, we get from (3.5.6)

and (3.5.7) that (∂Π/∂Q) ≤ 0 for Q ≥ I − K, if applicable, that is, if Ȳ ≥ I − K.

Therefore, Q∗(K) ≤ min{I − K, Ȳ }, which means that it can be determined from (3.5.4).

Because Kc1 < Qc, for K < Kc1 we have (∂Π/∂Q)|Q=0 > 0. Then, when Qc ≤ Ȳ , we

have Q∗(K) = Qc −K because we see from (3.5.4) that the profit function is increasing for

Q ≤ Qc −K and decreasing for Qc −K ≤ Q ≤ min{I −K, Ȳ }. When Ȳ < Qc, we use the

same argument to get that Q∗(K) = Ȳ for K ≤ Qc− Ȳ and Q∗(K) = Qc−K otherwise.

As a result of Lemma 3.5 we end up with an one-variable optimization problem be-

cause the optimal reservation quantity is given by Ko1 = argmax{Π̄(K)}, where Π̄(K) =

Π(min{Qc − K, Ȳ }, K). Moreover, Π̄(K) is concave, a fact established in the following

lemma.

Lemma 3.6. Π̄(K) is concave.

Proof. If Ȳ < Qc and K ≤ Qc − Ȳ we get from (3.5.5)

dΠ̄

dK
=
∂Π

∂K

∣

∣

∣

∣

Q=Ȳ

= (r + p− h) [F (Kc1)− E[F (Y +K)]] , (3.5.9)
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because S = min{Y, Ȳ } = Y . In any other case (3.5.5) yields

dΠ̄

dK
=
∂Π

∂K

∣

∣

∣

∣

Q=Qc−K

= (r + p− h) [F (Kc1)−E[F (min{Y,Qc −K}+K)]] . (3.5.10)

Differentiating (3.5.9) and (3.5.10) we get

d2Π̄

dK2
= −(r + p− h)

min{Qc−K,Ȳ }
∫

0

f(y +K)g(y)dy.

Therefore, d2Π̄/dK2 ≤ 0 for any K < Kc1. The proof is completed by noting that dΠ̄/dK

is continuous (the expressions in (3.5.9) and (3.5.10) are identical for K = Qc − Ȳ ).

In the following theorems we derive expressions for the optimal reservation quantity based

on Lemma 3.6, and the optimal order to the primary supplier is then computed according

to Lemma 3.5.

Theorem 3.15. For Ȳ ≥ Qc, let cr4 = c− ce + (r+ p− h)
∫ Qc

0
[F (Qc)−F (y)]g(y)dy. Then,

i) If cr ≥ cr4, Ko1 = 0, and Qo1 = Qc.

ii) If cr < cr4, Ko1 satisfies
∫ Qc−Ko1

0
[F (Qc)− F (y +Ko1)]g(y)dy = (cr + ce − c)/(r + p− h)

and Qo1 = Qc −Ko1.

Proof. When Ȳ ≥ Qc, dΠ̄/dK is given by (3.5.10), which after some straightforward algebra

takes the form

dΠ̄

dK
= c− ce − cr + (r + p− h)

Qc−K
∫

0

[F (Qc)− F (y +K)]g(y)dy.

Then, the result follows from Π̄(K) being concave and (dΠ̄/dK)|K=0 ≤ 0 for cr ≥ cr4.

Theorem 3.16. For Ȳ < Qc, let cr5 = (r + p − h)[F (I) − E[F (Y + Qc − Ȳ )]] and cr6 =

(r + p− h)[F (I)−E[F (Y )]]. Then,

i) If cr ≥ cr6, Ko1 = 0 and Qo1 = Ȳ .

ii) If cr5 ≤ cr < cr6, Ko1 satisfies E[F (Y +Ko1)] = F (Kc1) and Qo1 = Ȳ .

iii) If cr < cr5, Ko1 satisfies
∫ Qc−Ko1

0
[F (Qc)− F (y +Ko1)]g(y)dy = (cr + ce − c)/(r + p− h)

and Qo1 = Qc −Ko1.

Proof. For K ≤ Qc − Ȳ , dΠ̄/dK is given by (3.5.9), which can be also written as

dΠ̄

dK
= −cr + (r + p− h)[F (I)− E[F (Y +K)]].

Then, the result follows from from Π̄(K) being concave, (dΠ̄/dK)|K=0 ≤ 0 for cr ≥ cr6, and

(dΠ̄/dK)|K=Qc−Ȳ ≤ 0 for cr ≥ cr5.
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3.5.2 Analysis of Model 2

Setting S = min{Y,Q} in (3.3.4) we get for Q ≤ Ȳ

Π(Q,K) = −crK +

Q
∫

0

[L(y,K)− cy]g(y)dy+

Ȳ
∫

Q

[L(Q,K)− cQ]g(y)dy. (3.5.11)

Using (3.5.11) and (3.3.6)-(3.3.7) we obtain the first-order derivatives of the profit func-

tion. We have
∂Π

∂Q
= A(Q,K)[1−G(Q)], (3.5.12)

where

A(Q,K) = (r + p− c)− (ce − h)F (Q)− (r + p− ce)F (Q+K), (3.5.13)

and
∂Π

∂K
= r + p− cr − ce − (r + p− ce)E [F (S +K)] . (3.5.14)

It is easy to see that ∂2Π/∂K2 < 0, implying that the profit function is concave in its second

argument. Then, the optimal reservation quantity when only the backup supplier is available

is the solution of (∂Π/∂K) = 0 with S = 0. Denoting this quantity by Kc2 we have

Kc2 = F−1

(

r + p− cr − ce
r + p− ce

)

, (3.5.15)

and (3.5.14) can be written as

∂Π

∂K
= (r + p− ce) [F (Kc2)− E [F (S +K)]] , (3.5.16)

implying that ∂Π/∂K < 0 forK ≥ Kc2. Therefore, as was the case with Model 1, the optimal

reservation quantity is bounded above by the optimal quantity reserved in the absence of a

primary, unreliable supplier.

Because the profit function is not jointly concave in its arguments, we obtain the charac-

terization of the optimal solution by studying the equivalent problem of maximizing profit

function Π̃(K) = Π(Q∗(K), K), K < Kc2, where Q
∗(K) is defined as in Lemma 3.5 and is

determined from (3.5.12). Note that A(Q,K) is decreasing in Q. Therefore, if ∂Π/∂Q < 0

for some Q = Q̃, we have ∂Π/∂Q < 0 for all Q such that Q̃ < Q < Ȳ . This implies

that for fixed K, Π(Q,K) has a unique maximum. Furthermore, for K < Kc2 we get from

(3.5.12), (3.5.13) and (3.5.15) that (∂Π/∂Q)|Q=0 > cr + ce − c > 0. Therefore, Q∗(K) = Ȳ

if A(Ȳ , K) ≥ 0, and otherwise it is obtained by setting the derivative in (3.5.12) equal to 0,

that is, Q∗(K) satisfies

(ce − h)F (Q∗(K)) + (r + p− ce)F (Q
∗(K) +K) = r + p− c. (3.5.17)

Then, taking also into account that A(Q,K) is non-increasing in K, we get the following

characterization of the optimal order given the reservation quantity.
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Lemma 3.7. i) If A(Ȳ , 0) ≤ 0, Q∗(K) satisfies (3.5.17) for all K < Kc2.

ii) If A(Ȳ , Kc2) ≥ 0, Q∗(K) = Ȳ for all K < Kc2.

iii) If A(Ȳ , 0) > 0 and A(Ȳ , Kc2) < 0, Q∗(K) = Ȳ for K ≤ K1 and Q∗(K) satisfies (3.5.17)

for K1 < K < Kc2, where K1 is such that A(Ȳ , K1) = 0.

In summary, Lemma 3.7 states that there exists K2 such that Q∗(K) = Ȳ for K < K2

and Q∗(K) satisfies (3.5.17) for K ≥ K2 (K2 = 0, Kc2, K1 in cases (i),(ii),(iii), respectively).

We use this in the following lemma, where we prove the concavity of Π̃(K).

Lemma 3.8. Π̃(K) is concave.

Proof. We have

dΠ̃

dK
=
∂Π

∂K

∣

∣

∣

∣

Q=Q∗(K)

+
∂Π

∂Q

∣

∣

∣

∣

Q=Q∗(K)

dQ∗(K)

dK
=
∂Π

∂K

∣

∣

∣

∣

Q=Q∗(K)

, (3.5.18)

because dQ∗/dK = dȲ /dK = 0 for K < K2 and (∂Π/∂Q)|Q=Q∗(K) = 0 for K ≥ K2. For

K < K2, in which case Q∗(K) = Ȳ , we have d2Π̃/dK2 < 0 because Π(Q,K) is concave in

K. For K ≥ K2 we set Q = Q∗(K) in (3.5.14) and differentiate it to get

d2Π̃

dK2
= −(r + p− ce)





Q∗

∫

0

f(y +K)g(y)dy

+

[

1 +
dQ∗

dK

]

f(Q∗ +K)(1−G(Q∗))

]

, (3.5.19)

where we have dropped the dependence of Q∗ on K for notational convenience. Differenti-

ating now both sides of (3.5.17) we get

1 +
dQ∗

dK
=

(ce − h)f(Q∗)

(ce − h)f(Q∗) + (r + p− ce)f(Q∗ +K)
> 0, (3.5.20)

which combined with (3.5.19) yields d2Π̃/dK2 ≤ 0 for K ≥ K2 as well. Because F is

continuous, it is easy to see from (3.5.17) that Q∗(K) is also continuous. Then, the continuity

of dΠ̃/dK follows from (3.5.18) and (3.5.14), completing the proof.

Having established by Lemma 3.8 that the profit function has a unique maximum, in the

next two theorems we derive expressions for the optimal order and reservation quantities,

denoted by Qo2 and Ko2, respectively.

Theorem 3.17. For Ȳ ≥ Qc, let cr7 = (r + p− ce) [1− E[F (min{Y,Qc})]]. Then,

i) If cr ≥ cr7, Ko2 = 0 and Qo2 = Qc.

ii) If cr < cr7, Qo2 and Ko2 satisfy A(Qo2, Ko2) = 0 and E[F (min{Y,Qo2}+Ko2)] = F (Kc2).

Proof. When Ȳ ≥ Qc, we have from (3.5.13) that A(Ȳ , 0) ≤ 0, which implies that Q∗(K) is

given by (3.5.17) (part (i) of Lemma 3.7). In particular, Q∗(0) = Qc so that

dΠ̃

dK

∣

∣

∣

∣

∣

K=0

=
∂Π

∂K

∣

∣

∣

∣

Q=Qc,K=0

= −cr + cr7.
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Then, (dΠ̃/dK)|K=0 ≤ 0 for cr ≥ cr7 and part (i) follows from Lemma 3.8. On the other hand,

(dΠ̃/dK)|K=0 > 0 for cr < cr7, so (dΠ̃/dK)|K=Ko2
= 0. Then, noting that Q∗(Ko2) = Qo2,

part (ii) follows from (3.5.17), (3.5.18) and (3.5.16).

Theorem 3.18. For Ȳ < Qc, let cr8 = (r + p − ce) [1−E[F (Y )]] and cr9 = (r + p −

ce) [1−E[F (Y +K1)]] 1[A(Ȳ , Kc2) < 0], where K1 satisfies A(Ȳ , K1) = 0 when A(Ȳ , Kc2) <

0. Then,

i) If cr ≥ cr8, Ko2 = 0 and Qo2 = Ȳ .

ii) If cr9 ≤ cr < cr8, Ko2 satisfies E[F (Y +Ko2)] = F (Kc2) and Qo2 = Ȳ .

iii) If cr < cr9, Qo2 and Ko2 satisfy A(Qo2, Ko2) = 0 and E[F (min{Y,Qo2}+Ko2)] = F (Kc2).

Proof. When Ȳ < Qc, we have from (3.5.13) that A(Ȳ , 0) > 0, which implies that Q∗(0) =

Ȳ . Then, the proof of part (i) is identical to that of part (i) of Theorem 3.17 with Qc

replaced by Ȳ . When cr < cr8, we have (dΠ̃/dK)|K=0 > 0 and consequently Ko2 satisfies

E[F (S +Ko2)] = F (Kc2). When A(Ȳ , Kc2) < 0, in which case K1 > 0, we have Ko2 ≤ K1

if (dΠ̃/dK)|K=K1
≤ 0 and Ko2 > K1 otherwise. Then, parts (ii) and (iii) follow from part

(iii) of Lemma 3.7 and the fact that (dΠ̃/dK)|K=K1
≤ 0 if cr ≥ cr9. When A(Ȳ , Kc2) ≥ 0

we have cr9 = 0 and part (ii) is a consequence of part (ii) of Lemma 3.7 (part (iii) is not

applicable).

3.5.3 Comparison of Models 1 and 2

In this section we compare the optimal order and reservation quantities for the two

models. For a certain range of the reservation cost we show that when the option to buy

from the backup supplier can be exercised after the demand becomes known (Model 2), it is

optimal to order less from the primary supplier and reserve more with the backup supplier.

To prove this we need to compare the critical reservation costs that determine whether the

backup supplier should be used or not. To facilitate this comparison we obtain appropriate

forms for the aforementioned critical values, denoted by c̃r1 and c̃r2 for Model 1 and 2,

respectively. We have

c̃r1 = (r + p− ce)G(min{I, Q̄})− (r + p− h)

min{I,Q̄}
∫

0

F (y)g(y)dy

+(c− ce)
+
[

1−G(min{I, Q̄})
]

, (3.5.21)

c̃r2 = (r + p− ce)G(Q̄)− (r + p− ce)

Q̄
∫

0

F (y)g(y)dy

+
(r + p− ce)(c− h)

r + p− h

[

1−G(Q̄)
]

. (3.5.22)

It is easy to verify that c̃r1 reduces to cr1, cr3, cr4, and cr6 for the special cases of Model 1,

and c̃r2 to cr7 and cr8 for Model 2.

In the following lemma we show that for Model 2 the backup supplier is used for a larger

range of reservation cost values.
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Lemma 3.9. c̃r1 < c̃r2.

Proof. If ce < c, in which case I > Qc ≥ Q̄, we get

c̃r2 − c̃r1 =
(r + p− c)(ce − h)

r + p− h

[

1−G(Q̄)
]

+ (ce − h)

Q̄
∫

0

F (y)g(y)dy > 0.

If ce ≥ c, we have I < Qc. Then, if Ȳ ≤ I, which implies that min{I, Q̄} = Q̄ = Ȳ , we get

c̃r2 − c̃r1 = (ce − h)E[F (Y )] > 0. On the other hand, if Ȳ > I, we have min{I, Q̄} = I and

c̃r2 − c̃r1 > (r + p− ce)[G(Q̄)−G(I)]− (r + p− ce)

Q̄
∫

I

F (y)g(y)dy

= (r + p− ce)

Q̄
∫

I

[1− F (y)]g(y)dy ≥ 0,

completing the proof.

The main result of the section is given in the following theorem.

Theorem 3.19. For cr ≥ c̃r1 we have Ko2 ≥ Ko1 and Qo1 ≥ Qo2.

Proof. For cr ≥ c̃r2 the theorem is satisfied with equalities because Ko1 = Ko2 = 0 and

Qo1 = Qo2 = Q̄. For c̃r1 ≤ cr < c̃r2 we have Ko1 = 0 and Qo1 = Q̄. For Model 2, when

Q∗(K) is given by (3.5.17), we get from (3.5.20) that dQ∗/dK < 0, which combined with

Theorems 3.17 and 3.18 yields Qo2 ≤ Q̄.

Although we were not able to prove it, we believe that Theorem 3.19 holds in general.

Our conjecture was supported by several numerical experiments with cr < c̃r1.

3.5.4 Effect of model parameters

In this section we discuss the effect of the cost and revenue parameters on the optimal

order and reservation quantities. It can be shown that the optimal quantity associated with

each supplier is decreasing with its cost and increasing with the cost of the other supplier.

We omit the proof of this intuitive fact and focus on the effect of the rest of the parameters,

r, p, and h, for which less intuitive results were obtained. First note that we do not need

to consider r and p separately because the optimal solution depends on v = r + p. It is

reasonable to expect that increasing values of v and h would give the retailer an incentive to

order and reserve larger quantities because he would benefit more from their sale or salvage.

Although this is true for the total quantity ordered and reserved, we have identified cases

for which not both quantities are increasing, which is somewhat counterintuitive.

We present our results in the following sections, separately for each model. We restrict

attention to probability distributions for which the maximum capacity is at least equal to

the maximum demand, denoted by X̄, which we believe is a realistic assumption. In this
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case we have Ȳ > min{I, Qc} and Ȳ > Qc for Model 1 and 2, respectively, for any values

of the problem parameters and the optimal solution is given by Theorems 3.12, 3.13, 3.15

and 3.17. We chose not to include the analysis for Ȳ < X̄ because it is more complicated

(Theorems 3.16 and 3.18 may also determine the optimal solution) and does not add any

new insights.

3.5.4.1 Model 1

We start by proving a monotonicity property for the critical value of the reservation cost

that determines whether the backup supplier should be used or not.

Lemma 3.10. c̃r1 is nondecreasing in v and h.

Proof. Assuming Ȳ > min{I, Qc} we have from (3.5.21)

c̃r1 = (c− ce)
+ + (v − h)

min{I,Qc}
∫

0

[F (min{I, Qc})− F (y)]g(y)dy. (3.5.23)

Then, letting J = min{I, Qc} we get

∂c̃r1
∂v

=

J
∫

0

[F (J)− F (y)]g(y)dy+ (v − h)

J
∫

0

∂F (J)

∂v
g(y)dy,

∂c̃r1
∂h

= −

J
∫

0

[F (J)− F (y)]g(y)dy+ (v − h)

J
∫

0

∂F (J)

∂h
g(y)dy.

Both of the above are nonnegative because ∂F (J)/∂v = (max{c, ce} − h)/(v − h)2 and

∂F (J)/∂h = (v −max{c, ce})/(v − h)2 = F (J)/(v − h).

From (3.5.23) we get c̃r1 < v − ce, so limv→cr+ce c̃r1 < cr. It is also easy to show that

limv→∞ c̃r1 = ∞. Therefore, there exists vr1 such that c̃r1 > cr for v ≥ vr1. Letting

Hr1 = limh→min{c,ce} c̃r1, we have c̃r1 < cr for all h < c, ce if Hr1 ≤ cr. Otherwise, there exists

hr1 such that c̃r1 > cr for h ≥ hr1. In the following two theorems we obtain monotonicity

properties for Qo1 and Ko1 with respect to v and h for v ∈ [vr1,∞) and h ∈ [hr1,min{c, ce}),

respectively. In any other case we have Qo1 = Qc, which is increasing in v and h, and

Ko1 = 0.

Theorem 3.20. If ce ≥ c, Qo1 and Ko1 are increasing in v and h.

Proof. The monotonicity property for Qo1 follows from the fact that Qo1 = Qc (Theorem

3.12). Turning to Ko1, we have from Theorem 3.13 that Ko1 satisfies (v − h)
∫ I−Ko1

0
[F (I)−

F (y + Ko1)]g(y)dy = cr. Differentiating both sides with respect to v and h and using
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∂F (I)/∂v = (1− F (I))/(v − h) and ∂F (I)/∂h = F (I)/(v − h) we get

∂Ko1

∂v
(v − h)

I−Ko1
∫

0

f(y +Ko1)g(y)dy = (v − h)
∂F (I)

∂v
G(I −Ko1)

+

I−Ko1
∫

0

[F (I)− F (y +Ko1)]g(y)dy =

I−Ko1
∫

0

[1− F (y +Ko1)]g(y)dy > 0, (3.5.24)

∂Ko1

∂h
(v − h)

I−Ko1
∫

0

f(y +Ko1)g(y)dy = (v − h)
∂F (I)

∂h
G(I −Ko1)

−

I−Ko1
∫

0

[F (I)− F (y +Ko1)]g(y)dy =

I−Ko1
∫

0

F (y +Ko1)g(y)dy > 0, (3.5.25)

completing the proof.

Theorem 3.21. For ce < c we have

i) Ko1 is increasing in v and h,

ii) Qo1 is decreasing in v if f is nondecreasing, and increasing in h if f is nonincreasing.

Proof. According to Theorem 3.15, Ko1 satisfies (v−h)
∫ Qc−Ko1

0
[F (Qc)−F (y+Ko1)]g(y)dy =

cr+ce−c, so that (3.5.24) and (3.5.25) hold with I replaced with Qc, which proves part (i). To

prove part (ii), we use Qo1 = Qc−Ko1, f(Qc)(∂Qc/∂v) = ∂F (Qc)/∂v = (1−F (Qc))/(v−h),

f(Qc)(∂Qc/∂h) = ∂F (Qc)/∂h = F (Qc)/(v − h), and (3.5.24) and (3.5.25) with Qc instead

of I to get

∂Qo1

∂v
(v − h)

Qo1
∫

0

f(y +Ko1)g(y)dy = [1− F (Qc)]

∫ Qo1

0
f(y +Ko1)g(y)dy

f(Qc)

−

Qo1
∫

0

[1− F (y +Ko1)]g(y)dy, (3.5.26)

∂Qo1

∂h
(v − h)

Qo1
∫

0

f(y +Ko1)g(y)dy = F (Qc)

∫ Qo1

0
f(y +Ko1)g(y)dy

f(Qc)

−

Qo1
∫

0

F (y +Ko1)g(y)dy. (3.5.27)

Noting that y + Ko1 < Qc for 0 < y < Qo1, it is easy to see that the righthand side of

(3.5.26) is negative if f is nondecreasing and the righthand side of (3.5.27) is positive if f is

nonincreasing.

We end the section with the outcome of a numerical study on the behavior of the optimal

order quantity to the primary supplier when the assumptions in part (ii) of Theorem 3.21
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are relaxed. Specifically, we examined the dependence of Qo1 on v (resp. h) for several ex-

amples with demand that follows a triangular distribution with decreasing (resp. increasing)

probability density function. In all of these examples Qo1 exhibited the monotonic behavior

described in the theorem. Table 3.1 summarizes the findings of this section.

Table 3.1: Effect of model parameters on optimal order and reservation quantities

Parameters Qo Ko

c ↑ ↓ ↑

ce, cr ↑ ↑ ↓

r, p ↑ ↓ ↑

h ↑ ↑ ↑

3.5.4.2 Model 2

As with Model 1, we first show that the critical value of the reservation cost varies

monotonically with v and h.

Lemma 3.11. c̃r2 is increasing in v and decreasing in h.

Proof. For Ȳ > Qc we have from (3.5.22)

c̃r2 = cr7 = (v − ce)



1−

Qc
∫

0

F (y)g(y)dy− F (Qc)[1−G(Qc)]



 , (3.5.28)

which yields

∂c̃r2
∂v

= 1−

Qc
∫

0

F (y)g(y)dy− F (Qc)[1−G(Qc)]

−(v − ce)
∂F (Qc)

∂v
[1−G(Qc)]

≥ 1− F (Qc)−
(v − ce)(c− h)

(v − h)2
[1−G(Qc)]

=
c− h

v − h

[

1−
v − ce
v − h

[1−G(Qc)]

]

> 0,

∂c̃r2
∂h

= −(v − ce)
∂F (Qc)

∂h
[1−G(Qc)]

= −
v − ce
v − h

F (Qc)[1−G(Qc)] < 0,

where we have used the expressions derived in the proof of Lemma 3.10 for ∂F (Qc)/∂v and

∂F (Qc)/∂h.
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From (3.5.28) we get c̃r2 < v− ce and limv→∞ c̃r2 = ∞, so that there exists vr2 such that

c̃r2 > cr for v ≥ vr2. With Hr2 denoting the value of c̃r2 for h = 0, we have c̃r2 < cr for all

h < c, ce if Hr2 ≤ cr. Otherwise, there exists hr2 ≤ min{c, ce} such that c̃r2 > cr for h < hr2.

In the following theorem we obtain monotonicity properties for Qo2 and Ko2 with respect to

v and h for v ∈ [vr2,∞) and h ∈ [0, hr2), respectively. In any other case we have Qo2 = Qc,

which is increasing in v and h, and Ko2 = 0.

Theorem 3.22. i) Ko2 is increasing in v and nonincreasing in h.

ii) Qo2 is nonincreasing in v if f is nondecreasing, and increasing in h.

Proof. Differentiating with respect to v and h both sides of the equations that determine

the optimal order and reservation quantities (part (ii) of Theorem 3.17) we get

C ·

[

∂Qo2

∂h
∂Ko2

∂h

]

=

[

F (Qo2)

0

]

, (3.5.29)

C ·

[

∂Qo2

∂v
∂Ko2

∂v

]

=

[

1− F (Qo2 +Ko2)

(v − ce)
−1[1−E[F (min{Y,Qo2}+Ko2)]

]

, (3.5.30)

where

C =

[

(v − ce)f(Qo2 +Ko2) + (ce − h)f(Qo2) (v − ce)f(Qo2 +Ko2)

f(Qo2 +Ko2)[1−G(Qo2)] E [f(min{Y,Qo2}+Ko2)]

]

. (3.5.31)

Solving the linear systems of two equations with two unknowns defined by (3.5.29)-(3.5.31)

we get ∂Ko2/∂h = Ah/∆, ∂Qo2/∂h = Bh/∆, ∂Ko2/∂v = Av/∆, and ∂Qo2/∂v = Bv/∆,

where

∆ = (v − ce)f(Qo2 +Ko2)

Qo2
∫

0

f(y +Ko2)g(y)dy

+(ce − h)f (Qo2)E [f(min{Y,Qo2}+Ko2)] ,

Ah = −F (Qo2)f(Qo2 +Ko2)[1−G(Qo2)],

Bh = F (Qo2)E [f(min{Y,Qo2}+Ko2)] ,

Av =
(ce − h)

(v − ce)
f(Qo2)[1− E[F (min{Y,Qo2}+Ko2)]

+f(Qo2 +Ko2)

Qo2
∫

0

[1− F (y +Ko2)]g(y)dy,

Bv = [1− F (Qo2 +Ko2)]E [f(min{Y,Qo2}+Ko2)]

−f(Qo2 +Ko2)[1− E[F (min{Y,Qo2}+Ko2)].

It is easy to see that ∆, Bh, and Av are strictly positive. On the other hand, Ah and Bv are

equal to zero if Qo2 +Ko2 ≥ X̄ . Otherwise, Ah is negative and if f is nondecreasing, Bv is

also negative.
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Finally, we conducted a numerical investigation assuming that demand is triangularly

distributed with decreasing pdf, and thus relaxing the assumption in part (ii) of Theorem

3.22. In all the problem instances we considered we observed that Qo2 was decreasing in v.

The results of this section are summarized in Table 3.2.

Table 3.2: Effect of model parameters on optimal order and reservation quantities

Parameters Qo Ko

c ↑ ↓ ↑

ce, cr ↑ ↑ ↓

r, p ↑ ↓ ↑

h ↑ ↑ ↓

3.6 Conclusions

In this chapter we studied a special class of newsvendor models with two types of sup-

pliers: primary suppliers who are subject to random yield or random capacity and a reliable

supplier who can be used as backup after the delivery from primary suppliers and before or

after the demand becomes known as well, provided that his capacity has been reserved in

advance. We derived expressions for the order and reservation quantities that maximize the

expected profit of the retailer, from which we obtained several interesting insights. One such

insight had to do with situations where reservation is irrelevant in the sense that it is certain

that all of the reserved quantity will be eventually bought. This may happen when the

option to buy from the backup supplier is exercised before the demand becomes known and

the backup supplier is cheaper than the primary supplier after excluding reservation costs.

Another rather surprising fact is that increased sales and salvage prices do not necessarily

result in higher order and reservation quantities. Finally, as a natural continuation of this

work, we propose the study of multi-period models as a topic for future research.
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Appendix A

Proof of Lemma 2.1

First, we show V (x1, x2) > V (x1, x2 − 1) for x1 ≥ 0, x2 ≥ 1. We use induction on x1.

For x1 = 0, the result follows from (2.3.5) and (2.3.6). For x1 ≥ 1, if (0, ρ∗2) is the optimal

allocation at (x1, x2), we have from (2.3.1) and (2.3.2)

V (x1, x2)− V (x1, x2 − 1) =
h1x1 + h2x2

ρ∗2
> 0.

Otherwise, (2.3.1) yields

V (x1, x2)−V (x1, x2−1) = h2+ min
(ρ1,ρ2)∈A(x1,x2)

Wρ1,ρ2(x1, x2)− min
(ρ1,ρ2)∈A(x1,x2−1)

Wρ1,ρ2(x1, x2−1).

Let (ρ∗1, ρ
∗
2) = argmin(ρ1,ρ2)∈A(x1,x2)Wρ1,ρ2(x1, x2). Then, because (ρ∗1, 0) ∈ A(x1, x2 − 1), we

have

V (x1, x2)− V (x1, x2 − 1) ≥ h2 +Wρ∗
1
,ρ∗

2
(x1, x2)−Wρ∗

1
,0(x1, x2 − 1),

which combined with (2.3.2) leads to

V (x1, x2)− V (x1, x2 − 1) ≥
h2 + ρ∗1 [V (x1 − 1, x2 + 1)− V (x1 − 1, x2)]

ρ∗1 + ρ∗2
> 0,

where the last inequality follows from the induction hypothesis.

We now show that V (x1, x2) > V (x1 − 1, x2) for x1 ≥ 1, x2 ≥ 0. The proof is by

induction on x2. The induction base is established by noting that for all x1 ≥ 1 we have

V (x1, 0) > V (x1 − 1, 1) > V (x1 − 1, 0), where the first inequality follows from (2.3.3) and

(2.3.4) and the second from the monotonicity of the value function with respect to its second

argument. For x2 ≥ 1, if (ρ∗1, 0) is the optimal allocation at (x1, x2), we have

V (x1, x2)− V (x1 − 1, x2) > V (x1, x2)− V (x1 − 1, x2 + 1) =
h1x1 + h2x2

ρ∗1
> 0. (A.1)

Otherwise,

V (x1, x2)− V (x1 − 1, x2) ≥ h1 +Wρ∗
1
,ρ∗

2
(x1, x2)−W0,ρ∗

2
(x1 − 1, x2),

where (ρ∗1, ρ
∗
2) = argmin(ρ1,ρ2)∈A(x1,x2)Wρ1,ρ2(x1, x2). Applying (2.3.2) we get

(ρ∗1 + ρ∗2) [V (x1, x2)− V (x1 − 1, x2)] ≥ h1

+ρ∗1 [V (x1 − 1, x2 + 1)− V (x1 − 1, x2)] + ρ∗2 [V (x1, x2 − 1)− V (x1 − 1, x2 − 1)] ,

which is positive because of the monotonicity of the value function with respect to x2 and

the induction hypothesis.
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Proof of Lemma 2.3

The proof is by induction on x2 and is similar to that of Lemma 2.1. For x2 = 0, the

result follows from (2.3.3) and (2.3.4). For x2 ≥ 1, if (ρ∗1, 0) is the optimal allocation at

(x1, x2), f(x1, x2) > 0 by (A.1). Otherwise,

f(x1, x2) = V (x1, x2)− V (x1 − 1, x2 + 1) ≥ h1 − h2 +Wρ∗
1
,ρ∗

2
(x1, x2)−W0,ρ∗

2
(x1 − 1, x2 + 1)

= h1 − h2 + ρ∗2f(x1, x2 − 1) + (1− ρ∗1 − ρ∗2)f(x1, x2),

where (ρ∗1, ρ
∗
2) = argmin(ρ1,ρ2)∈A(x1,x2)Wρ1,ρ2(x1, x2) and the last equality follows from (2.3.2).

Then f(x1, x2) > 0 because h1 ≥ h2 and f(x1, x2 − 1) > 0 (induction hypothesis).

Proof of Lemma 2.4

We start by deriving a recursive equation for d̃(1, x2), x2 ≥ 0. To do that we use

optimality equations (2.3.3) and (2.3.5)-(2.3.8) and, where applicable, identities min(a, b) =

a+ (b− a)− and min(a, b) = b− (b− a)+ for the first and second terms, respectively, of the

differences appearing in the definition of f(1, x2) and g(1, x2). We get

d̃(1, 0) = ξ1(h1 − h2) + ξ1(ν2 + ξ2)V (0, 1) + (ν2 + µ1 + µ2 + ξ2)d̃(1, 0), (A.2)

d̃(1, 1) = ξ1(h1 − h2)− µ2h2 + ν2d̃(1, 0) + µ1d̃(1, 1) + ν1µ2g(0, 2)

+ξ1ξ2f(1, 1) + µ2
2g(1, 1) + ξ1d̄(1, 1)

− + µ2d̄(1, 1)
+, (A.3)

d̃(1, x2) = ξ1(h1 − h2)− µ2h2 + ν2d̃(1, x2 − 1) + (µ1 + ξ2)d̃(1, x2)

+ν1µ2g(0, x2 + 1) + ξ1d̃(1, x2)
− + µ2d̃(1, x2)

+

+µ2

[

d̄(1, 1)−1(x2 = 2) + d̃(1, x2 − 1)−1(x2 > 2)
]

, x2 ≥ 2. (A.4)

For x2 ≥ 2 we get from (2.3.6) that g(0, x2) = −h2x2/(µ2 + ν2) and consequently

g(0, x2)− g(0, x2 + 1) =
h2

µ2 + ν2
. (A.5)

To prove d̃(1, 0) > d̃(1, 1) we consider two cases for d̄(1, 1). When d̄(1, 1) < 0 we get from

(A.3)

d̃(1, 1) = ξ1(h1 − h2)− µ2h2 + ν2d̃(1, 0) + (µ1 + µ2)d̃(1, 1) + ν1µ2g(0, 2)

+ξ1(ξ2 − µ2)f(1, 1) + ξ1d̄(1, 1)

< ξ1(h1 − h2)− µ2h2 + ν2d̃(1, 0) + (µ1 + µ2)d̃(1, 1) (A.6)

because g(0, 2) < 0, µ2 > ξ2, f(1, 1) > 0 and d̄(1, 1) < 0. Then (A.2) and (A.6) yield

d̃(1, 0)− d̃(1, 1) >
µ2h2 + ξ1(ν2 + ξ2)V (0, 1) + ξ2d̃(1, 0)

1− µ1 − µ2
> 0

because d̃(1, 0) = ξ1f(1, 0) > 0. When d̄(1, 1) ≥ 0, substituting d̄(1, 1)+ = d̄(1, 1) =

ξ1f(1, 1) + ξ2g(1, 1) in (A.3) we get

d̃(1, 1) = ξ1(h1 − h2)− µ2h2 + ν2d̃(1, 0) + (µ1 + µ2 + ξ2)d̃(1, 1) + ν1µ2g(0, 2),

Institutional Repository - Library & Information Centre - University of Thessaly
01/06/2024 21:10:43 EEST - 18.119.166.180



Appendix A 71

which combined with (A.2) gives

d̃(1, 0)− d̃(1, 1) =
µ2h2 + ξ1(ν2 + ξ2)V (0, 1)− ν1µ2g(0, 2)

1− µ1 − µ2 − ξ2
> 0.

Next we show d̃(1, 1) > d̃(1, 2). Using d̄(1, 1) = d̄(1, 1)− + d̄(1, 1)+ in (A.3) we get

d̃(1, 1) = ξ1(h1 − h2)− µ2h2 + ν2d̃(1, 0) + (µ1 + ξ2)d̃(1, 1) + ν1µ2g(0, 2)

+µ2d̃(1, 1) + ξ1d̄(1, 1)
− − µ2d̄(1, 1)

−. (A.7)

We consider two cases for d̃(1, 1). Assume first that d̃(1, 1) < 0. Because d̃(1, 1) < d̄(1, 1)

and d̃(1, 1)+ = 0, we get from (A.7) and (A.4)

d̃(1, 1)− d̃(1, 2) > ν2d̃(1, 0) + (µ2 − ν2)d̃(1, 1) + (µ1 + ξ2)
[

d̃(1, 1)− d̃(1, 2)
]

+µ1ν2 [g(0, 2)− g(0, 3)] + ξ1

[

d̃(1, 1)− − d̃(1, 2)−
]

+ µ2

[

d̃(1, 1)+ − d̃(1, 2)+
]

,

and d̃(1, 1) − d̃(1, 2) > 0 follows from µ2 ≤ ν2, (A.5) and Lemma 2.2. When d̃(1, 1) ≥ 0,

which implies that d̄(1, 1) ≥ 0 as well, (A.7) and (A.4) yield

d̃(1, 1)− d̃(1, 2) = ν2

[

d̃(1, 0)− d̃(1, 1)
]

+ (µ1 + ξ2)
[

d̃(1, 1)− d̃(1, 2)
]

+µ1ν2 [g(0, 2)− g(0, 3)] + µ2

[

d̃(1, 1)+ − d̃(1, 2)+
]

− ξ1d̃(1, 2)
−,

and d̃(1, 1) − d̃(1, 2) > 0 follows from d̃(1, 0) > d̃(1, 1), (A.5) and Lemma 2.2. From (A.4)

we get

d̃(1, 2)− d̃(1, 3) = ν2

[

d̃(1, 1)− d̃(1, 2)
]

+ (µ1 + ξ2)
[

d̃(1, 2)− d̃(1, 3)
]

+µ1ν2 [g(0, 3)− g(0, 4)] + µ2

[

d̄(1, 1)− − d̃(1, 2)−
]

+ξ1

[

d̃(1, 2)− − d̃(1, 3)−
]

+ µ2

[

d̃(1, 2)+ − d̃(1, 3)+
]

,

and d̃(1, 2)− d̃(1, 3) > 0 follows from d̄(1, 1) > d̃(1, 1) > d̃(1, 2), (A.5) and Lemma 2.2. For

x2 ≥ 3, d̃(1, x2)− d̃(1, x2 +1) > 0 can be proved by a straightforward induction on x2 based

on (A.4) and application of Lemma 2.2, thus completing the proof of the first part of the

lemma.

We now turn to the proof of part (ii). Because d̃(1, x2) is a decreasing sequence, its limit as

x2 → ∞ exists. Moreover, it is easy to show that limx2→∞ d̃(1, x2)
− =

[

limx2→∞ d̃(1, x2)
]−

and limx2→∞ d̃(1, x2)
+ =

[

limx2→∞ d̃(1, x2)
]+

. Assume L̃ = limx2→∞ d̃(1, x2) is finite. By

taking limits in (A.4) we get

L̃ = ξ1(h1−h2)−µ2h2+(ν2+µ1+ ξ2)L̃+ν1µ2 lim
x2→∞

g(0, x2)+ ξ1

(

L̃− L̃+
)

+µ2

(

L̃+ + L̃−
)

,

leading to

ν1L̃ = ξ1(h1 − h2)− µ2h2 − ξ1L̃
+ + ν1µ2 lim

x2→∞
g(0, x2),

which is a contradiction because g(0, x2) = −h2x2/(ν2 + µ2) tends to −∞ as x2 → ∞.
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Proof of Lemma 2.5

The proof is by induction on x1. We start with x1 = 1 to establish the induction base.

We derive the following recursive equation for d(1, x2) in the same way we did for d̃(1, x2).

d(1, 0) = µ1(h1 − h2) + µ1(ν2 + ξ2)V (0, 1) + (ν2 + µ1 + µ2 + ξ2)d(1, 0), (A.8)

d(1, 1) = µ1(h1 − h2)− µ2h2 + ν2d(1, 0) + (µ1 + µ2 + ξ2)d(1, 1)

+µ2(ν1 + ξ1 − µ1)g(0, 2) + (µ1 − µ2)d̄(1, 1)
−, (A.9)

d(1, x2) = µ1(h1 − h2)− µ2h2 + ν2d(1, x2 − 1) + (µ1 + µ2 + ξ2)d(1, x2)

+µ2(ν1 + ξ1 − µ1)g(0, x2 + 1) + (µ1 − µ2)d̃(1, x2)
−

+µ2

[

d̄(1, 1)−1(x2 = 2) + d̃(1, x2 − 1)−1(x2 > 2)
]

, x2 ≥ 2. (A.10)

Then d(1, x2) − d(1, x2 + 1) > 0 can be proved by induction on x2 based on (A.8)-(A.10),

using the facts that ν1 + ξ1 > µ1 ≥ µ2, g(0, x2) is negative and decreasing, d̄(1, 1) > d̃(1, 1),

and d̃(1, x2) is decreasing. For x1 ≥ 2 we have

d(x1, 0) = µ1(h1 − h2) + ν1µ1f(x1 − 1, 1)− µ1(ν2 + ξ2)g(x1 − 1, 1)

+(ν2 + µ2 + ξ1 + ξ2)d(x1, 0)

+µ1

[

d̄(1, 1)+1(x1 = 2) + d̂(x1 − 1, 1)+1(x1 > 2)
]

, (A.11)

d(x1, 1) = µ1(h1 − h2)− µ2h2 + ν1d(x1 − 1, 2) + ν2d(x1, 0)

+(ξ1 + ξ2)d(x1, 1) + µ2(µ2 − ξ2)g(x1, 1) + µ1d̂(x1, 1)
− + µ2d̂(x1, 1)

+

+µ1

[

d̃(1, 2)+1(x1 = 2) + d(x1 − 1, 2)+1(x1 > 2)
]

, (A.12)

d(x1, x2) = µ1(h1 − h2)− µ2h2 + ν1d(x1 − 1, x2 + 1) + ν2d(x1, x2 − 1)

+(ξ1 + ξ2)d(x1, x2) + µ1d(x1, x2)
− + µ2d(x1, x2)

+

+µ1

[

d̃(1, x2 + 1)+1(x1 = 2) + d(x1 − 1, x2 + 1)+1(x1 > 2)
]

+µ2

[

d̂(x1, 1)
−1(x2 = 2) + d(x1, x2 − 1)−1(x2 > 2)

]

, x2 ≥ 2. (A.13)

To show d(x1, 0) > d(x1, 1) > d(x1, 2) we consider two cases for d̂(x1, 1). First, assume

d̂(x1, 1) < 0 which implies d(x1, 1) < 0 as well. Then, d(x1, 1) < d(x1, 0) because d(x1, 0) =

µ1f(x1, 0) > 0. Noting that (µ2 − ξ2)g(x1, 1) = d(x1, 1) − d̂(x1, 1), d̂(x1, 1) > d(x1, 1), and

d̂(x1, 1)
+ = d(x1, 1)

+ = 0, we get from (A.12) and (A.13)

d(x1, 1)− d(x1, 2) > ν2d(x1, 0) + ν1 [d(x1 − 1, 2)− d(x1 − 1, 3)] +

(µ2 − ν2)d(x1, 1) + µ1

[

d̃(1, 2)+ − d̃(1, 3+)
]

1(x1 = 2)

+µ1

[

d(x1 − 1, 2)+ − d(x1 − 1, 3)+
]

1(x1 > 2) + (ξ1 + ξ2) [d(x1, 1)− d(x1, 2)]

+µ1

[

d(x1, 1)
− − d(x1, 2)

−
]

+ µ2

[

d(x1, 1)
+ − d(x1, 2)

+
]

. (A.14)

Because d(x1, 0) > 0, µ2 ≤ ν2, d(x1, 1) < 0 and d̃(1, x2) is decreasing, we get d(x1, 1) >

d(x1, 2) by applying the induction hypothesis and Lemma 2.2. When d̂(x1, 1) ≥ 0, we have
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in (A.12) µ2(µ2 − ξ2)g(x1, 1) + µ2d̂(x1, 1)
+ = µ2d(x1, 1). Therefore, taking also into account

that µ1f(x1 − 1, 1) > d(x1 − 1, 1) and g(x1 − 1, 1) < 0, we obtain from (A.11) and (A.12)

(1− ξ1 − ξ2 − µ2) [d(x1, 0)− d(x1, 1)] > µ2h2 + ν1 [d(x1 − 1, 1)− d(x1 − 1, 2)] +

+µ1

[

d̄(1, 1)+ − d̃(1, 2)+
]

1(x1 = 2) + µ1

[

d̂(x1 − 1, 1)+ − d(x1 − 1, 2)+
]

1(x1 > 2).

The righthand side of the equation above is positive by the induction hypothesis, d̄(1, 1) >

d̃(1, 1) > d̃(1, 2), and d̂(x1 − 1, 1) > d(x1 − 1, 1) for x1 > 2. When d(x1, 1) < 0, (A.12) and

(A.13) yield (A.14) without the second to last term, so d(x1, 1) > d(x1, 2) is proved similarly.

When d(x1, 1) ≥ 0, in which case d(x1, 1) = d(x1, 1)
+, we get

d(x1, 1)− d(x1, 2) > ν1 [d(x1 − 1, 2)− d(x1 − 1, 3)] + ν2 [d(x1, 0)− d(x1, 1)]

+µ1

[

d̃(1, 2)+ − d̃(1, 3)+
]

1(x1 = 2) + µ1

[

d(x1 − 1, 2)+ − d(x1 − 1, 3)+
]

1(x1 > 2)

+(ξ1 + ξ2) [d(x1, 1)− d(x1, 2)] + µ2

[

d(x1, 1)
+ − d(x1, 2)

+
]

and d(x1, 1) > d(x1, 2) follows from d(x1, 0) > d(x1, 1), d̃(1, x2) being decreasing, the induc-

tion hypothesis and Lemma 2.2. Next, (A.13) yields

d(x1, 2)− d(x1, 3) = ν1 [d(x1 − 1, 3)− d(x1 − 1, 4)] + ν2 [d(x1, 1)− d(x1, 2)]

+µ1

[

d̃(1, 3)+ − d̃(1, 4)+
]

1(x1 = 2) + µ1

[

d(x1 − 1, 3)+ − d(x1 − 1, 4)+
]

1(x1 > 2)

+µ2

[

d̂(x1, 1)
− − d(x1, 2)

−
]

+ (ξ1 + ξ2) [d(x1, 2)− d(x1, 3)]

+µ1

[

d(x1, 2)
− − d(x1, 3)

−
]

+ µ2

[

d(x1, 2)
+ − d(x1, 3)

+
]

and d(x1, 2) > d(x1, 3) follows from d(x1, 1) > d(x1, 2), d̃(1, x2) being decreasing, d̂(x1, 1) >

d(x1, 1), the induction hypothesis and Lemma 2.2. Finally, for x2 ≥ 3, d(x1, x2)− d(x1, x2 +

1) > 0 is proved easily by induction on x2 based on (A.13) and application of the induction

hypothesis for x1 and Lemma 2.2.

The second part of the lemma is proved by induction on x1. Let L(x1) = limx2→∞ d(x1, x2);

this limit exists because d(x1, x2) is decreasing in x2. From (A.10) we have

d(1, x2) ≤ µ1(h1 − h2)− µ2h2 + ν2d(1, x2 − 1) + (µ1 + µ2 + ξ2)d(1, x2)

+µ2(ν1 + ξ1 − µ1)g(0, x2 + 1).

Assuming L(1) is finite and taking limits on both sides we get

(ν1 + ξ1)L(1) ≤ µ1(h1 − h2)− µ2h2 + µ2(ν1 + ξ1 − µ1) lim
x2→∞

g(0, x2) = −∞,

clearly a contradiction. Let now L(x1 − 1) = −∞ be the induction hypothesis. Taking also

into account that L̃ = −∞, we get from (A.13) for x2 sufficiently large

d(x1, x2) = µ1(h1 − h2)− µ2h2 + ν1d(x1 − 1, x2 + 1) + ν2d(x1, x2 − 1)

+(ξ1 + ξ2)d(x1, x2) + µ1d(x1, x2)
− + µ2d(x1, x2)

+ + µ2d(x1, x2 − 1)−.

Assuming L(x1) is finite and taking limits on both sides we get

ν1L(x1) = µ1(h1 − h2)− µ2h2 − µ1L(x1)
+ + ν1L(x1 − 1) = −∞,

which is a contradiction. Therefore, L(x1) = −∞, x1 ≥ 1, completing the proof of the

lemma.
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Proof of Lemma 2.6

The proof of part (i) is by induction on x2. Note that d(2, 1) ≥ 0 implies d̂(2, 1) ≥ 0 and

for x2 ≥ 2, d(2, x2) ≥ 0 implies d(2, x2 − 1) ≥ 0 by Lemma 2.5(i). Taking the above into

account and after some straightforward algebraic manipulations we get from (A.12), (A.13)

and (A.10)

d(2, x2) ≥ µ1(h1 − h2)− µ2h2 + ν1d(1, x2 + 1) + ν2d(2, x2 − 1) + (ξ1 + ξ2 + µ2)d(2, x2),

d(1, x2 + 1) ≤ µ1(h1 − h2)− µ2h2 + ν2d(1, x2) + (µ1 + µ2 + ξ2)d(1, x2 + 1),

from which we obtain

d(2, x2)− d(1, x2 + 1) ≥
ν2 [d(2, x2 − 1)− d(1, x2)] + (ν1 + ξ1 − µ1)d(1, x2 + 1)

ν1 + ν2 + µ1
. (A.15)

We assume that d(1, x2+1) ≥ 0 because otherwise there is nothing to prove. Then, d(2, 1) ≥

d(1, 2) follows from d(2, 0) > d(1, 0) > d(1, 1) and (A.15) for x2 = 1, establishing the

induction base. For x2 ≥ 2, because d(2, x2 − 1) ≥ 0, the induction hypothesis implies that

d(2, x2 − 1)− d(1, x2) ≥ 0, so we get d(2, x2)− d(1, x2 + 1) ≥ 0 from (A.15).

Before proceeding to parts (ii) and (iii), we use the optimality equations to get for x1 ≥ 2

d̂(x1, 1) = C(x1) + (ξ1 + µ2)d̂(x1, 1) + µ1d̂(x1, 1)
− + ξ2d̂(x1, 1)

+, (A.16)

where

C(x1) = µ1(h1 − h2)− ξ2h2 + ν1 [µ1f(x1 − 1, 2) + ξ2g(x1 − 1, 2)] + ν2d(x1, 0)

−µ1(µ2 − ξ2)g(x1 − 1, 2) + µ1

[

d̃(1, 2)+1(x1 = 2) + d(x1 − 1, 2)+1(x1 > 2)
]

> µ1(h1 − h2)− ξ2h2 + ν2d(x1, 0)

+(ν1 + µ1)
[

d̃(1, 2)+1(x1 = 2) + d(x1 − 1, 2)+1(x1 > 2)
]

, (A.17)

with the inequality following from µi > ξi, i = 1, 2.

The proof of part (ii) is by induction on x2. We have d̄(1, 1) > d̃(1, 1) > d̃(1, 2) with the

second inequality following from Lemma 2.4(i). Therefore, assuming that d̃(1, 2) ≥ 0, we get

from (A.4)

d̃(1, 2) = D̃ + (µ1 + ξ2 + µ2)d̃(1, 2), (A.18)

where

D̃ = ξ1(h1 − h2)− µ2h2 + ν2d̃(1, 1) + ν1µ2g(0, 3) ≥ 0. (A.19)

Because d(2, 0) > d(1, 1) > d̃(1, 1), (A.17) and (A.19) yield C(2) > D̃ and we get d̂(2, 1) > 0

from (A.16) and Lemma 2.2. Substituting in (A.12) we get

d(2, 1) = µ1(h1 − h2)− µ2h2 + ν1d(1, 2) + ν2d(2, 0) + µ1d̃(1, 2) + (ξ1 + ξ2 + µ2)d(2, 1),

which combined with (A.18) and (A.19) gives

d(2, 1)− d̃(1, 2) >
(µ1 − ξ1)(h1 − h2) + ν1d(1, 2) + ξ1d̃(1, 2) + ν2

[

d(2, 0)− d̃(1, 1)
]

ν1 + ν2 + µ1

,
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which is positive because d(1, 2) > d̃(1, 2) ≥ 0 and d(2, 0) > d̃(1, 1), thus establishing the

induction base. For x2 > 2, assuming d̃(1, x2) ≥ 0 implies d̃(1, x2 − 1) ≥ 0 by Lemma 2.4(i),

which by the induction hypothesis yields d(2, x2 − 2) ≥ 0. Taking into account all of the

above we get from (A.13) and (A.4)

d(2, x2 − 1)− d̃(1, x2) = (µ1 − ξ1)(h1 − h2) + ν1d(1, x2) + ξ1d̃(1, x2)− ν1µ2g(0, x2 + 1)

+ν2

[

d(2, x2 − 2)− d̃(1, x2 − 1)
]

+ (ξ1 + ξ2)
[

d(2, x2 − 1)− d̃(1, x2)
]

+µ1

[

d(2, x2 − 1)− − d̃(1, x2)
−
]

+ µ2

[

d(2, x2 − 1)+ − d̃(1, x2)
+
]

.

Noting that d(1, x2) > d̃(1, x2) ≥ 0 and applying the induction hypothesis to the term

multiplying ν2, we get from Lemma 2.2 that d(2, x2 − 1)− d̃(1, x2) ≥ 0.

The proof of part (iii) is by nested induction on x1 and x2. For some x1 ≥ 2, assume

that d(x1, 2) ≥ 0. Then, d(x1, 1) > 0 by Lemma 2.5(i) and consequently d̂(x1, 1) > 0 as well.

Therefore, we get from (A.13)

d(x1, 2) = D(x1) + (ξ1 + ξ2 + µ2)d(x1, 2), (A.20)

where

D(x1) = µ1(h1 − h2)− µ2h2 + ν1d(x1 − 1, 3) + ν2d(x1, 1)

+µ1

[

d̃(1, 3)+1(x1 = 2) + d(x1 − 1, 3)+1(x1 > 2)
]

≥ 0. (A.21)

Assuming that the lemma holds for less than x1 jobs in Station 1 (induction hypothesis with

respect to x1), we get d(x1, 2) ≥ d(x1 − 1, 3) if x1 > 2. If x1 = 2 we have d(2, 2) ≥ d(1, 3) >

d̃(1, 3), where the first inequality is due to part (i). Moreover, d(x1 + 1, 0) > d(x1, 0) >

d(x1, 1), so (A.17) and (A.21) yield C(x1 + 1) > D(x1) and d̂(x1 + 1, 1) > 0 follows from

(A.16) and Lemma 2.2. Substituting in (A.12) we get

d(x1 + 1, 1) = µ1(h1 − h2)− µ2h2 + ν1d(x1, 2) + ν2d(x1 + 1, 0)

+µ1d(x1, 2) + (ξ1 + ξ2 + µ2)d(x1 + 1, 1). (A.22)

Using part (i) for x1 = 2 and the induction hypothesis for x1 > 2 we get from (A.20), (A.21)

and (A.22) that d(x1, 2) ≤ d(x1 + 1, 1), which establishes the base for the induction with

respect to x2. To complete the induction we consider x1 ≥ 2, x2 ≥ 3, in which case (A.13)

yields

d(x1 + 1, x2 − 1)− d(x1, x2) = ν1 [d(x1, x2)− d(x1 − 1, x2 + 1)]

+ν2 [d(x1 + 1, x2 − 2)− d(x1, x2 − 1)] + µ1

[

d(2, x2)
+ − d̃(1, x2 + 1)+

]

1(x1 = 2)

+µ1

[

d(x1, x2)
+ − d(x1 − 1, x2 + 1)+

]

1(x1 > 2) + µ2

[

d̂(x1 + 1, 1)− − d(x1, 2)
−
]

1(x2 = 3)

+µ2

[

d(x1 + 1, x2 − 2)− − d(x1, x2 − 1)−
]

1(x2 > 3) + (ξ1 + ξ2) [d(x1 + 1, x2 − 1)− d(x1, x2)]

+µ1

[

d(x1 + 1, x2 − 1)− − d(x1, x2)
−
]

+ µ2

[

d(x1 + 1, x2 − 1)+ − d(x1, x2)
+
]

. (A.23)

Assume d(x1, x2) ≥ 0. Then, reasoning as in the case x2 = 2, we get d(2, x2) ≥ d(1, x2+1) >

d̃(1, x2 + 1) if x1 = 2, and d(x1, x2) ≥ d(x1 − 1, x2 + 1) if x1 > 2. Because d(x1, x2) ≥ 0,
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by Lemma 2.5(i) we also have d(x1, x2 − 1) ≥ 0 and applying the induction hypothesis with

respect to x2 we get d(x1, x2 − 1) ≤ d(x1 + 1, x2 − 2). Therefore, we get d(x1 + 1, x2 − 1) ≥

d(x1, x2) from (A.23) and Lemma 2.2.

Proof of Lemma 2.7

To prove part (i), we use the optimality equations to derive the following recursive equa-

tion for f(1, x2).

f(1, 0) = h1 − h2 + (ν2 + ξ2)V (0, 1) + (ν2 + µ1 + µ2 + ξ2)f(1, 0), (A.24)

f(1, 1) = h1 − h2 + (ν2 + µ2)f(1, 0) + (µ1 + ξ2)f(1, 1)

+(µ2 − ξ2) [V (1, 1)− V (1, 0)] , (A.25)

f(1, x2) = h1 − h2 + (ν2 + µ2)f(1, x2 − 1) + (µ1 + ξ2)f(1, x2), x2 ≥ 2. (A.26)

From (A.24) and (A.25) we get

f(1, 0)− f(1, 1) = (ν2 + ξ2)V (0, 1) + (µ1 + µ2 + ξ2) [f(1, 0)− f(1, 1)]

−µ2 [V (0, 2)− V (0, 1)] + ξ2 [V (1, 1)− V (1, 0)] . (A.27)

Using (2.3.5), (2.3.6) and ν2 ≥ µ2 we get

(ν2 + ξ2)V (0, 1)− µ2 [V (0, 2)− V (0, 1)] = h2

[

1−
2µ2

ν2 + µ2

]

≥ 0,

which combined with (A.27) and Lemma 2.1 yields f(1, 0) > f(1, 1). Then, f(1, 1) > f(1, 2)

follows from (A.25), (A.26), µ2 > ξ2 and Lemma 2.1. Finally, f(1, x2) > f(1, x2 + 1) for

x2 ≥ 2 can be proved by induction on x2 based on (A.26).

We now proceed to the proof of part (ii). Recall that condition µ1 ≥ µ2 was not used in

the proof of Lemma 2.5(i) for x1 ≥ 2, so the same arguments can be used here. Therefore,

we only need to show that d(1, x2) > d(1, x2 + 1). Equation (A.8) can be written as

d(1, 0) = µ1(h1 − h2) + µ1ν2V (0, 1) + µ1ξ2V (1, 0) + (ν2 + µ1 + µ2)d(1, 0). (A.28)

Using the fact that d̄(1, 1) = ξ2g(1, 1) for ξ1 = 0, we get after some straightforward algebra

ξ2d(1, 1) + (µ1 − µ2)d̄(1, 1)
− = µ1ξ2 [V (1, 0)− V (0, 2)] .

Substituting the last expression in (A.9) and combining with (A.28) we get

d(1, 0)− d(1, 1) =
µ2h2 + µ1ν2V (0, 1) + µ1ξ2V (0, 2)− µ2(ν1 − µ1)g(0, 2)

1− µ1 − µ2

> 0. (A.29)

To prove d(1, 1) > d(1, 2) we will assume µ1 < µ2 because for µ1 ≥ µ2 it has been proved

in Lemma 2.5(i). Setting d̄(1, 1) = ξ2g(1, 1) in (A.9) and (A.10) and d̃(1, 2) = µ2g(1, 2) in

(A.10) we get after some algebraic manipulations

d(1, 1)− d(1, 2) = K + (µ1 + ξ2) [d(1, 1)− d(1, 2)] , (A.30)
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where

K = ν2 [d(1, 0)− d(1, 1)] + ν1µ2 [g(0, 2)− g(0, 3)]− µ1µ2g(0, 2)

+(µ1 − µ2)ξ2g(1, 1) + µ2(µ2 − ξ2)g(1, 1). (A.31)

Furthermore, it is straightforward to show that

g(1, 1) = V (1, 0)− V (1, 1) =
−h2 + ν1g(0, 2)

ν1 + ν2 + ξ2
. (A.32)

Then, noting that µ1 < µ2, g(1, 1) < 0 and g(0, 2) > g(0, 3), we substitute (A.29) and (A.32)

into (A.31) to get

K >
ν2(µ1 + µ2)− µ2(µ2 − ξ2)

ν1 + ν2 + ξ2
h2

−
ν2 [µ1ξ2 + µ2(ν1 − µ1)] + µ1µ2(ν1 + ν2 + ξ2)− ν1µ2(µ2 − ξ2)

ν1 + ν2 + ξ2
g(0, 2), (A.33)

where in (A.29) we have used V (0, 2) = V (0, 1) − g(0, 2) and V (0, 1) = h2/(ν2 + ξ2). The

terms multiplying h2 and g(0, 2) in (A.33) are positive because ν2 ≥ µ2. Therefore, K > 0

and d(1, 1) > d(1, 2) follows from (A.30). We prove d(1, x2) > d(1, x2 + 1) for x2 ≥ 2 by

induction on x2 based on (A.10). It is straightforward to show that

µ2d(1, x2)− µ1µ2g(0, x2 + 1) + (µ1 − µ2)µ2g(1, x2) = µ1µ2f(1, x2 − 1),

and (A.10) takes the form

d(1, x2) = µ1(h1 − h2)− µ2h2 + ν2d(1, x2 − 1) + (µ1 + ξ2)d(1, x2)

+µ2ν1g(0, x2 + 1) + µ1µ2f(1, x2 − 1)

+µ2

[

d̄(1, 1)−1(x2 = 2) + d̃(1, x2 − 1)−1(x2 > 2)
]

, x2 ≥ 2. (A.34)

Then, d(1, x2)− d(1, x2 + 1) > 0 is proved by induction on x2, using the facts that d̄(1, 1) >

d̃(1, 1) and g(0, x2), f(1, x2), and d̃(1, x2) are decreasing sequences.

As in the proof of part (ii), it suffices to show part (iii) for x1 = 1. Let L = limx2→∞ d(1, x2)

and F = limx2→∞ f(1, x2); F exists and is finite because f(1, x2) is a positive (Lemma 2.3)

and decreasing sequence (part (i)). From (A.34) we have

d(1, x2) ≤ µ1(h1 − h2)− µ2h2 + ν2d(1, x2 − 1) + (µ1 + ξ2)d(1, x2)

+µ2ν1g(0, x2 + 1) + µ1µ2f(1, x2 − 1).

Assuming L is finite we get a contradiction because by taking limits on both sides we get

(ν1 + µ2)L ≤ µ1(h1 − h2)− µ2h2 + µ1µ2F + µ2ν1 lim
x2→∞

g(0, x2) = −∞.
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Proof of Theorem 2.3

When there is no dedicated server assigned to Station 1, the optimality equations are

given by (2.3.9) and (2.3.10) for all x1 ≥ 1 and x2 = 1, x2 > 1, respectively, with ν1 = ξ1 = 0.

Therefore, the decision function whose sign determines the optimal policy is d̂(x1, 1) for one

job downstream and d(x1, x2) otherwise. Because d(x1, 1) < d̂(x1, 1), x1 ≥ 1, to prove

that the optimal policy is characterized by a switching curve t(x1) it suffices to show that

d(x1, x2), x1 ≥ 1, is decreasing in x2 and it becomes negative for x2 large enough. We have

d(x1, 0) = µ1(h1 − h2) + (ν2 + µ2 + ξ2)d(x1, 0)

+µ1(ν2 + ξ2) [V (x1 − 1, 1)− V (x1 − 1, 0)]

+µ1d̂(x1 − 1, 1)+1(x1 > 1), (A.35)

d(x1, 1) = µ1(h1 − h2)− µ2h2 + ν2d(x1, 0) + (µ2 + ξ2)d(x1, 1)

+(µ1 − µ2)d̂(x1, 1)
− + µ1d(x1 − 1, 2)+1(x1 > 1), (A.36)

and for x2 ≥ 2

d(x1, x2) = µ1(h1 − h2)− µ2h2 + ν2d(x1, x2 − 1) + ξ2d(x1, x2)

+µ1d(x1, x2)
− + µ2d(x1, x2)

+ + µ1d(x1 − 1, x2 + 1)+1(x1 > 1)

+µ2d̂(x1, 1)
−1(x2 = 2) + µ2d(x1, x2 − 1)−1(x2 > 2). (A.37)

As part of the induction scheme used to prove the monotonicity of d(x1, x2) we need to show

d(1, 0) > d(1, 1) and d(x1, 0) > d(x1, 1), x1 > 1, assuming that d(x1 − 1, x2) is decreasing in

x2. When d̂(x1, 1) ≤ 0 there is nothing to prove because d(x1, 1) < d̂(x1, 1) and d(x1, 0) > 0

for all x1 ≥ 1. When d̂(1, 1) > 0, d(1, 0) > d(1, 1) follows directly from (A.35) and (A.36).

For x1 > 1 and d̂(x1, 1) > 0, taking into account Lemma 2.1, we get from (A.35) and (A.36)

d(x1, 0)− d(x1, 1) > µ2h2 + (µ2 + ξ2) [d(x1, 0)− d(x1, 1)]

+µ1

[

d̂(x1 − 1, 1)+ − d(x1 − 1, 2)+
]

.

The last term is positive because of the induction hypothesis, so d(x1, 0) − d(x1, 1) > 0.

To prove that d(1, 1) > d(1, 2) we consider d̂(1, 1) < 0 and d̂(1, 1) ≥ 0 separately. When

d̂(1, 1) < 0, which implies d(1, 1) < 0 as well, we get from (A.36) and (A.37)

d(1, 1)− d(1, 2) = ν2d(1, 0) + (µ2 − ν2)d(1, 1) + ξ2 [d(1, 1)− d(1, 2)]

+µ1

[

d̂(1, 1)− − d(1, 2)−
]

+ µ2

[

d(1, 1)+ − d(1, 2)+
]

− 2µ2d̂(1, 1).

Noting that d̂(1, 1) > d(1, 1), we can apply Lemma 2.2 to get d(1, 1) > d(1, 2). Let now

d̂(1, 1) ≥ 0. If d(1, 1) ≥ 0 as well, by setting µ2d(1, 1) = µ2d(1, 1)
+ in (A.36) we get from

(A.36) and (A.37)

d(1, 1)− d(1, 2) = ν2 [d(1, 0)− d(1, 1)] + ξ2 [d(1, 1)− d(1, 2)]

+µ2

[

d(1, 1)+ − d(1, 2)+
]

− µ1d(1, 2)
−,
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and the result follows from the induction hypothesis and Lemma 2.2. If d(1, 1) < 0, (A.36)

and (A.37) give

d(1, 1)− d(1, 2) = ν2d(1, 0) + (µ2 − ν2)d(1, 1) + ξ2 [d(1, 1)− d(1, 2)]

+µ2

[

d(1, 1)+ − d(1, 2)+
]

− µ1d(1, 2)
−,

and the result follows from ν2 ≥ µ2 and Lemma 2.2. The proof of d(x1, 1) > d(x1, 2) for x1 >

1 uses the same arguments because d(x1, 1)− d(x1, 2) has the same form as d(1, 1)− d(1, 2)

with an additional term µ1 [d(x1 − 1, 2)+ − d(x1 − 1, 3)+] which is positive by induction.

For x2 ≥ 2, d(x1, x2) > d(x1, x2 + 1) can be proved by a straightforward induction based on

(A.37).

Because d(x1, x2) is a decreasing sequence, L(x1) = limx2→∞ d(x1, x2) exists. We will use

induction on x1 to show that L(x1) < 0 when µ1(h1 − h2) < µ2h2. Assuming that L(1) ≥ 0

and taking limits in (A.37) we get µ1L(1) = µ1(h1 − h2) − µ2h2, which is a contradiction.

Assume now that L(x1 − 1) < 0 and L(x1) ≥ 0. Then

L(x1) =
µ1(h1 − h2)− µ2h2

µ1
+ L(x1 − 1),

again a contradiction.

To prove that the slope of t(x1) is at least -1 it suffices to show that for each x1 ≥ 1,

x2 ≥ 2, d(x1, x2) ≥ 0 implies d(x1, x2) ≤ d(x1 + 1, x2 − 1). For x1 ≥ 2, d̂(x1, 1) is given by

(A.16) and (A.17) with ν1 = ξ1 = 0 and d̃(1, 2) replaced with d(1, 2). Then, the proof follows

the same steps as that of part (iii) of Lemma 2.6.

To prove part (ii) we will use induction on x1 to show that L(x1) ≥ 0 when µ1(h1−h2) ≥

µ2h2. Assuming that d(1, x2) < 0 for x2 sufficiently large we get from (A.37)

(ν2 + µ2) [d(1, x2)− d(1, x2 − 1)] = µ1(h1 − h2)− µ2h2 ≥ 0,

which contradicts the monotonicity property of d(1, x2). Therefore, L(1) ≥ 0. Assuming

L(x1 − 1) ≥ 0 and repeating the argument we obtain

(ν2 + µ2) [d(x1, x2)− d(x1, x2 − 1)] = µ1(h1 − h2)− µ2h2 + µ1d(x1 − 1, x2 + 1) ≥ 0,

which is again a contradiction, thus completing the induction and the proof.

Proof of Theorem 2.4

When there is no dedicated server assigned to Station 2, the optimality equations are

given by (2.3.8) and (2.3.10) for all x2 ≥ 1 and x1 = 1, x1 > 1, respectively, with ν2 = ξ2 = 0.

Therefore, the decision function whose sign determines the optimal policy is d̃(1, x2) for one

job in the first station, and d(x1, x2) otherwise.

To prove the existence of t(x1) it suffices to show that d̃(1, x2) and d(x1, x2) are decreasing

and their limit as x2 → ∞ is −∞. For d̃(1, x2) we have

d̃(1, 0) = ξ1(h1 − h2) + ξ1µ2V (1, 0) + µ1d̃(1, 0), (A.38)

d̃(1, x2) = ξ1(h1 − h2)− µ2h2 + µ1d̃(1, x2) + ν1µ2g(0, x2 + 1)

+ξ1d̃(1, x2)
− + µ2d̃(1, x2)

+ + µ2d̃(1, x2 − 1)−1(x2 > 1), x2 ≥ 1. (A.39)
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When d̃(1, 1) < 0, we get d̃(1, 0) > d̃(1, 1) by subtracting (A.39) from (A.38) and taking into

account that g(0, 2) is negative. For d̃(1, 1) ≥ 0, (A.39) becomes

d̃(1, 1) = ξ1(h1 − h2)− µ2h2 + (µ1 + µ2)d̃(1, 1) + ν1µ2g(0, x2 + 1). (A.40)

Then, we get d̃(1, 0) > d̃(1, 1) by writing (A.38) in the form d̃(1, 0) = ξ1(h1 − h2) +

ξ1µ2V (0, 1)+ (µ1+µ2)d̃(1, 0) and subtracting (A.40). For x2 ≥ 1, d̃(1, x2)− d̃(1, x2+1) > 0

follows from (A.39) by induction on x2 and application of Lemma 2.2. To establish the

limiting behavior of d̃(1, x2), note that for x2 > 2 (A.39) is obtained from (A.4) by setting

ν2 = ξ2 = 0. Therefore, limx2→∞ d̃(1, x2) = −∞ by the arguments in the proof of Lemma

2.4(ii).

For d(x1, x2) we get the following equations.

d(1, 0) = µ1(h1 − h2) + µ1µ2V (0, 1) + (µ1 + µ2)d(1, 0), (A.41)

d(1, x2) = µ1(h1 − h2)− µ2h2 + (µ1 + µ2)d(1, x2) + µ2(ν1 + ξ1 − µ1)g(0, x2 + 1)

+(µ1 − µ2)d̃(1, x2)
− + µ2d̃(1, x2 − 1)−1(x2 > 1), x2 ≥ 1, (A.42)

and for x1 ≥ 2

d(x1, 0) = µ1(h1 − h2) + ν1µ1f(x1 − 1, 1)− µ1µ2g(x1 − 1, 1)

+(µ2 + ξ1)d(x1, 0) + µ1

[

d̃(1, 1)+1(x1 = 2)

+d(x1 − 1, 1)+1(x1 > 2)
]

, (A.43)

d(x1, x2) = µ1(h1 − h2)− µ2h2 + ν1d(x1 − 1, x2 + 1) + ξ1d(x1, x2)

+µ1d(x1, x2)
− + µ2d(x1, x2)

+ + µ2d(x1, x2 − 1)−1(x2 > 1)

+µ1

[

d̃(1, x2 + 1)+1(x1 = 2)

+d(x1 − 1, x2 + 1)+1(x1 > 2)
]

, x2 ≥ 1. (A.44)

Because µ1 ≥ µ2 and d̃(1, x2) and g(0, x2) are decreasing sequences, d(1, x2) > d(1, x2 + 1)

can be easily proved by induction on x2 based on (A.41) and (A.42). For x1 ≥ 2 we use

induction on x1. Because d(x1, 0) > 0, to show that d(x1, 0) > d(x1, 1) we only need to

consider d(x1, 1) > 0, in which case (A.44) gives

d(x1, 1) = µ1(h1 − h2)− µ2h2 + ν1d(x1 − 1, 2) + (µ2 + ξ1)d(x1, 1)

+µ1

[

d̃(1, 2)+1(x1 = 2) + d(x1 − 1, 2)+1(x1 > 2)
]

. (A.45)

The result follows in a straightforward manner from (A.43) and (A.45) because of d̃(1, x2)

being decreasing (x1 = 2) or the induction hypothesis (x1 > 2). For x2 ≥ 1, d(x1, x2) >

d(x1, x2 + 1) is proved by induction on x2 based on (A.44) with Lemma 2.2 used as well.

Finally, because for x2 > 2 (A.42) and (A.44) are special cases of (A.10) and (A.13) for

ν2 = ξ2 = 0, limx2→∞ d(x1, x2) = −∞ is proved exactly as in Lemma 2.5(ii).

The fact that the slope of t(x1) is at least -1 is a consequence of the properties cited in

the statement of Lemma 2.6. Their proof is very similar and even simpler because d̂(x1, 1)

is not involved, so we omit the details.
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Having shown that d̃(1, x2) and d(x1, x2) are decreasing sequences, to prove part (ii) it

suffices to show that d̃(1, 1) < 0 and d(x1, 1) < 0 when µ1(h1 − h2) ≤ µ2h2. Assuming

d̃(1, 1) ≥ 0, (A.40) leads to a contradiction. Because µ1 ≥ µ2 and d̃(1, 1) < 0, d(1, 1) < 0

follows from (A.42). For x1 ≥ 2 we prove d(x1, 1) < 0 by induction on x1. Assuming that

d(x1 − 1, x2) < 0 for x2 ≥ 1 (induction hypothesis) and d(x1, 1) ≥ 0 we get a contradiction

from applying (A.44), and the proof is complete.

Proof of Theorem 2.5

The first part is a direct consequence of Proposition 2.2 and Lemma 2.3. For the second

part we only need to show that d(1, x2) is decreasing and its limit is equal to −∞; the proof

of these properties for x1 ≥ 2 is identical to the corresponding part of the proof of Theorem

2.4 because it did not use condition µ1 ≥ µ2. For x1 = 1 we have

d(1, 0) = µ1(h1 − h2) + µ1µ2V (0, 1) + (µ1 + µ2)d(1, 0),

d(1, x2) = µ1(h1 − h2)− µ2h2 + µ1d(1, x2) + µ2d(1, x2 − 1)

+µ2ν1g(0, x2 + 1), x2 ≥ 1, (A.46)

where (A.46) was obtained by setting ξ1 = 0 and d̃(1, x2)
− = [µ2g(1, x2)]

− = µ2g(1, x2) in

(A.42). The monotonicity of d(1, x2) is proved by a straightforward induction on x2, while

its limiting property is a consequence of the analogous limiting behavior of g(0, x2).

Proof of Theorem 2.8

When f(x1, x2) < 0, Propositions 2.1 and 2.2 imply that the dedicated server at Station

1 should be idled and the flexible server should be assigned to Station 2. Therefore, to

prove the first part of the theorem we only need to show that decision functions d̃(1, x2) and

d(x1, x2) are negative for x1 ≥ 2, x2 ≥ 1 such that f(x1, x2) ≥ 0.

Because f(1, x2) is a decreasing sequence (see proof of Theorem 2.6), there exists x∗2 such

that f(1, x2) ≥ 0 for x2 ≤ x∗2. If x
∗
2 = 0, there is nothing to prove. Otherwise, the expression

we have derived for d̃(1, x2) when h1 ≥ h2 (Equation A.39) is valid for x2 ≤ x∗2, that is,

d̃(1, x2) = ξ1(h1 − h2)− µ2h2 + µ1d̃(1, x2) + ν1µ2g(0, x2 + 1)

+ξ1d̃(1, x2)
− + µ2d̃(1, x2)

+ + µ2d̃(1, x2 − 1)1(x2 > 1), 1 ≤ x2 ≤ x∗2,

and d̃(1, x2) < 0 can be proved by a straightforward induction on x2. Therefore, the optimal

allocation in state (1, x2), x2 ≤ x∗2, is (ν1, µ2), and optimality equations (2.3.1) and (2.3.2)

give

d(1, 1) = µ1(h1 − h2)− µ2h2 + (µ1 + ξ1)d(1, 1) + ν1µ2g(0, 2) + µ2(µ1 − ξ1)f(1, 0), (A.47)

and for x2 ≥ 2,

d(1, x2) = µ1(h1 − h2)− µ2h2 + (µ1 + ξ1)d(1, x2) + ν1µ2g(0, x2 + 1) + µ2d(1, x2 − 1). (A.48)
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From (2.3.3) and (2.3.5) we have f(1, 0) = h1/(ν1+ ξ1). Because h1 < h2 and ν1+ ξ1 > µ1 it

is easily seen that (µ1− ξ1)f(1, 0)−h2 < 0, and d(1, 1) < 0 follows from (A.47). For x2 ≥ 2,

d(1, x2) < 0 follows directly by applying induction in (A.48).

Next we show d(x1, x2) < 0 for x1 ≥ 2 by nested induction on x1 and x2. Assume that

d(x1 − 1, x2) < 0 for x2 ≥ 1 and d(x1, x2 − 1) < 0 if x2 > 1 (induction hypothesis). Note

that for states (y1, y2) with d(y1, y2) < 0 the optimal allocation is either (ν1, µ2) or (0, µ2),

resulting in the following optimality equation.

V (y1, y2) = h1y1 + h2y2 + µ2V (y1, y2 − 1)

+min{ν1V (y1 − 1, y2 + 1) + (µ1 + ξ1)V (y1, y2), (ν1 + µ1 + ξ1)V (y1, y2)}. (A.49)

Assuming f(x1, x2) ≥ 0, we use (2.3.10) for V (x1, x2) and (A.49) for V (x1 − 1, x2 + 1) and

V (x1, x2 − 1) to get an expression for d(x1, x2). Noting that the difference of the two terms

in braces in (A.49) is equal to ν1f(y1, y2), we get for x2 ≥ 1

d(x1, x2) = µ1(h1 − h2)− µ2h2 + ν1µ1f(x1 − 1, x2 + 1)+ + ν1µ2g(x1 − 1, x2 + 1)

+ξ1d(x1, x2) + µ1d(x1, x2)
− + µ2d(x1, x2)

+

+
[

µ2d(x1, x2 − 1) + ν1µ2f(x1, x2 − 1)−
]

1(x2 > 1). (A.50)

Because µ1f(x1−1, x2+1)++µ2g(x1−1, x2+1) = max{d(x1−1, x2+1), µ2g(x1−1, x2+1)} <

0, we obtain d(x1, x2) < 0 by applying the induction hypothesis and Lemma 2.2 in (A.50).

For part (ii) it suffices to show that f(x1, x2) is increasing in x1 and decreasing in x2.

Taking into account that the optimal policy assigns the flexible server to the downstream

station, we use (A.49) to derive the following recursive equation for f(x1, x2), x1 ≥ 1, x2 ≥ 1.

f(x1, x2) = h1 − h2 + (µ1 + ξ1)f(x1, x2) + µ2f(x1, x2 − 1)

+ν1f(x1, x2)
− + ν1f(x1 − 1, x2 + 1)+1(x1 > 1). (A.51)

The proof of the first monotonicity property, f(x1 + 1, x2) > f(x1, x2), x1 ≥ 1, is by a

straightforward induction on x1, x2 based on (A.51), with the induction base for each x1 ≥ 1

established by the fact that f(x1 + 1, 0) > f(x1, 0). The second monotonicity property has

already been proved for x1 = 1 (see proof of Theorem 2.6). For x1 ≥ 2 we can prove that

f(x1, x2) is decreasing in x2 by similar induction arguments provided that we can also show

that f(x1, 1) < f(x1, 0) to establish the induction base for each x1. For that purpose we use

a sample path argument. Let P1 and P2 be the processes that start at states (x1, 1) and

(x1 − 1, 2), respectively, and assume that the optimal policy, say π, is applied to P2. As for

P1, we apply a policy π̄ that imitates π until the first time that Station 2 is empty under

P1 and has one job under P2, and is optimal afterwards. Let τ be that time and y1 be the

number of jobs in Station 1 under P1 at time τ . The two policies have a holding cost rate

difference of h1 − h2 until time τ and are optimal afterwards. Therefore, because π̄ is not

necessarily optimal we have

V (x1, 1)−V (x1− 1, 2) ≤ (h1−h2)E(τ)+E [V (y1, 0)− V (y1 − 1, 1)] < E [f(y1, 0)] , (A.52)

because h1 < h2. Along every sample path we have y1 ≤ x1, so f(y1, 0) ≤ f(x1, 0), which

combined with (A.52) yields f(x1, 1) < f(x1, 0).
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Proof of Lemma 2.8

First, we show the monotonicity of the value function with respect to x2. The proof is

by induction on n. Let (ρ∗1, ρ
∗
2) be the optimal allocations in state (x1, x2). Assuming a

suboptimal allocation (ρ∗1, 0) for state (x1, x2 − 1) we get from (2.3.15) and (2.3.16)

Vn,β(x1, x2)− Vn,β(x1, x2 − 1) ≥ h2 + β
[

Tρ∗
1
,ρ∗

2
Vn−1,β(x1, x2)− Tρ∗

1
,0Vn−1,β(x1, x2 − 1)

]

= h2 + β {λ [Vn−1,β(x1 + 1, x2)− Vn−1,β(x1 + 1, x2 − 1)]

+ρ∗1 [Vn−1,β(x1 − 1, x2 + 1)− Vn−1,β(x1 − 1, x2)]

+(1− λ− ρ∗1 − ρ∗2) [Vn−1,β(x1, x2)− Vn−1,β(x1, x2 − 1)]} ≥ 0,

by the induction hypothesis. Next, we show the monotonicity property with respect to x1
by a similar argument. We have

Vn,β(x1, x2)− Vn,β(x1 − 1, x2) ≥ h1 + β
[

Tρ∗
1
,ρ∗

2
Vn−1,β(x1, x2)− T0,ρ∗

2
Vn−1,β(x1 − 1, x2)

]

= h1 + β {λ [Vn−1,β(x1 + 1, x2)− Vn−1,β(x1, x2)]

+ρ∗1 [Vn−1,β(x1 − 1, x2 + 1)− Vn−1,β(x1 − 1, x2)]

+ρ∗2 [Vn−1,β(x1, x2 − 1)− Vn−1,β(x1 − 1, x2 − 1)]

+(1− λ− ρ∗1 − ρ∗2) [Vn−1,β(x1, x2)− Vn−1,β(x1 − 1, x2)]} ≥ 0,

because of the monotonicity with respect to x2 and the induction hypothesis.

Proof of Lemma 2.9

The proof is by induction on n. Let (ρ∗1, ρ
∗
2) be the optimal allocations in state (x1, x2).

Assuming a suboptimal allocation (0, ρ∗2) for state (x1 − 1, x2 + 1) we get from (2.3.15) and

(2.3.16)

fn,β(x1, x2) ≥ h1 − h2 + β [λfn−1,β(x1 + 1, x2) + ρ∗2fn−1,β(x1, x2 − 1)

+(1− λ− ρ∗1 − ρ∗2)fn−1,β(x1, x2)] ≥ 0,

by the induction hypothesis.

Proof of Theorem 2.9

For part (i) we only need to consider x2 ≥ 2 because Y1 ≥ 1. The proof is by sample

path arguments, similar to those used for the proof of Theorem 4.2 in [64]. We denote by

P1 and P2 the processes that start at states (x1, x2) and (x1 − 1, x2 + 1), respectively, and

assume that the optimal policy, say π, is applied to P2. As for P1, we add in Station 2

a fictitious job that incurs no cost and we apply a policy π̄ that mimics π. Under π̄ the

fictitious job has the lowest priority1 so that it has no effect on the cost incurred by real

1The fictitious job is assigned a server when there is no other job that has not been assigned a server and

is preempted by an arriving job from Station 1.
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jobs. Policies π̄ and π have a cost difference h1 − h2 per period as long as the fictitious job

is present, and h1 after its departure. For a realization ω, let T (ω) be the time the fictitious

job departs and Cγ
n(ω) be the cost incurred by a policy γ over a horizon of length n. Then,

letting S(ω) = min{T (ω), n}, we have

C π̄
n(ω)− Cπ

n(ω) = (h1 − h2)

S(ω)−1
∑

k=0

βk + h1

n−1
∑

k=S(ω)

βk

= (h1 − h2)
1− βS(ω)

1− β
+ h1

βS(ω) − βn

1− β
= (h1 − h2)

1− βn

1− β
+ h2

βS(ω) − βn

1− β
. (A.53)

Noting that the fictitious job leaves the system after at least x2 service completions at Station

2 and at most one such event can happen at each period, we have T (ω) ≥ x2. Therefore,

either S(ω) = n or x2 ≤ S(ω) < n. In both cases, taking also into account that h1 ≥ h2,

(A.53) yields

C π̄
n(ω)− Cπ

n(ω) <
h1 − h2 + h2β

x2

1− β
, (A.54)

from which we get

fn,β(x1, x2) = Vn,β(x1, x2)− Vn,β(x1 − 1, x2 + 1) <
h1 − h2 + h2β

x2

1− β
, (A.55)

because π̄ is not necessarily optimal and (A.54) holds for expected values as well.

Applying the same sample path argument to the processes that start at states (x1, x2−1)

and (x1, x2), and defining policies π, π̄ and time S(ω) accordingly, we obtain

C π̄
n(ω)− Cπ

n(ω) = −h2

S(ω)−1
∑

k=0

βk = −h2
1− βS(ω)

1− β
.

For n ≥ x2 we have S(ω) ≥ x2 − 1, which leads to

C π̄
n(ω)− Cπ

n(ω) ≤
−h2 + h2β

x2−1

1− β
,

from which we get

gn,β(x1, x2) = Vn,β(x1, x2 − 1)− Vn,β(x1, x2) ≤
−h2 + h2β

x2−1

1− β
. (A.56)

Combining (A.55) and (A.56) we get

dn,β(x1, x2) <
µ1(h1 − h2)− µ2h2

1− β
+
µ1h2β

x2 + µ2h2β
x2−1

1− β
, n ≥ x2. (A.57)

Recalling that Y1 = min
{

x|βx < (µ1+µ2)h2−µ1h1

(µ1+µ2)h2

}

, it is clear from (A.57) that dn,β(x1, x2) < 0

for x2 ≥ Y1 + 1 and n ≥ x2. Because d̃n,β(1, x2) ≤ dn,β(1, x2), taking the limits as n → ∞

we get d̃β(1, x2) < 0 and dβ(x1, x2) < 0, x1 ≥ 2, which proves part (i).
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To prove part (ii) we need an expression for decision function d̂n,β(x1, 1). The arguments

used in part (i) to get (A.55) are valid for x2 = 1 as well. However, in the arguments used

to get (A.56) we have S(ω) ≥ 1 for x2 = 1. Therefore, gn,β(x1, 1) ≤ (−h2 + h2β)/(1 − β),

which combined with (A.55) yields

d̂n,β(x1, 1) <
µ1(h1 − h2)− ξ2h2 + β(µ1 + ξ2)h2

1− β
,

which is negative for β < (µ1+ξ2)h2−µ1h1

(µ1+ξ2)h2

, implying d̄n,β(1, 1) < 0 as well, so the optimal

policy assigns the flexible server to Station 2 whenever there is one job there. For the

aforementioned range for β we also have Y1 = 1, so part (i) applies and the proof of part (ii)

is complete.

For part (iii) we need to prove that fn,β(x1, x2) < 0 for x2 ≥ Y2 − 1(Y2 = 1). For that it

suffices to show that C π̄
n(ω) − Cπ

n(ω) is negative along every sample path. We consider all

x2 ≥ 0, so T (ω) ≥ max{1, x2}. For ω such that S(ω) = n, (A.53) implies C π̄
n(ω)−C

π
n(ω) < 0

because h1 < h2. For ω such that max{1, x2} ≤ S(ω) < n we get from (A.53)

C π̄
n(ω)− Cπ

n(ω) <
h1 − h2 + h2β

max{1,x2}

1− β
. (A.58)

It is clear that x2 ≥ Y2 − 1(Y2 = 1) implies max{1, x2} ≥ Y2. Therefore, h2β
max{1,x2} ≤

h2β
Y2 < h2 − h1, and C

π̄
n(ω)− Cπ

n(ω) < 0 follows from (A.58).

Proof of Theorem 2.10

Because non-idling policies are optimal for h1 ≥ h2, when there is no dedicated server in

Station 1 optimality equation (2.3.15) takes the following form.

Vn,β(0, 1) = h2 + β [λVn−1,β(1, 1) + (ν2 + ξ2)Vn−1,β(0, 0)

+(µ1 + µ2)Vn−1,β(0, 1)] , (A.59)

Vn,β(0, x2) = h2x2 + β [λVn−1,β(1, x2) + (ν2 + µ2)Vn−1,β(0, x2 − 1)

+(µ1 + ξ2)Vn−1,β(0, x2)] , x2 ≥ 2, (A.60)

and for x1 ≥ 1

Vn,β(x1, 0) = h1x1 + β [λVn−1,β(x1 + 1, 0) + µ1Vn−1,β(x1 − 1, 1)

+(ν2 + µ2 + ξ2)Vn−1,β(x1, 0)] , (A.61)

Vn,β(x1, 1) = h1x1 + h2 + β [λVn−1,β(x1 + 1, 1) + ν2Vn−1,β(x1, 0) + µ2Vn−1,β(x1, 1)

+min {µ1Vn−1,β(x1 − 1, 2) + ξ2Vn−1,β(x1, 1), ξ2Vn−1,β(x1, 0) + µ1Vn−1,β(x1, 1)}] ,(A.62)

Vn,β(x1, x2) = h1x1 + h2x2 + β [λVn−1,β(x1 + 1, x2) + ν2Vn−1,β(x1, x2 − 1) + ξ2Vn−1,β(x1, x2)

+min {µ1Vn−1,β(x1 − 1, x2 + 1) + µ2Vn−1,β(x1, x2),

µ2Vn−1,β(x1, x2 − 1) + µ1Vn−1,β(x1, x2)}] , x2 ≥ 2. (A.63)
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Replacing Vn,β and Vn−1,β with Vβ in (A.59)-(A.63) we get the infinite horizon optimality

equations from which it follows that the decision function whose sign determines the optimal

allocation of the flexible server is d̂β(x1, 1) for one job downstream and dβ(x1, x2) otherwise.

We have already shown that dβ(x1, x2) becomes negative for x2 sufficiently large (Theorem

2.9(i)). Therefore, taking into account that dβ(x1, 1) ≤ d̂β(x1, 1) and Proposition 2.3, for

part (i) it would suffice to show that dn,β(x1, x2) is non-increasing in x2. From (A.59)-(A.63)

we get

dn,β(x1, 0) = µ1(h1 − h2) + β [λdn−1,β(x1 + 1, 0) + (ν2 + µ2 + ξ2)dn−1,β(x1, 0)

+µ1(ν2 + ξ2) [Vn−1,β(x1 − 1, 1)− Vn−1,β(x1 − 1, 0)]

+µ1d̂n−1,β(x1 − 1, 1)+1(x1 > 1)
]

, (A.64)

dn,β(x1, 1) = µ1(h1 − h2)− µ2h2 + β [λdn−1,β(x1 + 1, 1)

+ν2dn−1,β(x1, 0) + (µ2 + ξ2)dn−1,β(x1, 1)

+(µ1 − µ2)d̂n−1,β(x1, 1)
− + µ1dn−1,β(x1 − 1, 2)+1(x1 > 1)

]

, (A.65)

and for x2 ≥ 2

dn,β(x1, x2) = µ1(h1 − h2)− µ2h2 + β [λdn−1,β(x1 + 1, x2)

+ν2dn−1,β(x1, x2 − 1) + ξ2dn−1,β(x1, x2)

+µ1dn−1,β(x1, x2)
− + µ2dn−1,β(x1, x2)

+ + µ1dn−1,β(x1 − 1, x2 + 1)+1(x1 > 1)

+µ2d̂n−1,β(x1, 1)
−1(x2 = 2) + µ2dn−1,β(x1, x2 − 1)−1(x2 > 2)

]

. (A.66)

We use induction on n. We start by proving that dn,β(x1, 0) ≥ dn,β(x1, 1). When d̂n−1,β(x1, 1) ≥

0, dn,β(x1, 0) ≥ dn,β(x1, 1) follows directly from (A.64) and (A.65) by the monotonicity of

the value function (Lemma 2.8) and the induction hypothesis. When d̂n−1,β(x1, 1) < 0, we

get from (A.64) and (A.65)

dn,β(x1, 0)− dn,β(x1, 1) ≥ µ2h2 + β {λ [dn−1,β(x1 + 1, 0)− dn−1,β(x1 + 1, 1)]

+µ2dn−1,β(x1, 0) + ξ2 [dn−1,β(x1, 0)− dn−1(x1, 1)]

+µ2

[

d̂n−1,β(x1, 1)− dn−1,β(x1, 1)
]

− µ1d̂n−1,β,(x1, 1)

+µ1

[

d̂n−1,β(x1 − 1, 1)+ − dn−1,β(x1 − 1, 2)+
]

1(x1 > 1)
}

,

which is nonnegative because of the induction hypothesis, dn−1,β(x1, 0) ≥ 0, and dn−1,β(x1, 1) ≤

d̂n−1,β(x1, 1). To prove that dn,β(x1, 1) ≥ dn,β(x1, 2) we again consider d̂n−1,β(x1, 1) < 0 and

d̂n−1,β(x1, 1) ≥ 0 separately. When d̂n−1,β(x1, 1) < 0, we also have dn−1,β(x1, 1) < 0 and

dn−1,β(x1, 2) < 0 by the induction hypothesis. Then, we get from (A.65) and (A.66)

dn,β(x1, 1)− dn,β(x1, 2) = β {λ [dn−1,β(x1 + 1, 1)− dn−1,β(x1 + 1, 2)] + ν2dn−1,β(x1, 0)

+(µ2 − ν2)dn−1,β(x1, 1) + ξ2 [dn−1,β(x1, 1)− dn−1,β(x1, 2)]

+µ1

[

d̂n−1,β(x1, 1)
− − dn−1,β(x1, 2)

−
]

− 2µ2d̂n−1,β(x1, 1)

+µ1

[

dn−1,β(x1 − 1, 2)+ − dn−1,β(x1 − 1, 3)+
]

1(x1 > 1)
}

≥ 0,
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because of the induction hypothesis, ν2 ≥ µ2, and dn−1,β(x1, 1) ≤ d̂n−1,β(x1, 1) < 0. Let now

d̂n−1,β(x1, 1) ≥ 0. If dn−1,β(x1, 1) ≥ 0 as well, we get from (A.65) and (A.66)

dn,β(x1, 1)− dn,β(x1, 2) = β {λ [dn−1,β(x1 + 1, 1)− dn−1,β(x1 + 1, 2)]

+ν2 [dn−1,β(x1, 0)− dn−1,β(x1, 1)] + ξ2 [dn−1,β(x1, 1)− dn−1,β(x1, 2)]

+µ2

[

dn−1,β(x1, 1)
+ − dn−1,β(x1, 2)

+
]

− µ1dn−1,β(x1, 2)
−

+µ1

[

dn−1,β(x1 − 1, 2)+ − dn−1,β(x1 − 1, 3)+
]

1(x1 > 1)
}

,

and the result follows from the induction hypothesis. If dn−1,β(x1, 1) < 0, in which case the

induction hypothesis implies that dn−1,β(x1, 2) < 0 as well, (A.65) and (A.66) give

dn,β(x1, 1)− dn,β(x1, 2) = β {λ [dn−1,β(x1 + 1, 1)− dn−1,β(x1 + 1, 2)] + ν2dn−1,β(x1, 0)

+(µ2 − ν2)dn−1,β(x1, 1) + ξ2 [dn−1,β(x1, 1)− dn−1,β(x1, 2)]− µ1dn−1,β(x1, 2)
−

+µ1

[

dn−1,β(x1 − 1, 2)+ − dn−1,β(x1 − 1, 3)+
]

1(x1 > 1)
}

,

and the result follows from the induction hypothesis, ν2 ≥ µ2, and dn−1,β(x1, 1) < 0. For

x2 ≥ 2, dn,β(x1, x2) ≥ dn,β(x1, x2+1) follows by applying the induction hypothesis in (A.66).

When µ1(h1 − h2) ≥ µ2h2, a straightforward induction on n based on (A.65) and (A.66)

yields dn,β(x1, x2) ≥ 0, x2 ≥ 1, which combined with d̂n,β(x1, 1) ≥ dn,β(x1, 1) and Proposition

2.3 proves part (ii).

Proof of Theorem 2.11

When h1 < h2, idling policies may be optimal. Therefore, when there is no dedicated

server in Station 2, the optimal allocation is either (ν1 + µ1, 0) or (0, 0) when there are no

jobs in the downstream station, and one of (ν1+µ1, 0), (ν1, µ2), and (0, µ2) with jobs in both

stations. Then, for x2 ≥ 1

Vn,β(0, x2) = h2x2 + β [λVn−1,β(1, x2) + µ2Vn−1,β(0, x2 − 1) + (µ1 + ν1)Vn−1,β(0, x2)] ,(A.67)

and for x1 ≥ 1

Vn,β(x1, 0) = h1x1 + β [λVn−1,β(x1 + 1, 0) + µ2Vn−1,β(x1, 0)

+(ν1 + µ1)min {Vn−1,β(x1 − 1, 1), Vn−1,β(x1, 0)}] , (A.68)

Vn,β(x1, x2) = h1x1 + h2x2 + β [λVn−1,β(x1 + 1, x2)

+min {(ν1 + µ1)Vn−1,β(x1 − 1, x2 + 1) + µ2Vn−1,β(x1, x2),

ν1Vn−1,β(x1 − 1, x2 + 1) + µ2Vn−1,β(x1, x2 − 1) + µ1Vn−1,β(x1, x2),

µ2Vn−1,β(x1, x2 − 1) + (ν1 + µ1)Vn−1,β(x1, x2)}] , x2 ≥ 1. (A.69)

To prove that the optimal policy assigns the flexible server to Station 2 it suffices to show

for each time n that allocation (ν1, µ2) incurs no more cost than (ν1 + µ1, 0), which in view

of (A.69) leads to dn,β(x1, x2) ≤ 0 for x2 ≥ 1. The proof is by induction on n. Assuming

that dn−1,β(x1, x2) ≤ 0 (induction hypothesis) means that the optimal allocation at time n
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for x2 ≥ 1 is either (ν1, µ2) or (0, µ2), so the first term in braces in (A.69) can be omitted.

Then, we use (A.67)-(A.69) to get

dn,β(1, x2) = µ1(h1 − h2)− µ2h2 + β [λdn−1,β(2, x2) + µ1dn−1,β(1, x2)

+µ1ν1fn−1,β(1, x2)
− − µ2ν1fn−1,β(1, x2 − 1)+ + µ2ν1

[

gn−1,β(1, x2) + fn−1,β(1, x2)
+
]

+µ2dn−1,β(1, 0)
−1(x2 = 1) + µ2dn−1,β(1, x2 − 1)1(x2 > 1)

]

, (A.70)

and for x1 ≥ 2

dn,β(x1, x2) = µ1(h1 − h2)− µ2h2 + β [λdn−1,β(x1 + 1, x2) + µ1dn−1,β(x1, x2)

+ν1(µ1 − µ2)fn−1,β(x1, x2)
− + ν1

[

µ2gn−1,β(x1 − 1, x2 + 1) + µ1fn−1,β(x1 − 1, x2 + 1)+
]

+µ2dn−1,β(x1, 0)
−1(x2 = 1) + µ2dn−1,β(x1, x2 − 1)1(x2 > 1)

]

. (A.71)

Note that for x1, x2 ≥ 1 we have

µ2gn−1,β(x1, x2) + µ1fn−1,β(x1, x2)
+ = max {µ2gn−1,β(x1, x2), dn−1,β(x1, x2)} . (A.72)

Then, the result follows from (A.70)-(A.72), µ1 ≥ µ2, and the induction hypothesis.
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Proof of Lemma 2.10

We start with the proof of parts (i)-(iii). For x2 ≥ 1 we have

V (x1, i1, j, x2, 0) ≤ V (x1, i1, j, x2 − 1, 1), (B.1)

V (x1, i1, 0, x2, i2) ≤ V (x1, i1, 2, x2 − 1, i2), (B.2)

because assigning the dedicated server of Station 2 (respectively, the slow server) to Station

2 may not be optimal. Next, consider the following sample path argument. Let P1 and P2

be the processes that start in states (x1, i1, j, x2, i2) and (x1, i1, j, x2+1, i2), respectively, and

π be the optimal policy for P2. Assume that for P1 we apply a policy π̃ that imitates π until

the first time, say τ , that it is unable to do so, and is optimal afterwards. Policy π̃ cannot

imitate π only when there is one job in Station 2 under P2 and a server is assigned to it, in

which case π̃ cannot replicate the action because of lack of jobs under P1. Then, the state

of the system under P1 and P2 at time τ can be either (x̃1, ĩ1, j̃, 0, 0) and (x̃1, ĩ1, j̃, 0, 1), or

(x̃1, ĩ1, 0, 0, ĩ2) and (x̃1, ĩ1, 2, 0, ĩ2). The two policies have a holding cost rate difference of h2
until time τ and are optimal afterwards. Therefore, because π̃ is not necessarily optimal we

have

V (x1, i1, j, x2, i2)− V (x1, i1, j, x2 + 1, i2)

≤ −h2E(τ) + E
[

V (x̃1, ĩ1, j̃, 0, 0)− V (x̃1, ĩ1, j̃, 0, 1)
]

(B.3)

or

V (x1, i1, j, x2, i2)− V (x1, i1, j, x2 + 1, i2)

≤ −h2E(τ) + E
[

V (x̃1, ĩ1, 0, 0, ĩ2)− V (x̃1, ĩ1, 2, 0, ĩ2)
]

. (B.4)

Let X1 = x1 + i1 + 1(j = 1) be the number of jobs in Station 1, waiting and in service.

We claim that, assuming that parts (i)-(iii) hold for X1 ≤ K, it suffices to prove parts (ii)

and (iii) for X1 = K + 1 and x2 = 0 for parts (i)-(iii) to hold for X1 = K + 1. This is true

because part (i) would follow from (B.3) or (B.4), and then parts (ii) and (iii) for x2 ≥ 1

would follow from (B.1) and (B.2). Based on this observation we use induction on X1 to

prove parts (i)-(iii).

The induction base is established by proving parts (ii) and (iii) for X1 = x2 = 0. For

j = 0 or j = 2 we have

V (0, 0, j, 0, 1)− V (0, 0, j, 0, 0) = h2/ν2,
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and for i2 = 0 or i2 = 1,

V (0, 0, 2, 0, i2)− V (0, 0, 0, 0, i2) = h2/µ2.

The induction step for part (ii) requires the proof of V (x1, i1, j, 0, 0) ≤ V (x1, i1, j, 0, 1). We

consider all possible combinations of i1, j and use (2.4.1)-(2.4.4) to derive expressions for

V (x1, i1, j, 0, 0) and V (x1, i1, j, 0, 1).

Case 1. i1 = j = 1. We have

V (x1, 1, 1, 0, 1)− V (x1, 1, 1, 0, 0) =W (x1, 1, 1, 0, 1)−W (x1, 1, 1, 0, 0) = h2

+ν1[V (x1, 0, 1, 1, 1)− V (x1, 0, 1, 1, 0)] + µ1[V (x1, 1, 0, 1, 1)− V (x1, 1, 0, 1, 0)]

+µ2[V (x1, 1, 1, 0, 1)− V (x1, 1, 1, 0, 0)],

and using the induction hypothesis we get

V (x1, 1, 1, 0, 0) ≤ V (x1, 1, 1, 0, 1). (B.5)

Case 2. i1 = 0, j = 1. The optimal action of the dedicated server of Station 1 for state

(x1, 0, 1, 0, 1), denoted by α̃1, is feasible for state (x1, 0, 1, 0, 0), so we have

V (x1, 0, 1, 0, 1)− V (x1, 0, 1, 0, 0) ≥ W (x1 − α̃1, α̃1, 1, 0, 1)−W (x1 − α̃1, α̃1, 1, 0, 0). (B.6)

For α̃1 = 0 we have

W (x1, 0, 1, 0, 1)−W (x1, 0, 1, 0, 0) = h2

+µ1[V (x1, 0, 0, 1, 1)− V (x1, 0, 0, 1, 0)]

+(ν1 + µ2)[V (x1, 0, 1, 0, 1)− V (x1, 0, 1, 0, 0)]. (B.7)

For α̃1 = 1 we have

W (x1−1, 1, 1, 0, 1)−W (x1−1, 1, 1, 0, 0) = V (x1−1, 1, 1, 0, 1)−V (x1−1, 1, 1, 0, 0) ≥ 0 (B.8)

from (B.5). Using (B.6),(B.7), and the induction hypothesis for α̃1 = 0 and (B.6),(B.8) for

α̃1 = 1, we get

V (x1, 0, 1, 0, 0) ≤ V (x1, 0, 1, 0, 1). (B.9)

Case 3. i1 = 1, j = 0. Interchanging the role of i1, j in the analysis of Case 2 we obtain

V (x1, 1, 0, 0, 0) ≤ V (x1, 1, 0, 0, 1). (B.10)

Case 4. i1 = j = 0. Let α̃1, α̃ be the optimal actions of the dedicated server of Station

1 and the slow server for state (x1, 0, 0, 0, 1). If α̃1 = α̃ = 0 we have V (x1, 0, 0, 0, 1) −

V (x1, 0, 0, 0, 0) = h2/ν2. In any other case actions α̃1, α̃ are feasible for state (x1, 0, 0, 0, 0),

so we have

V (x1, 0, 0, 0, 1)− V (x1, 0, 0, 0, 0) ≥W (x1 − α̃1 − α̃, α̃1, α̃, 0, 1)−W (x1 − α̃1 − α̃, α̃1, α̃, 0, 0).

(B.11)
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For α̃1 = 1, α̃ = 0 we have

W (x1 − 1, 1, 0, 0, 1)−W (x1 − 1, 1, 0, 0, 0)

= h2 + ν1[V (x1 − 1, 0, 0, 1, 1)− V (x1 − 1, 0, 0, 1, 0)]

+(µ1 + µ2)[V (x1 − 1, 1, 0, 0, 1)− V (x1 − 1, 1, 0, 0, 0)] ≥ 0, (B.12)

by induction and (B.10). For α̃1 = 0, α̃ = 1 we have

W (x1 − 1, 0, 1, 0, 1)−W (x1 − 1, 0, 1, 0, 0)

= h2 + µ1[V (x1 − 1, 0, 0, 1, 1)− V (x1 − 1, 0, 0, 1, 0)]

+(ν1 + µ2)[V (x1 − 1, 0, 1, 0, 1)− V (x1 − 1, 0, 1, 0, 0)] ≥ 0, (B.13)

by induction and (B.9). For α̃1 = α̃ = 1 we have

W (x1 − 2, 1, 1, 0, 1)−W (x1 − 2, 1, 1, 0, 0) = h2

+ν1[V (x1 − 2, 0, 1, 1, 1)− V (x1 − 2, 0, 1, 1, 0)]

+µ1[V (x1 − 2, 1, 0, 1, 1)− V (x1 − 2, 1, 0, 1, 0)]

+µ2[V (x1 − 2, 1, 1, 0, 1)− V (x1 − 2, 1, 1, 0, 0)] ≥ 0, (B.14)

by induction and (B.5). Then, get we from (B.11)-(B.14)

V (x1, 0, 0, 0, 0) ≤ V (x1, 0, 0, 0, 1). (B.15)

Case 5. i1 = 1, j = 2. We have

V (x1, 1, 2, 0, 1)− V (x1, 1, 2, 0, 0) =W (x1, 1, 2, 0, 1)−W (x1, 1, 2, 0, 0) = h2

+ν1[V (x1, 0, 2, 1, 1)− V (x1, 0, 2, 1, 0)] + µ2[V (x1, 1, 0, 0, 1)− V (x1, 1, 0, 0, 0)]

+µ1[V (x1, 1, 2, 0, 1)− V (x1, 1, 2, 0, 0)],

and using the induction hypothesis and (B.10) we get

V (x1, 1, 2, 0, 0) ≤ V (x1, 1, 2, 0, 1). (B.16)

Case 6. i1 = 0, j = 2. The optimal action of the dedicated server of Station 1 for state

(x1, 0, 2, 0, 1), denoted by α̃1, is feasible for state (x1, 0, 2, 0, 0), so we have

V (x1, 0, 2, 0, 1)− V (x1, 0, 2, 0, 0) ≥W (x1 − α̃1, α̃1, 2, 0, 1)−W (x1 − α̃1, α̃1, 2, 0, 0). (B.17)

For α̃1 = 0 we have

W (x1, 0, 2, 0, 1)−W (x1, 0, 2, 0, 0) = h2

+µ2[V (x1, 0, 0, 0, 1)− V (x1, 0, 0, 0, 0)]

+(ν1 + µ1)[V (x1, 0, 2, 0, 1)− V (x1, 0, 2, 0, 0)]. (B.18)

For α̃1 = 1 we have

W (x1−1, 1, 2, 0, 1)−W (x1−1, 1, 2, 0, 0) = V (x1−1, 1, 2, 0, 1)−V (x1−1, 1, 2, 0, 0) ≥ 0 (B.19)
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from (B.16). Using (B.17),(B.18),(B.15) for α̃1 = 0 and (B.17),(B.19) for α̃1 = 1, we get

V (x1, 0, 2, 0, 0) ≤ V (x1, 0, 2, 0, 1). (B.20)

The induction step for part (iii) requires the proof of V (x1, i1, 0, 0, i2) ≤ V (x1, i1, 2, 0, i2). For

every combination of i1, i2 we use (2.4.1)-(2.4.4) to derive expressions for V (x1, i1, 0, 0, i2) and

V (x1, i1, 2, 0, i2).

Case 1. i1 = 1, i2 = 0. We have

V (x1, 1, 2, 0, 0)− V (x1, 1, 0, 0, 0) ≥ W (x1, 1, 2, 0, 0)−W (x1, 1, 0, 0, 0) = h2

+ν1[V (x1, 0, 2, 1, 0)− V (x1, 0, 0, 1, 0)] + (µ1 + ν2)[V (x1, 1, 2, 0, 0)− V (x1, 1, 0, 0, 0)],

and using the induction hypothesis we get

V (x1, 1, 0, 0, 0) ≤ V (x1, 1, 2, 0, 0). (B.21)

Case 2. i1 = i2 = 1. We have

V (x1, 1, 2, 0, 1)− V (x1, 1, 0, 0, 1) ≥W (x1, 1, 2, 0, 1)−W (x1, 1, 0, 0, 1) = h2

+ν1[V (x1, 0, 2, 1, 1)− V (x1, 0, 0, 1, 1)] + ν2[V (x1, 1, 2, 0, 0)− V (x1, 1, 0, 0, 0)]

+µ1[V (x1, 1, 2, 0, 1)− V (x1, 1, 0, 0, 1)],

and using the induction hypothesis and (B.21) we get

V (x1, 1, 0, 0, 1) ≤ V (x1, 1, 2, 0, 1). (B.22)

Case 3. i1 = i2 = 0. Let α̃1 be the optimal action of the dedicated server of Station 1 for

state (x1, 0, 2, 0, 0). For α̃1 = 0 we have

V (x1, 0, 2, 0, 0) =W (x1, 0, 2, 0, 0) =
h1x1 + h2

µ2

+ V (x1, 0, 0, 0, 0). (B.23)

For α̃1 = 1 we have

V (x1, 0, 2, 0, 0)− V (x1, 0, 0, 0, 0)

≥W (x1 − 1, 1, 2, 0, 0)−W (x1 − 1, 1, 0, 0, 0) = h2

+ν1[V (x1 − 1, 0, 2, 1, 0)− V (x1 − 1, 0, 0, 1, 0)]

+(ν2 + µ1)[V (x1 − 1, 1, 2, 0, 0)− V (x1 − 1, 1, 0, 0, 0)], (B.24)

where the inequality is due to the fact that actions 1, 0 for the dedicated server of Station 1

and the slow server, respectively, are feasible for state (x1, 0, 0, 0, 0). Using (B.23) for α̃1 = 0

and (B.24),(B.21) and the induction hypothesis for α̃1 = 1, we get

V (x1, 0, 0, 0, 0) ≤ V (x1, 0, 2, 0, 0). (B.25)

Case 4. i1 = 0, i2 = 1. Let α̃1 be the optimal action of the dedicated server of Station 1 for

state (x1, 0, 2, 0, 1). Then, actions α̃1, 0 for the dedicated server of Station 1 and the slow

server, respectively, are feasible for state (x1, 0, 0, 0, 1), so we have

V (x1, 0, 2, 0, 1)− V (x1, 0, 0, 0, 1) ≥W (x1 − α̃1, α̃1, 2, 0, 1)−W (x1 − α̃1, α̃1, 0, 0, 1). (B.26)
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For α̃1 = 0 we have

W (x1, 0, 2, 0, 1)−W (x1, 0, 0, 0, 1) = h2

+ν2[V (x1, 0, 2, 0, 0)− V (x1, 0, 0, 0, 0)]

+(ν1 + µ1)[V (x1, 0, 2, 0, 1)− V (x1, 0, 0, 0, 1)]. (B.27)

For α̃1 = 1 we have

W (x1 − 1, 1, 2, 0, 1)−W (x1 − 1, 1, 0, 0, 1) = h2

+ν1[V (x1 − 1, 0, 2, 1, 1)− V (x1 − 1, 0, 0, 1, 1)]

+ν2[V (x1 − 1, 1, 2, 0, 0)− V (x1 − 1, 1, 0, 0, 0)]

+µ1[V (x1 − 1, 1, 2, 0, 1)− V (x1 − 1, 1, 0, 0, 1)]. (B.28)

Using (B.26),(B.27),(B.25) for α̃1 = 0 and (B.26),(B.28),(B.21),(B.22), and the induction

hypothesis for α̃1 = 1, we get

V (x1, 0, 0, 0, 1) ≤ V (x1, 0, 2, 0, 1). (B.29)

We now proceed to the proof of parts (iv) and (v). For x2 ≥ 1 we have

V (x1, i1, 0, x2, 1) ≤ V (x1, i1, 2, x2 − 1, 1), (B.30)

because assigning the slow server to Station 2 may not be optimal. Next, we use a sample

path argument to compare the terms involved in part (iv). Let P1 and P2 be the processes

that start in states (x1, i1, j, x2−1, 1) and (x1, i1, j, x2, 0), respectively, and π be the optimal

policy for P2. Assume that for P1 we apply a policy π̃ that imitates π until time τ (defined

later), and is optimal afterwards. Time τ is the time that the earliest of the following three

events occurs: i) Server 2 is assigned to a job under P2, ii) a service completion by Server 2

under P1, and iii) there is one job in Station 2 under P2 and the slow server is assigned to it,

in which case π̃ cannot replicate this action because of lack of jobs under P1. In the first case

the two processes are coupled and there is no cost difference between π and π̃. In the second

case the state of the system under P1 and P2 at time τ is of the form (x̃1, ĩ1, j̃, x̃2 − 1, 0)

and (x̃1, ĩ1, j̃, x̃2, 0), respectively. Finally, in the third case the state of the system under P1

and P2 at time τ is of the form (x̃1, ĩ1, 0, 0, 1) and (x̃1, ĩ1, 2, 0, 0). Therefore, because π̃ is

not necessarily optimal we have

V (x1, i1, j, x2 − 1, 1)− V (x1, i1, j, x2, 0) ≤ 0, (B.31)

or

V (x1, i1, j, x2 − 1, 1)− V (x1, i1, j, x2, 0) ≤ E
[

V (x̃1, ĩ1, j̃, x̃2 − 1, 0)− V (x̃1, ĩ1, j̃, x̃2, 0)
]

,

(B.32)

or

V (x1, i1, j, x2 − 1, 1)− V (x1, i1, j, x2, 0) ≤ E
[

V (x̃1, ĩ1, 0, 0, 1)− V (x̃1, ĩ1, 2, 0, 0)
]

. (B.33)
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Let X1 = x1 + i1 + 1(j = 1) be the number of jobs in Station 1, waiting and in service. We

claim that, assuming that parts (iv) and (v) hold for X1 ≤ K, it suffices to prove part (v) for

X1 = K + 1 and x2 = 0 for parts (iv) and (v) to hold for X1 = K + 1. This is true because

part (iv) would follow from (B.31) or (B.32) (part (i) of the lemma) or (B.33), and then part

(v) for x2 ≥ 1 would follow from (B.30). Based on this observation we use induction on X1

to prove parts (iv) and (v).

The induction base is established by proving part (v) for X1 = x2 = 0. We have

V (0, 0, 2, 0, 0)− V (0, 0, 0, 0, 1) =
h2
µ2

−
h2
ν2

≥ 0,

because ν2 > µ2. For the induction step we need to prove V (x1, i1, 0, 0, 1) ≤ V (x1, i1, 2, 0, 0).

Case 1. i1 = 1. We have

V (x1, 1, 2, 0, 0)− V (x1, 1, 0, 0, 1) ≥W (x1, 1, 2, 0, 0)−W (x1, 1, 0, 0, 1)

= ν1[V (x1, 0, 2, 1, 0)− V (x1, 0, 0, 1, 1)] + ν2[V (x1, 1, 2, 0, 0)− V (x1, 1, 0, 0, 0)]

+µ1[V (x1, 1, 2, 0, 0)− V (x1, 1, 0, 0, 1)] + µ2[V (x1, 1, 0, 0, 0)− V (x1, 1, 0, 0, 1)].

Because the term multiplying ν2 is nonnegative (part (iii) of the lemma) and ν2 > µ2 we get

V (x1, 1, 2, 0, 0)− V (x1, 1, 0, 0, 1)

≥ ν1[V (x1, 0, 2, 1, 0)− V (x1, 0, 0, 1, 1)]

+(µ1 + µ2)[V (x1, 1, 2, 0, 0)− V (x1, 1, 0, 0, 0)],

and using the induction hypothesis we get

V (x1, 1, 0, 0, 1) ≤ V (x1, 1, 2, 0, 0). (B.34)

Case 2. i1 = 0. Let α̃1 be the optimal action of the dedicated server of Station 1 for state

(x1, 0, 2, 0, 0). Then, actions α̃1, 0 for the dedicated server of Station 1 and the slow server,

respectively, are feasible for state (x1, 0, 0, 0, 1), so we have

V (x1, 0, 2, 0, 0)− V (x1, 0, 0, 0, 1) ≥W (x1 − α̃1, α̃1, 2, 0, 0)−W (x1 − α̃1, α̃1, 0, 0, 1). (B.35)

For α̃1 = 0 we have

W (x1, 0, 2, 0, 0)−W (x1, 0, 0, 0, 1) =
h1x1 + h2

µ2
−
h1x1 + h2

ν2
≥ 0, (B.36)

because ν2 > µ2. For α̃1 = 1 we have

W (x1 − 1, 1, 2, 0, 0)−W (x1 − 1, 1, 0, 0, 1)

= ν1[V (x1 − 1, 0, 2, 1, 0)− V (x1 − 1, 0, 0, 1, 1)]

+ν2[V (x1 − 1, 1, 2, 0, 0)− V (x1 − 1, 1, 0, 0, 0)]

+µ1[V (x1 − 1, 1, 2, 0, 0)− V (x1 − 1, 1, 0, 0, 1)]

+µ2[V (x1 − 1, 1, 0, 0, 0)− V (x1 − 1, 1, 0, 0, 1)].
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Because the term multiplying ν2 is nonnegative (part (iii) of the lemma) and ν2 > µ2 we get

W (x1 − 1, 1, 2, 0, 0)−W (x1 − 1, 1, 0, 0, 1)

≥ ν1[V (x1 − 1, 0, 2, 1, 0)− V (x1 − 1, 0, 0, 1, 1)]

+(µ1 + µ2)[V (x1 − 1, 1, 2, 0, 0)− V (x1 − 1, 1, 0, 0, 1)]. (B.37)

Using (B.35),(B.36) for α̃1 = 0 and (B.35),(B.37),(B.34), and the induction hypothesis for

α̃1 = 1, we get

V (x1, 0, 0, 0, 1) ≤ V (x1, 0, 2, 0, 0),

completing the proof.

Proof of Lemma 2.11

We start with the proof of parts (i)-(iii). For x1 ≥ 1 we have

V (x1, 0, j, x2) ≤ V (x1 − 1, 1, j, x2), (B.38)

V (x1, i1, 0, x2) ≤ V (x1 − 1, i1, 1, x2), (B.39)

because assigning the dedicated server of Station 1 (respectively, the slow server) to Station

1 may not be optimal. Next, we adjust the sample path argument used in the proof of

parts (i)-(iii) of Lemma 2.10 to compare the expected cost of processes P1 and P2 that

start in states (x1, i1, j, x2) and (x1 + 1, i1, j, x2), respectively, by defining policies π and π̃

accordingly. The two policies have a holding cost rate difference of h1 until time τ , the first

time that π̃ cannot imitate π, and the state of the system under P1 and P2 at that time

can be either (0, 0, j̃, x̃2) and (0, 1, j̃, x̃2), or (0, ĩ1, 0, x̃2) and (0, ĩ1, 1, x̃2). Therefore,

V (x1, i1, j, x2)− V (x1 + 1, i1, j, x2) ≤ −h1E(τ) + E
[

V (0, 0, j̃, x̃2)− V (0, 1, j̃, x̃2)
]

(B.40)

or

V (x1, i1, j, x2)− V (x1 + 1, i1, j, x2) ≤ −h1E(τ) +E
[

V (0, ĩ1, 0, x̃2)− V (0, ĩ1, 1, x̃2)
]

. (B.41)

Then, it is evident from (B.38)-(B.41) that it suffices to prove parts (ii) and (iii) for x1 = 0.

The proof is by induction on x2. We start with part (ii) for j = 0, 2. For j = 0 the induction

base is established by (2.4.12). For j = 2 we have

V (0, 1, 2, 0)− V (0, 0, 2, 0) =W (0, 1, 2, 0)−W (0, 0, 2, 0) = h1

+ν1[V (0, 0, 2, 1)− V (0, 0, 2, 0)] + µ2[V (0, 1, 0, 0)− V (0, 0, 0, 0)]

+(µ1 + ν2)[V (0, 1, 2, 0)− V (0, 0, 2, 0)],

which combined with (2.4.13) and (2.4.12) yields V (0, 0, 2, 0) ≤ V (0, 1, 2, 0). For the induc-

tion step we need to prove part (ii) for j = 0, 2 and x2 > 0. We consider j = 0 first. Let α̃

be the optimal action of the slow server for state (0, 1, 0, x2). Because α̃ is feasible for state

(0, 0, 0, x2) we have

V (0, 1, 0, x2)−V (0, 0, 0, x2) ≥W (0, 1, α̃, x2−1(α̃ = 2))−W (0, 0, α̃, x2−1(α̃ = 2)). (B.42)
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For α̃ = 0 we have

W (0, 1, 0, x2)−W (0, 0, 0, x2) = h1

+ν1[V (0, 0, 0, x2 + 1)− V (0, 0, 0, x2)]

+ν2[V (0, 1, 0, x2 − 1)− V (0, 0, 0, x2 − 1)]

+(µ1 + µ2)[V (0, 1, 0, x2)− V (0, 0, 0, x2)]. (B.43)

For α̃ = 2 we have

W (0, 1, 2, x2 − 1)−W (0, 0, 2, x2 − 1) = h1

+ν1[V (0, 0, 2, x2)− V (0, 0, 2, x2 − 1)]

+ν2[V (0, 1, 2, x2 − 2)− V (0, 0, 2, x2 − 2)]

+µ1[V (0, 1, 2, x2 − 1)− V (0, 0, 2, x2 − 1)]

+µ2[V (0, 1, 0, x2 − 1)− V (0, 0, 0, x2 − 1)]. (B.44)

Using (B.42)-(B.44),(2.4.13), and the induction hypothesis we get

V (0, 0, 0, x2) ≤ V (0, 1, 0, x2). (B.45)

For j = 2 we have

V (0, 1, 2, x2)− V (0, 0, 2, x2) = W (0, 1, 2, x2)−W (0, 0, 2, x2) = h1

+ν1[V (0, 0, 2, x2 + 1)− V (0, 0, 2, x2)] + ν2[V (0, 1, 2, x2 − 1)− V (0, 0, 2, x2 − 1)]

+µ1[V (0, 1, 2, x2)− V (0, 0, 2, x2)] + µ2[V (0, 1, 0, x2)− V (0, 0, 0, x2)],

and using (2.4.13),(B.45), and the induction hypothesis we get

V (0, 0, 2, x2) ≤ V (0, 1, 2, x2).

For any x2 ≥ 0 we have

V (0, 1, 1, x2)− V (0, 0, 1, x2) = W (0, 1, 1, x2)−W (0, 0, 1, x2)

= h1 + ν1[V (0, 0, 1, x2 + 1)− V (0, 0, 1, x2)]

+ν2[V (0, 1, 1, (x2 − 1)+)− V (0, 0, 1, (x2 − 1)+)]

+µ1[V (0, 1, 0, x2 + 1)− V (0, 0, 0, x2 + 1)]

+µ2[V (0, 1, 1, x2)− V (0, 0, 1, x2)]. (B.46)

Then, taking into account (2.4.13) and (B.45), part (ii) for j = 1 follows from a straight-

forward induction based on (B.46). For part (iii) we consider i1 = 0 first, in which case the

induction base is established by (2.4.12). For x2 ≥ 1 we have

V (0, 0, 1, x2)− V (0, 0, 0, x2) ≥W (0, 0, 1, x2)−W (0, 0, 0, x2) = h1

+ν2[V (0, 0, 1, x2 − 1)− V (0, 0, 0, x2 − 1)] + µ1[V (0, 0, 0, x2 + 1)− V (0, 0, 0, x2)]

+(ν1 + µ2)[V (0, 0, 1, x2)− V (0, 0, 0, x2)],
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and using (2.4.13) and the induction hypothesis we get

V (0, 0, 0, x2) ≤ V (0, 0, 1, x2). (B.47)

For any x2 ≥ 0 we have

V (0, 1, 1, x2)− V (0, 1, 0, x2) ≥ W (0, 1, 1, x2)−W (0, 1, 0, x2)

= h1 + ν1[V (0, 0, 1, x2 + 1)− V (0, 0, 0, x2 + 1)]

+ν2[V (0, 1, 1, (x2 − 1)+)− V (0, 1, 0, (x2 − 1)+)]

+µ1[V (0, 1, 0, x2 + 1)− V (0, 1, 0, x2)]

+µ2[V (0, 1, 1, x2)− V (0, 1, 0, x2)]. (B.48)

Then, taking into account (2.4.13) and (B.47), part (iii) for i1 = 1 follows from a straight-

forward induction based on (B.48).

We now proceed to prove parts (iv)-(vi). Similarly to the proof of (i)-(iii), it suffices to

prove parts (v) and (vi) for x1 = 0 because i) (B.38),(B.39) hold with x2 + 1 instead of x2,

and ii) the same sample path argument can be applied to compare the expected cost of the

processes that start in states (x1 − 1, i1, j, x2 + 1) and (x1, i1, j, x2), yielding

V (x1 − 1, i1, j, x2 + 1)− V (x1, i1, j, x2)

≤ −(h1 − h2)E(τ) + E
[

V (0, 0, j̃, x̃2 + 1)− V (0, 1, j̃, x̃2)
]

or

V (x1 − 1, i1, j, x2 + 1)− V (x1, i1, j, x2)

≤ −(h1 − h2)E(τ) + E
[

V (0, ĩ1, 0, x̃2 + 1)− V (0, ĩ1, 1, x̃2)
]

.

We start with part (v) for j = 0, 2. We have

V (0, 1, 0, 0)− V (0, 0, 0, 1) = h1/ν1, (B.49)

and

V (0, 1, 2, 0)− V (0, 0, 2, 1) = W (0, 1, 2, 0)−W (0, 0, 2, 1) = h1 − h2

+ν2[V (0, 1, 2, 0)− V (0, 0, 2, 0)] + µ2[V (0, 1, 0, 0)− V (0, 0, 0, 1)]

+µ1[V (0, 1, 2, 0)− V (0, 0, 2, 1)], (B.50)

and the induction base (x2 = 0) is established by (B.49),(B.50) and part (ii). For the

induction step we need to prove part (v) for j = 0, 2 and x2 > 0. We consider j = 0 first.

Let α̃ be the optimal action of the slow server for state (0, 1, 0, x2). Because α̃ is feasible for

state (0, 0, 0, x2 + 1) we have

V (0, 1, 0, x2)− V (0, 0, 0, x2 + 1) ≥W (0, 1, α̃, x2 − 1(α̃ = 2))−W (0, 0, α̃, x2 + 1(α̃ = 0)).

(B.51)
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For α̃ = 0 we have

W (0, 1, 0, x2)−W (0, 0, 0, x2 + 1) = h1 − h2

+ν2[V (0, 1, 0, x2 − 1)− V (0, 0, 0, x2)]

+(µ1 + µ2)[V (0, 1, 0, x2)− V (0, 0, 0, x2 + 1)]. (B.52)

For α̃ = 2 we have

W (0, 1, 2, x2 − 1)−W (0, 0, 2, x2) = h1 − h2

+ν2[V (0, 1, 2, x2 − 2)− V (0, 0, 2, x2 − 1)]

+µ1[V (0, 1, 2, x2 − 1)− V (0, 0, 2, x2)]

+µ2[V (0, 1, 0, x2 − 1)− V (0, 0, 0, x2)]. (B.53)

Using (B.51)-(B.53) and the induction hypothesis we get

V (0, 0, 0, x2 + 1) ≤ V (0, 1, 0, x2). (B.54)

For j = 2 we have

V (0, 1, 2, x2)− V (0, 0, 2, x2 + 1) = W (0, 1, 2, x2)−W (0, 0, 2, x2 + 1) = h1 − h2

+ν2[V (0, 1, 2, x2 − 1)− V (0, 0, 2, x2)] + µ1[V (0, 1, 2, x2)− V (0, 0, 2, x2 + 1)]

+µ2[V (0, 1, 0, x2)− V (0, 0, 0, x2 + 1)],

and using (B.54) and the induction hypothesis we get

V (0, 0, 2, x2 + 1) ≤ V (0, 1, 2, x2).

For any x2 ≥ 0 we have

V (0, 1, 1, x2)− V (0, 0, 1, x2 + 1) = W (0, 1, 1, x2)−W (0, 0, 1, x2 + 1)

= h1 − h2 + ν2[V (0, 1, 1, (x2 − 1)+)− V (0, 0, 1, x2)]

+µ1[V (0, 1, 0, x2 + 1)− V (0, 0, 0, x2 + 2)]

+µ2[V (0, 1, 1, x2)− V (0, 0, 1, x2 + 1)]. (B.55)

Then, taking into account (B.54), part (v) for j = 1 follows from a straightforward induction

based on (B.55). For part (vi) we consider i1 = 0 first, in which case the induction base is

established by V (0, 0, 1, 0)− V (0, 0, 0, 1) = h1/µ1. For x2 ≥ 1 we have

V (0, 0, 1, x2)− V (0, 0, 0, x2 + 1) ≥W (0, 0, 1, x2)−W (0, 0, 0, x2 + 1) = h1 − h2

+ν2[V (0, 0, 1, x2 − 1)− V (0, 0, 0, x2)] + (ν1 + µ2)[V (0, 0, 1, x2)− V (0, 0, 0, x2 + 1)],

and by the induction hypothesis we get

V (0, 0, 0, x2 + 1) ≤ V (0, 0, 1, x2). (B.56)
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For any x2 ≥ 0 we have

V (0, 1, 1, x2)− V (0, 1, 0, x2 + 1) ≥ W (0, 1, 1, x2)−W (0, 1, 0, x2 + 1)

= h1 − h2 + ν1[V (0, 0, 1, x2 + 1)− V (0, 0, 0, x2 + 2)]

+ν2[V (0, 1, 1, (x2 − 1)+)− V (0, 1, 0, x2)]

+µ2[V (0, 1, 1, x2)− V (0, 1, 0, x2 + 1)]. (B.57)

Then, taking into account (B.56), part (vi) for i1 = 1 follows from a straightforward induction

based on (B.57).

Finally, the proof of parts (vii) and (viii) is similar to the proof of parts (iv) and (v) of

Lemma 2.10. For x1 ≥ 1 we have

V (x1, 1, 0, x2) ≤ V (x1 − 1, 1, 1, x2), (B.58)

because assigning the slow server to Station 1 may not be optimal. Next, we use a similar

sample path argument (interchanging the roles of Stations 1,2 and their dedicated servers)

to compare the expected cost of the processes that start in states (x1 − 1, 1, j, x2) and

(x1, 0, j, x2). Reasoning as in the proof of Lemma 2.10 we get

V (x1 − 1, 1, j, x2)− V (x1, 0, j, x2) ≤ 0, (B.59)

or

V (x1 − 1, 1, j, x2)− V (x1, 0, j, x2) ≤ E
[

V (x̃1 − 1, 0, j̃, x̃2 + 1)− V (x̃1, 0, j̃, x̃2)
]

≤ 0 (B.60)

by part (iv), or

V (x1 − 1, 1, j, x2)− V (x1, 0, j, x2) ≤ E [V (0, 1, 0, x̃2)− V (0, 0, 1, x̃2)] . (B.61)

Then, it is clear from (B.58)-(B.61) that it suffices to prove part (viii) for x1 = 0. The proof

is by induction on x2, with the induction base established by

V (0, 0, 1, 0)− V (0, 1, 0, 0) =
h1
µ1

−
h1
ν1

≥ 0,

because ν1 > µ1. For x2 ≥ 1 we have

V (0, 0, 1, x2)− V (0, 1, 0, x2) ≥W (0, 0, 1, x2)−W (0, 1, 0, x2)

= ν1[V (0, 0, 1, x2)− V (0, 0, 0, x2 + 1)] + ν2[V (0, 0, 1, x2 − 1)− V (0, 1, 0, x2 − 1)]

+µ1[V (0, 0, 0, x2 + 1)− V (0, 1, 0, x2)] + µ2[V (0, 0, 1, x2)− V (0, 1, 0, x2)].

Because the term multiplying ν1 is nonnegative (part (vi) of the lemma) and ν1 > µ1 we get

V (0, 0, 1, x2)− V (0, 1, 0, x2)

≥ ν2[V (0, 0, 1, x2 − 1)− V (0, 1, 0, x2 − 1)]

+(µ1 + µ2)[V (0, 0, 1, x2)− V (0, 1, 0, x2)],

and using the induction hypothesis we get

V (0, 1, 0, x2) ≤ V (0, 0, 1, x2),

completing the proof.
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Proof of properties (P1)-(P5)

The proof is by induction on n. First, we use (2.4.19)-(2.4.21) to show thatW1(x1, i1, j, x2, i2)

satisfies (P1)-(P5), establishing the induction base. Then, the induction is completed by as-

suming that Wn satisfies (P1)-(P5) and showing that Vn and Wn+1 satisfy these properties

as well. According to the induction hypothesis, if there are jobs in Station 2 at time n and

its dedicated server is available, the optimal policy assigns a job to that server, that is, for

x2 ≥ 1 we have

Vn(x1, i1, j, x2, 0) = Vn(x1, i1, j, x2 − 1, 1). (B.62)

Starting with the proof of (P1) for Vn, let (α̃1, α̃2, α̃) be the optimal allocation for state

(x1, i1, j, x2 + 1, i2). Then, if (α̃1, α̃2, α̃) is feasible for state (x1, i1, j, x2, i2), we have from

(2.4.18)

Vn(x1, i1, j, x2, i2) ≤Wn(x
′
1, α̃1, α̃, x

′
2, α̃2)

≤Wn(x
′
1, α̃1, α̃, x

′
2 + 1, α̃2) = Vn(x1, i1, j, x2 + 1, i2),

where x′k = xk − α̃k(1 − ik) − 1(j = 0, α̃ = k), k = 1, 2, and the second inequality follows

from property (P1) for Wn. Next, we consider the cases for which (α̃1, α̃2, α̃) is not feasible

for state (x1, i1, j, x2, i2).

Case 1. x2 = 0, i2 = 0. We have α̃2 = 1 and α̃ = j if j 6= 0, α̃ 6= 2 if j = 0, so (α̃1, 0, α̃) is

feasible for state (x1, i1, j, 0, 0). Therefore,

Vn(x1, i1, j, 0, 0) ≤Wn(x
′
1, α̃1, α̃, 0, 0) ≤Wn(x

′
1, α̃1, α̃, 0, 1) = Vn(x1, i1, j, 1, 0),

where x′1 = x1 − α̃1(1 − i1) − α̃ · 1(j = 0) and the second inequality follows from property

(P2) for Wn.

Case 2. x2 = 0, j = 0, i2 = 1, α̃ = 2. In this case (α̃1, 1, 0) is feasible for state (x1, i1, 0, 0, 1),

so we have

Vn(x1, i1, 0, 0, 1) ≤ Wn(x
′
1, α̃1, 0, 0, 1) ≤Wn(x

′
1, α̃1, 2, 0, 1) = Vn(x1, i1, 0, 1, 1),

where x′1 = x1 − α̃1(1− i1) and the second inequality follows from property (P3) for Wn.

Case 3. x2 = 1, i2 = j = 0, α̃ = 2. We have α̃2 = 1, so (α̃1, 1, 0) is feasible for state

(x1, i1, 0, 1, 0). Therefore,

Vn(x1, i1, 0, 1, 0) ≤ Wn(x
′
1, α̃1, 0, 0, 1) ≤Wn(x

′
1, α̃1, 2, 0, 1) = Vn(x1, i1, 0, 2, 0),

where x′1 = x1 − α̃1(1− i1) and the second inequality follows from property (P3) for Wn.

Having completed the proof of property (P1), we also use (B.62) to get

Vn(x1, i1, j, x2, 0) ≤ Vn(x1, i1, j, x2 + 1, 0) = Vn(x1, i1, j, x2, 1),

which proves property (P2). To prove (P3), letting α̃1 and α̃2 be the optimal allocations of

the dedicated servers for state (x1, i1, 2, x2, i2), we note that allocation (α̃1, α̃2, 0) is feasible

for state (x1, i1, 0, x2, i2). Therefore,

Vn(x1, i1, 0, x2, i2) ≤Wn(x
′
1, α̃1, 0, x

′
2, α̃2) ≤Wn(x

′
1, α̃1, 2, x

′
2, α̃2) = Vn(x1, i1, 2, x2, i2),
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where x′k = xk − α̃k(1 − ik), k = 1, 2, and the second inequality follows from property (P3)

for Wn.

As a consequence of the induction hypothesis, property (P4) for Vn is satisfied with

equality (see (B.62)). We also use the induction hypothesis to prove (P5) for x2 ≥ 1, in

which case we get

Vn(x1, i1, 0, x2, 1) ≤ Vn(x1, i1, 2, x2 − 1, 1) = Vn(x1, i1, 2, x2, 0),

where the inequality is due to the fact that assigning the flexible server to station 2 may not

be optimal. For x2 = 0, we let α̃1 be the optimal allocation of the dedicated server of Station

1 for state (x1, i1, 2, 0, 0). Then, allocation (α̃1, 1, 0) is feasible for state (x1, i1, 0, 0, 1) and

we obtain

Vn(x1, i1, 0, 0, 1) ≤ Wn(x
′
1, α̃1, 0, 0, 1) ≤Wn(x

′
1, α̃1, 2, 0, 0) = Vn(x1, i1, 2, 0, 0),

where x′1 = x1 − α̃1(1− i1) and the second inequality follows from property (P5) for Wn.

Finally, we show that Wn+1 satisfies properties (P1)-(P5) by using (2.4.19) and (2.4.20).

For property (P1) we have

Wn+1(x1, i1, j, x2, i2)−Wn+1(x1, i1, j, x2 + 1, i2) = −h2

+β {λ[Vn(x1 + 1, i1, j, x2, i2)− Vn(x1 + 1, i1, j, x2 + 1, i2)]

+ν1[Vn(x1, 0, j, x2 + i1, i2)− Vn(x1, 0, j, x2 + 1 + i1, i2)]

+ν2[Vn(x1, i1, j, x2, 0)− Vn(x1, i1, j, x2 + 1, 0)]

+µ1[Vn(x1, i1, j · 1(j 6= 1), x2 + 1(j = 1), i2)

−Vn(x1, i1, j · 1(j 6= 1), x2 + 1 + 1(j = 1), i2)]

+µ2[Vn(x1, i1, 1(j = 1), x2, i2)− Vn(x1, i1, 1(j = 1), x2 + 1, i2)]} < 0,

because Vn satisfies (P1). For property (P2) we have

Wn+1(x1, i1, j, x2, 0)−Wn+1(x1, i1, j, x2, 1) = −h2

+β{λ[Vn(x1 + 1, i1, j, x2, 0)− Vn(x1 + 1, i1, j, x2, 1)]

+ν1[Vn(x1, 0, j, x2 + i1, 0)− Vn(x1, 0, j, x2 + i1, 1)]

+µ1[Vn(x1, i1, j · 1(j 6= 1), x2 + 1(j = 1), 0)

−Vn(x1, i1, j · 1(j 6= 1), x2 + 1(j = 1), 1)]

+µ2[Vn(x1, i1, 1(j = 1), x2, 0)− Vn(x1, i1, 1(j = 1), x2, 1)]} < 0,

because Vn satisfies (P2). For property (P3) we have

Wn+1(x1, i1, 0, x2, i2)−Wn+1(x1, i1, 2, x2, i2) = −h2

+β{λ[Vn(x1 + 1, i1, 0, x2, i2)− Vn(x1 + 1, i1, 2, x2, i2)]

+ν1[Vn(x1, 0, 0, x2 + i1, i2)− Vn(x1, 0, 2, x2 + i1, i2)]

+ν2[Vn(x1, i1, 0, x2, 0)− Vn(x1, i1, 2, x2, 0)]

+µ1[Vn(x1, i1, 0, x2, i2)− Vn(x1, i1, 2, x2, i2)]} < 0,

Institutional Repository - Library & Information Centre - University of Thessaly
01/06/2024 21:10:43 EEST - 18.119.166.180



102 Non-preemtive service discipline

because Vn satisfies (P3). For property (P4) we have

Wn+1(x1, i1, j, x2 − 1, 1)−Wn+1(x1, i1, j, x2, 0)

= β{λ[Vn(x1 + 1, i1, j, x2 − 1, 1)− Vn(x1 + 1, i1, j, x2, 0)]

+ν1[Vn(x1, 0, j, x2 − 1 + i1, 1)− Vn(x1, 0, j, x2 + i1, 0)]

+ν2[Vn(x1, i1, j, x2 − 1, 0)− Vn(x1, i1, j, x2, 0)]

+µ1[Vn(x1, i1, j · 1(j 6= 1), x2 − 1 + 1(j = 1), 1)

−Vn(x1, i1, j · 1(j 6= 1), x2 + 1(j = 1), 0)]

+µ2[Vn(x1, i1, 1(j = 1), x2 − 1, 1)− Vn(x1, i1, 1(j = 1), x2, 0)]} ≤ 0,

because Vn satisfies (P1) (term multiplying ν2) and (P4) (remaining terms). For property

(P5) we have

Wn+1(x1, i1, 0, x2, 1)−Wn+1(x1, i1, 2, x2, 0)

= β{λ[Vn(x1 + 1, i1, 0, x2, 1)− Vn(x1 + 1, i1, 2, x2, 0)]

+ν1[Vn(x1, 0, 0, x2 + i1, 1)− Vn(x1, 0, 2, x2 + i1, 0)]

+ν2[Vn(x1, i1, 0, x2, 0)− Vn(x1, i1, 2, x2, 0)]

+µ1[Vn(x1, i1, 0, x2, 1)− Vn(x1, i1, 2, x2, 0)]

+µ2[Vn(x1, i1, 0, x2, 1)− Vn(x1, i1, 0, x2, 0)]}.

Because Vn satisfies (P2), the term multiplying µ2 is nonnegative. Then, taking into account

that µ2 < ν2, we get

Wn+1(x1, i1, 0, x2, 1)−Wn+1(x1, i1, 2, x2, 0)

≤ β{λ[Vn(x1 + 1, i1, 0, x2, 1)− Vn(x1 + 1, i1, 2, x2, 0)]

+ν1[Vn(x1, 0, 0, x2 + i1, 1)− Vn(x1, 0, 2, x2 + i1, 0)]

+ν2[Vn(x1, i1, 0, x2, 1)− Vn(x1, i1, 2, x2, 0)]

+µ1[Vn(x1, i1, 0, x2, 1)− Vn(x1, i1, 2, x2, 0)]} ≤ 0,

because Vn satisfies (P5).

Proof of properties (Q1)-(Q8)

The proof is by induction on n and is structurally identical to the proof of (P1)-(P5).

Assuming that Wn satisfies (Q1)-(Q8), we show that Vn and Wn+1 satisfy these properties

as well. According to the induction hypothesis, if there are jobs at Station 1 at time n and

its dedicated server is available, the optimal policy assigns a job to that server, that is, for

x1 ≥ 1 we have

Vn(x1, 0, j, x2) = Vn(x1 − 1, 1, j, x2). (B.63)

Starting with the proof of (Q1) for Vn, let (α̃1, α̃) be the optimal allocation for state (x1 +

1, i1, j, x2). Then, if (α̃1, α̃) is feasible for state (x1, i1, j, x2), we have from (2.4.24)

Vn(x1, i1, j, x2) ≤Wn(x
′
1, α̃1, α̃, x

′
2) ≤Wn(x

′
1 + 1, α̃1, α̃, x

′
2) = Vn(x1 + 1, i1, j, x2),
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where x′1 = x1 − α̃1(1 − i1) − 1(j = 0, α̃ = 1), x′2 = x2 − 1(j = 0, α̃ = 2), and the second

inequality follows from property (Q1) for Wn. Next, we consider the cases for which (α̃1, α̃)

is not feasible for state (x1, i1, j, x2).

Case 1. x1 = 0, i1 = 0. We have α̃1 = 1 and α̃ = j if j 6= 0, α̃ 6= 1 if j = 0, so (0, α̃) is

feasible for state (0, 0, j, x2). Therefore,

Vn(0, 0, j, x2) ≤Wn(0, 0, α̃, x
′
2) ≤Wn(0, 1, α̃, x

′
2) = Vn(1, 0, j, x2),

where x′2 = x2 − 1(j = 0, α̃ = 2) and the second inequality follows from property (Q2) for

Wn.

Case 2. x1 = 0, j = 0, i1 = 1, α̃ = 1. Then, because (1, 0) is feasible for state (0, 1, 0, x2),

we have

Vn(0, 1, 0, x2) ≤Wn(0, 1, 0, x2) ≤Wn(0, 1, 1, x2) = Vn(1, 1, 0, x2),

where the second inequality follows from property (Q3) for Wn.

Case 3. x1 = 1, i1 = j = 0, α̃ = 1. Because α̃1 = 1 and (1, 0) is feasible for state (1, 0, 0, x2),

we have

Vn(1, 0, 0, x2) ≤Wn(0, 1, 0, x2) ≤Wn(0, 1, 1, x2) = Vn(2, 0, 0, x2),

where the second inequality follows from property (Q3) for Wn.

Property (Q2) is a consequence of (Q1) and (B.63) (induction hypothesis) because

Vn(x1, 0, j, x2) ≤ Vn(x1 + 1, 0, j, x2) = Vn(x1, 1, j, x2).

To prove (Q3), letting α̃1 be the optimal allocation of the dedicated server of Station 1 for

state (x1, i1, 1, x2), we note that allocation (α̃1, 0) is feasible for state (x1, i1, 0, x2). Therefore,

Vn(x1, i1, 0, x2) ≤Wn(x
′
1, α̃1, 0, x2) ≤Wn(x

′
1, α̃1, 1, x2) = Vn(x1, i1, 1, x2),

where x′1 = x1 − α̃1(1− i1) and the second inequality follows from property (Q3) for Wn.

The proofs of (Q4)-(Q6) are similar to those of (Q1)-(Q3), respectively. To see this, note

that the only difference in the two sets of properties is that in the lefthand side of (Q4)-(Q6)

there is one more job in Station 2 compared to (Q1)-(Q3). This difference has no effect on

whether the optimal policy corresponding to the righthand side is feasible for the lefthand

side, so the arguments in the proofs of (Q1)-(Q3) can be replicated for (Q4)-(Q6).

To prove property (Q4), we let (α̃1, α̃) be the optimal allocation for state (x1, i1, j, x2).

Then, if (α̃1, α̃) is feasible for state (x1 − 1, i1, j, x2 + 1), we have

Vn(x1 − 1, i1, j, x2 + 1) ≤Wn(x
′
1 − 1, α̃1, α̃, x

′
2 + 1) ≤Wn(x

′
1, α̃1, α̃, x

′
2) = Vn(x1, i1, j, x2),

where x′1 = x1 − α̃1(1 − i1) − 1(j = 0, α̃ = 1), x′2 = x2 − 1(j = 0, α̃ = 2), and the second

inequality follows from property (Q4) for Wn. Next, we consider the cases for which (α̃1, α̃)

is not feasible for state (x1, i1, j, x2).

Case 1. x1 = 1, i1 = 0. We have α̃1 = 1 and α̃ = j if j 6= 0, α̃ 6= 1 if j = 0, so (0, α̃) is

feasible for state (0, 0, j, x2 + 1). Therefore,

Vn(0, 0, j, x2 + 1) ≤Wn(0, 0, α̃, x
′
2 + 1) ≤Wn(0, 1, α̃, x

′
2) = Vn(1, 0, j, x2),
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where x′2 = x2 − 1(j = 0, α̃ = 2) and the second inequality follows from property (Q5) for

Wn.

Case 2. x1 = 1, j = 0, i1 = 1, α̃ = 1. Then, because (1, 0) is feasible for state (0, 1, 0, x2+1),

we have

Vn(0, 1, 0, x2 + 1) ≤Wn(0, 1, 0, x2 + 1) ≤Wn(0, 1, 1, x2) = Vn(1, 1, 0, x2),

where the second inequality follows from property (Q6) for Wn.

Case 3. x1 = 2, i1 = j = 0, α̃ = 1. Because α̃1 = 1 and (1, 0) is feasible for state

(1, 0, 0, x2 + 1), we have

Vn(1, 0, 0, x2 + 1) ≤Wn(0, 1, 0, x2 + 1) ≤Wn(0, 1, 1, x2) = Vn(2, 0, 0, x2),

where the second inequality follows from property (Q6) for Wn.

Property (Q5) follows from (Q4) and (B.63) because

Vn(x1, 0, j, x2 + 1) ≤ Vn(x1 + 1, 0, j, x2) = Vn(x1, 1, j, x2).

To prove (Q6), letting α̃1 be the optimal allocation of the dedicated server of Station 1

for state (x1, i1, 1, x2), we note that allocation (α̃1, 0) is feasible for state (x1, i1, 0, x2 + 1).

Therefore,

Vn(x1, i1, 0, x2 + 1) ≤Wn(x
′
1, α̃1, 0, x2 + 1) ≤Wn(x

′
1, α̃1, 1, x2) = Vn(x1, i1, 1, x2),

where x′1 = x1 − α̃1(1− i1) and the second inequality follows from property (Q6) for Wn.

As a consequence of the induction hypothesis, property (Q7) for Vn is satisfied with

equality. We also use the induction hypothesis to prove (Q8) for x1 ≥ 1, in which case we

get

Vn(x1, 1, 0, x2) ≤ Vn(x1 − 1, 1, 1, x2) = Vn(x1, 0, 1, x2),

where the inequality is due to the fact that assigning the flexible server to station 1 may

not be optimal. For x2 = 0, noting that allocation (1, 0) is feasible for state (0, 1, 0, x2) we

obtain

Vn(0, 1, 0, x2) ≤Wn(0, 1, 0, x2) ≤Wn(0, 0, 1, x2) = Vn(0, 0, 1, x2),

where the second inequality follows from property (Q8) for Wn.

Finally, we show the same properties for the functionWn+1 satisfies properties (Q1)-(Q8)

by using (2.4.25) and (2.4.26). For property (Q1) we have

Wn+1(x1, i1, j, x2)−Wn+1(x1 + 1, i1, j, x2) = −h1

+β{λ[Vn(x1 + 1, i1, j, x2)− Vn(x1 + 2, i1, j, x2)]

+ν1[Vn(x1, 0, j, x2 + i1)− Vn(x1 + 1, 0, j, x2 + i1)]

+ν2[Vn(x1, i1, j, (x2 − 1)+)− Vn(x1 + 1, i1, j, (x2 − 1)+)]

+µ1[Vn(x1, i1, j · 1(j 6= 1), x2 + 1(j = 1))

−Vn(x1 + 1, i1, j · 1(j 6= 1), x2 + 1(j = 1))]

+µ2[Vn(x1, i1, 1(j = 1), x2)− Vn(x1 + 1, i1, 1(j = 1), x2)]} < 0,
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because Vn satisfies (Q1). For property (Q2) we have

Wn+1(x1, 0, j, x2)−Wn+1(x1, 1, j, x2) = −h1

+β{λ[Vn(x1 + 1, 0, j, x2)− Vn(x1 + 1, 1, j, x2)]

+ν1[Vn(x1, 0, j, x2)− Vn(x1, 0, j, x2 + 1)]

+ν2[Vn(x1, 0, j, (x2 − 1)+)− Vn(x1, 1, j, (x2 − 1)+)]

+µ1[Vn(x1, 0, j · 1(j 6= 1), x2 + 1(j = 1))− Vn(x1, 1, j · 1(j 6= 1), x2 + 1(j = 1))]

+µ2[Vn(x1, 0, 1(j = 1), x2)− Vn(x1, 1, 1(j = 1), x2)]} < 0,

because of (2.4.28) (term multiplying ν1) and the fact thatVn satisfies (Q2) (remaining terms).

For property (Q3) we have

Wn+1(x1, i1, 0, x2)−Wn+1(x1, i1, 1, x2) = −h1

+β{λ[Vn(x1 + 1, i1, 0, x2)− Vn(x1 + 1, i1, 1, x2)]

+ν1[Vn(x1, 0, 0, x2 + i1)− Vn(x1, 0, 1, x2 + i1)]

+ν2[Vn(x1, i1, 0, (x2 − 1)+)− Vn(x1, i1, 1, (x2 − 1)+)]

+µ1[Vn(x1, i1, 0, x2)− Vn(x1, i1, 0, x2 + 1)]

+µ2[Vn(x1, i1, 0, x2)− Vn(x1, i1, 1, x2)]} < 0,

because of (2.4.28) (term multiplying µ1) and the fact that Vn satisfies (Q3) (remaining

terms). For property (Q4) we have

Wn+1(x1 − 1, i1, j, x2 + 1)−Wn+1(x1, i1, j, x2) = h2 − h1

+β{λ[Vn(x1, i1, j, x2 + 1)− Vn(x1 + 1, i1, j, x2)]

+ν1[Vn(x1 − 1, 0, j, x2 + 1 + i1)− Vn(x1, 0, j, x2 + i1)]

+ν2[Vn(x1 − 1, i1, j, x2)− Vn(x1, i1, j, (x2 − 1)+)]

+µ1[Vn(x1 − 1, i1, j · 1(j 6= 1), x2 + 1 + 1(j = 1))

−Vn(x1, i1, j · 1(j 6= 1), x2 + 1(j = 1))]

+µ2[Vn(x1 − 1, i1, 1(j = 1), x2 + 1)− Vn(x1, i1, 1(j = 1), x2)]} ≤ 0,

because Vn satisfies (Q4) and (Q1) (term multiplying ν2 when x2 = 0). For property (Q5)

we have

Wn+1(x1, 0, j, x2 + 1)−Wn+1(x1, 1, j, x2) = h2 − h1

+β{λ[Vn(x1 + 1, 0, j, x2 + 1)− Vn(x1 + 1, 1, j, x2)]

+ν2[Vn(x1, 0, j, x2)− Vn(x1, 1, j, (x2 − 1)+)]

+µ1[Vn(x1, 0, j · 1(j 6= 1), x2 + 1 + 1(j = 1))

−Vn(x1, 1, j · 1(j 6= 1), x2 + 1(j = 1))]

+µ2[Vn(x1, 0, 1(j = 1), x2 + 1)− Vn(x1, 1, 1(j = 1), x2)]} ≤ 0,

because Vn satisfies (Q5) and (Q2) (term multiplying ν2 when x2 = 0). For property (Q6)
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we have

Wn+1(x1, i1, 0, x2 + 1)−Wn+1(x1, i1, 1, x2) = h2 − h1

+β{λ[Vn(x1 + 1, i1, 0, x2 + 1)− Vn(x1 + 1, i1, 1, x2)]

+ν1[Vn(x1, 0, 0, x2 + 1 + i1)− Vn(x1, 0, 1, x2 + i1)]

+ν2[Vn(x1, i1, 0, x2)− Vn(x1, i1, 1, (x2 − 1)+)]

+µ2[Vn(x1, i1, 0, x2 + 1)− Vn(x1, i1, 1, x2)]} ≤ 0,

because Vn satisfies (Q6) and (Q3) (term multiplying ν2 when x2 = 0). For property (Q7)

we have

Wn+1(x1 − 1, 1, j, x2)−Wn+1(x1, 0, j, x2)

= β{λ[Vn(x1, 1, j, x2)− Vn(x1 + 1, 0, j, x2)]

+ν1[Vn(x1 − 1, 0, j, x2 + 1)− Vn(x1, 0, j, x2)]

+ν2[Vn(x1 − 1, 1, j, (x2 − 1)+)− Vn(x1, 0, j, (x2 − 1)+)]

+µ1[Vn(x1 − 1, 1, j · 1(j 6= 1), x2 + 1(j = 1))

−Vn(x1, 0, j · 1(j 6= 1), x2 + 1(j = 1))]

+µ2[Vn(x1 − 1, 1, 1(j = 1), x2)− Vn(x1, 0, 1(j = 1), x2)]} ≤ 0,

because Vn satisfies (Q4) (term multiplying ν1) and (Q7) (remaining terms). For property

(Q8) we have

Wn+1(x1, 1, 0, x2)−Wn+1(x1, 0, 1, x2)

= β{λ[Vn(x1 + 1, 1, 0, x2)− Vn(x1 + 1, 0, 1, x2)]

+ν1[Vn(x1, 0, 0, x2 + 1)− Vn(x1, 0, 1, x2)]

+ν2[Vn(x1, 1, 0, (x2 − 1)+)− Vn(x1, 0, 1, (x2 − 1)+)]

+µ1[Vn(x1, 1, 0, x2)− Vn(x1, 0, 0, x2 + 1)]

+µ2[Vn(x1, 1, 0, x2)− Vn(x1, 0, 1, x2)]}.

Because Vn satisfies (Q5), the term multiplying µ1 is nonnegative. Then, taking into account

that µ1 < ν1, we get

Wn+1(x1, 1, 0, x2)−Wn+1(x1, 0, 1, x2)

≤ β{λ[Vn(x1 + 1, 1, 0, x2)− Vn(x1 + 1, 0, 1, x2)]

+ν1[Vn(x1, 1, 0, x2)− Vn(x1, 0, 1, x2)]

+ν2[Vn(x1, 1, 0, (x2 − 1)+)− Vn(x1, 0, 1, (x2 − 1)+)]

+µ2[Vn(x1, 1, 0, x2)− Vn(x1, 0, 1, x2)]},

because Vn satisfies (Q8).
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Proof of Proposition 3.1

Differentiating (3.4.4)-(3.4.9) with respect to Q and K we get the following expressions

for the second-order derivatives of the profit function. For Q+K ≤ I,

∂2Π

∂Q2
= −(r + p− h)E

[

U2f(QU +K)
]

, (C.1)

∂2Π

∂K2
= −(r + p− h)E [f(QU +K)] , (C.2)

∂2Π

∂Q∂K
= −(r + p− h)E [Uf(QU +K)] , (C.3)

for I −K < Q < I,

∂2Π

∂Q2
= −(r + p− h)

I−K
Q
∫

0

u2f(Qu+K)g(u)du, (C.4)

∂2Π

∂K2
= −(r + p− h)

I−K
Q
∫

0

f(Qu+K)g(u)du, (C.5)

∂2Π

∂Q∂K
= −(r + p− h)

I−K
Q
∫

0

uf(Qu+K)g(u)du, (C.6)

and for Q ≥ I,

∂2Π

∂Q2
= −(r + p− h)









I−K
Q
∫

0

u2f(Qu+K)g(u)du+

1
∫

I
Q

u2f(Qu)g(u)du









, (C.7)

∂2Π

∂K2
= −(r + p− h)

I−K
Q
∫

0

f(Qu+K)g(u)du, (C.8)

∂2Π

∂Q∂K
= −(r + p− h)

I−K
Q
∫

0

uf(Qu+K)g(u)du. (C.9)

Let H be the Hessian matrix of the profit function, that is,

H =

[

∂2Π
∂Q2

∂2Π
∂Q∂K

∂Π2

∂K∂Q
∂2Π
∂K2

]

.
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Then, using (C.1)-(C.9) we get the following expressions for its determinant. For Q+K ≤ I,

det(H) = (r + p− h)2E
[

U2f (QU +K)
]

E [f (QU +K)]

−(r + p− h)2 [E [Uf (QU +K)]]2 , (C.10)

for I −K < Q < I,

det(H) = (r + p− h)2







I−K
Q
∫

0

u2f (Qu+K) g(u)du













I−K
Q
∫

0

f (Qu+K) g(u)du







−(r + p− h)2







I−K
Q
∫

0

uf (Qu+K) g(u)du







2

, (C.11)

and for Q ≥ I,

det(H) = (r + p− h)2







I−K
Q
∫

0

u2f (Qu+K) g(u)du













I−K
Q
∫

0

f (Qu+K) g(u)du







+(r + p− h)2







I−K
Q
∫

0

f (Qu+K) g(u)du















1
∫

I
Q

u2f (Qu) g(u)du









−(r + p− h)2







I−K
Q
∫

0

uf (Qu+K) g(u)du







2

. (C.12)

Applying the Cauchy-Schwarz inequality, given by




b
∫

a

ψ1(u)ψ2(u)du





2

≤





b
∫

a

[ψ1(u)]
2 du









b
∫

a

[ψ2(u)]
2 du



 ,

with a = 0, b = min{(I −K)/Q, 1}, ψ1(u) = u
√

f(Qu+K), and ψ2(u) =
√

f(Qu+K), we

get from (C.10)-(C.12) that det(H) ≥ 0, which combined with ∂2Π/∂Q2 ≤ 0 and ∂2Π/∂K2 ≤

0 proves that the profit function is concave.

Proof of Proposition 3.3

To prove that the expected profit is concave it suffices to show that the profit function

is concave for every realization of U1, U2, X. For realizations u1, u2, x of the aforementioned

random variables we define sets R1,R2,R3 as follows.

R1 = {(Q1, Q2, K) : x ≤ Q1u1 +Q2u2},

R2 = {(Q1, Q2, K) : Q1u1 +Q2u2 < x ≤ Q1u1 +Q2u2 +K},

R3 = {(Q1, Q2, K) : x > Q1u1 +Q2u2 +K}.
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Then, the profit resulting from ordering Q1, Q2 from the primary suppliers and reserving K

with the backup supplier, denoted by Π̃(Q1, Q2, K), is equal to

Π̃(Q1, Q2, K) = −c1Q1u1 − c2Q2u2 − crK + L̃(Q1, Q2, K),

where

L̃(Q1, Q2, K) = rx+ h(Q1u1 +Q2u2 − x), if (Q1, Q2, K) ∈ R1, (C.13)

= rx− ce(x−Q1u1 −Q2u2), if (Q1, Q2, K) ∈ R2, (C.14)

= −ceK + r(Q1u1 +Q2u2 +K)− p(x−Q1u1 −Q2u2 −K),

if (Q1, Q2, K) ∈ R3. (C.15)

To prove the concavity of function Π̃ we will show that for any vectors Ti = (Q1i, Q2i, Ki),

i = 1, 2, and any 0 < λ < 1 we have

Π̃(λT1 + (1− λ)T2) ≥ λΠ̃(T1) + (1− λ)Π̃(T2). (C.16)

This is trivial when T1, T2 ∈ Ri for some i = 1, 2, 3, because λT1+(1−λ)T2 ∈ Ri as well and

(C.16) holds with equality. For cases with T1, T2 belonging to different sets, let LR denote

the difference between the left-hand side and the right-hand side of (C.16).

Case 1: T1 ∈ R1, T2 ∈ R2

For λ such that λT1 + (1− λ)T2 ∈ R1 we get

LR = (1− λ)(ce − h)(x−Q12u1 −Q22u2) > 0,

because ce > h and T2 ∈ R2. For λ such that λT1 + (1− λ)T2 ∈ R2 we get

LR = λ(ce − h)(Q11u1 +Q21u2 − x) ≥ 0,

because ce > h and T1 ∈ R1.

Case 2: T1 ∈ R2, T2 ∈ R3

For λ such that λT1 + (1− λ)T2 ∈ R2 we get

LR = (1− λ)(p+ r − ce)(x−Q12u1 −Q22u2 −K2) > 0,

because p+ r > ce and T2 ∈ R3. For λ such that λT1 + (1− λ)T2 ∈ R3 we get

LR = λ(p+ r − ce)(Q11u1 +Q21u2 +K1 − x) ≥ 0,

because p+ r > ce and T1 ∈ R2.

Case 3: T1 ∈ R1, T2 ∈ R3

For λ such that λT1 + (1− λ)T2 ∈ R1 we get

LR = (1− λ) [(p+ r − h)(x−Q12u1 −Q22u2 −K2) + (ce − h)K2] > 0,

because p+ r > h, ce > h, and T2 ∈ R3. For λ such that λT1 + (1− λ)T2 ∈ R2 we get

LR = (1− λ)(p+ r − ce)(x−Q12u1 −Q22u2 −K2) + λ(ce − h)(Q11u1 +Q21u2 − x) > 0,

because p+ r > ce, ce > h, T2 ∈ R3, and T1 ∈ R1. For λ such that λT1 + (1− λ)T2 ∈ R3 we

get

LR = λ [(p+ r − h)(Q11u1 −Q21u2 − x) + (p+ r − ce)K1] ≥ 0,

because p+ r > h, p+ r > ce, and T1 ∈ R1.
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Proof of Proposition 3.4

We will show that the expected profit is concave for every realization of U1, X1, U2, X2. For

realizations u1, x1, u2, x2 of the aforementioned random variables we denote by Π̃(Q1, Q2, K)

the profit resulting from ordering Q1, Q2 from the primary suppliers and reserving K from

the backup supplier. Then,

Π̃(Q1, Q2, K) = −c1Q1u1 − c2Q2u2 − crK + Π̃1(Q1, K) + Π̃2(Q1, Q2, K),

where Π̃1(Q1, K) and Π̃2(Q1, Q2, K) are the realized profits from product 1 and 2, respec-

tively. To obtain expressions for these profits we define sets Rij and functions L̃i, i = 1, 2,

j = 1, 2, 3, as follows.

Ri1 = {(Q,K) : xi ≤ Qui},

Ri2 = {(Q,K) : Qui < xi ≤ Qui +K},

Ri3 = {(Q,K) : xi > Qui +K},

and

L̃i(Q,K) = rixi + hi(Qui − xi), if (Q,K) ∈ Ri1, (C.17)

= rixi − cei(xi −Qui), if (Q,K) ∈ Ri2, (C.18)

= −ceiK + ri(Qui +K)− pi(xi −Qui −K), if (Q,K) ∈ Ri3. (C.19)

Then,

Π̃1(Q1, K) = L̃1(Q1, K), (C.20)

Π̃2(Q1, Q2, K) = L̃2(Q2, K), if (Q1, K) ∈ R11, (C.21)

= L̃2(Q2, K − x1 +Q1u1), if (Q1, K) ∈ R12, (C.22)

= L̃2(Q2, 0), if (Q1, K) ∈ R13. (C.23)

To prove the concavity of function Π̃ we will show that for any vectors Ti = (Q1i, Q2i, Ki),

i = 1, 2, and any 0 < λ < 1 we have LR1 + LR2 ≥ 0, where

LR1 = Π̃1(λT̃1 + (1− λ)T̃2)− λΠ̃1(T̃1)− (1− λ)Π̃1(T̃2), (C.24)

LR2 = Π̃2(λT1 + (1− λ)T2)− λΠ̃2(T1)− (1− λ)Π̃2(T2), (C.25)

where T̃i = (Q1i, Ki). Because functions L̃1, L̃2 are special cases of function L̃ defined in

the proof of Proposition 3.3 for two suppliers and one product, they are jointly concave in

Q,K. Therefore, we get from (C.20) and (C.24) that LR1 ≥ 0. As for LR2 we see from

(C.21)-(C.23) and (C.25) that it is given by the following general expression.

LR2 = L̃2(λQ21 + (1− λ)Q22, K̃)− λL̃2(Q21, K̃1)− (1− λ)L̃2(Q22, K̃2). (C.26)

Taking also into account that L̃2(Q,K) is nondecreasing in K, which can be easily derived

from (C.17)-(C.19) and the definition of R2j , j = 1, 2, 3, we have LR2 ≥ 0 whenever K̃ ≥
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λK̃1 + (1 − λ)K̃2. This condition is satisfied with equality when T̃1, T̃2 ∈ R1j for some

j = 1, 2, 3, which implies that λT̃1 + (1 − λ)T̃2 ∈ R1j as well. It is also easy to verify that

the condition is satisfied in the following cases: i) T̃1 ∈ R11, T̃2 ∈ R12, and ii) T̃1 ∈ R11,

T̃2 ∈ R13, and x1 ≤ (λQ11 + (1− λ)Q12)u1 + (1 − λ)K2, that is, λT̃1 + (1 − λ)T̃2 belongs

to R11 or to the subset of R12 specified by the last inequality. For all other cases we

have K̃ ≤ λK̃1 + (1 − λ)K̃2, so we need to consider cases with T̃1 ∈ R11, T̃2 ∈ R13 and

T̃1 ∈ R12, T̃2 ∈ R13, both implying that K̃2 = 0, and all possible combinations of sets R2j ,

j = 1, 2, 3, to which (Q21, K̃1), (Q22, K̃2), and (λQ21 + (1 − λ)Q22, K̃) may belong. In case

(λQ21 + (1− λ)Q22, K̃) ∈ R21 or R22, we also have (λQ21 + (1− λ)Q22, λK̃1 + (1− λ)K̃2) ∈

R21 or R22, respectively, because K̃ ≤ λK̃1 + (1 − λ)K̃2. Then, we see from (C.17) and

(C.18) that L̃2(λQ21 + (1 − λ)Q22, K̃) = L̃2(λQ21 + (1 − λ)Q22, λK̃1 + (1 − λ)K̃2), and

LR2 ≥ 0 follows from the concavity of L̃2. Therefore, we need to compute LR2 for cases

with (λQ21 + (1 − λ)Q22, K̃) ∈ R23 and K̃2 = 0, which means that (Q22, K̃2) /∈ R22.

Note that (Q21, K̃1) and (Q22, K̃2) cannot both belong to R21 because we would have x2 ≤

(λQ21 + (1 − λ)Q22)u2, contradicting the fact that (λQ21 + (1 − λ)Q22, K̃) ∈ R23. Then,

using (C.26), (C.17)-(C.19), and the definitions of R2j , j = 1, 2, 3, we get the following for

the remaining cases. For (Q21, K̃1) ∈ R21, (Q22, K̃2) ∈ R23,

LR2 = (p2 + r2 − ce2)K̃ + λ(p2 + r2 − h2)(Q21u2 − x2) ≥ 0,

for (Q21, K̃1) ∈ R22, (Q22, K̃2) ∈ R21,

LR2 = (p2 + r2 − ce2)
[

K̃ + λ(Q21u2 − x2)
]

+ (1− λ)(p2 + r2 − h2)(Q22u2 − x2)

≥ (p2 + r2 − ce2)(K̃ − λK̃1), (C.27)

for (Q21, K̃1) ∈ R22, (Q22, K̃2) ∈ R23,

LR2 = (p2 + r2 − ce2)
[

K̃ + λ(Q21u2 − x2)
]

≥ (p2 + r2 − ce2)(K̃ − λK̃1), (C.28)

for (Q21, K̃1) ∈ R23, (Q22, K̃2) ∈ R21,

LR2 = (p2 + r2 − ce2)(K̃ − λK̃1) + (1− λ)(p2 + r2 − h2)(Q22u2 − x2)

≥ (p2 + r2 − ce2)(K̃ − λK̃1), (C.29)

and for (Q21, K̃1) ∈ R23, (Q22, K̃2) ∈ R23,

LR2 = (p2 + r2 − ce2)(K̃ − λK̃1). (C.30)

To deal with the last four cases (Eqs (C.27)-(C.30)) we need to get expressions for LR1 as

well.

Case 1. T̃1 ∈ R12, T̃2 ∈ R13

For λT̃1 + (1− λ)T̃2 ∈ R12 we have K̃ − λK̃1 = (1− λ)(K2 − x1 +Q12u1) and by replicating

the arguments used in the proof of Proposition 3.3 (Case 2)

LR1 = (1− λ)(p1 + r1 − ce1)(x1 −Q12u1 −K2),
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which combined with each one of (C.27)-(C.30) yield

LR1 + LR2 ≥ (1− λ) [(p1 + r1 − ce1)− (p2 + r2 − ce2)] (x1 −Q12u1 −K2) ≥ 0,

because T̃2 ∈ R13. For λT̃1 + (1− λ)T̃2 ∈ R13 we have K̃ − λK̃1 = λ(x1 −K1 −Q11u1) and

LR1 = λ(p1 + r1 − ce1)(K1 − x1 +Q11u1),

so we get

LR1 + LR2 ≥ λ [(p1 + r1 − ce1)− (p2 + r2 − ce2)] (K1 − x1 +Q11u1) ≥ 0,

because T̃1 ∈ R12.

Case 2: T̃1 ∈ R11, T̃2 ∈ R13

For λT̃1 + (1 − λ)T̃2 ∈ R12 we have K̃ − λK̃1 = (1 − λ)(K2 − x1 + Q12u1) + λ(Q11u1 − x1)

and by replicating the arguments used in the proof of Proposition 3.3 (Case 3)

LR1 = (1− λ)(p1 + r1 − ce1)(x1 −Q12u1 −K2) + λ(ce1 − h1)(Q11u1 − x1),

which combined with each one of (C.27)-(C.30) yield

LR1 + LR2 ≥ (1− λ) [(p1 + r1 − ce1)− (p2 + r2 − ce2)] (x1 −Q12u1 −K2)

+λ(p2 + r2 − ce2 + ce1 − h1)(Q11u1 − x1) ≥ 0,

because T̃2 ∈ R13 and T̃1 ∈ R11. For λT̃1 + (1− λ)T̃2 ∈ R13 we have K̃ − λK̃1 = −λK1 and

LR1 = λ(p1 + r1 − ce1)K1 + λ(p1 + r1 − h1)(Q11u1 − x1),

so we get

LR1 + LR2 = λ [(p1 + r1 − ce1)− (p2 + r2 − ce2)]K1

+λ(p1 + r1 − h1)(Q11u1 − x1) ≥ 0,

because T̃1 ∈ R11.
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