
UNIVERSITY OF THESSALY 
POLYTECHNIC SCHOOL 

DEPARTMENT OF ELECTRICAL AND 
COMPUTER ENGINEERING 

 

Study of video streaming over web characteristics and 

improvement of existing algorithms in order to maximize 

the QoS 

 

Thesis 

Zervas Triantafyllos 

 

Supervisor Professors: Korakis Athanasios 

          Assistant Professor 

                   Argyriou Antonios 

            Lecturer 

Volos, September 2015 



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 2 
 

  



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 3 
 

ΠΑΝΕΠΙΣΤΗΜΙΟ ΘΕΣΣΑΛΙΑΣ 
ΠΟΛΥΤΕΧΝΙΚΗ ΣΧΟΛΗ 

ΤΜΗΜΑ ΗΛΕΚΤΡΟΛΟΓΩΝ ΜΗΧΑΝΙΚΩΝ 
ΚΑΙ ΜΗΧΑΝΙΚΩΝ ΥΠΟΛΟΓΙΣΤΩΝ 

Μελέτη των χαρακτηριστικών της μετάδοσης βίντεο μέσω διαδικτύου και 

βελτίωση των υπαρχόντων αλγορίθμων με σκοπό τη βελτίωση της 

ποιότητας εξυπηρέτησης 

 

Διπλωματική Εργασία 

Ζέρβας Τριαντάφυλλος 

 

Επόπτες Καθηγητές: Κοράκης Αθανάσιος 

           Επίκουρος Καθηγητής 

      Αργυρίου Αντώνιος 

       Λέκτορας 

 

Εγκρίθηκε από την διμελή εξεταστική επιτροπή την 6
η
 Σεπτεμβρίου 2015 

 

…………………        ………………… 

Κοράκης Αθανάσιος                   Αργυρίου Αντώνιος 

Επίκουρος Καθηγητής             Λέκτορας 

 

Βόλος, Σεπτέμβριος 2015  



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 4 
 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 5 
 

 

 

 

 

 

Διπλωματική Εργασία για την απόκτηση του Διπλώματος του Μηχανικού Ηλεκτρονικών 

Υπολογιστών, Τηλεπικοινωνιών και Δικτύων του Πανεπιστημίου Θεσσαλίας, στα 

πλαίσια του Προγράμματος Προπτυχιακών Σπουδών του Τμήματος Ηλεκτρολόγων 

Μηχανικών και Μηχανικών Υπολογιστών του Πανεπιστημίου Θεσσαλίας. 

 

 

 

 

 

 

 

 

 

 

 

 

 
……………………….. 

 

Ζέρβας Τριαντάφυλλος 

 

Διπλωματούχος Μηχανικός Ηλεκτρονικών Υπολογιστών, Τηλεπικοινωνιών και Δικτύων 

Πανεπιστημίου Θεσσαλίας 
  



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 6 
 

  



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 7 
 

Declaration of Authorship 
 

 I, Triantafyllos Zervas, hereby certify that this thesis titled, "Study of video 

streaming over web characteristics and improvement of existing algorithms in order to 

maximize the QoS" has been composed by me and is based on my own work, unless 

stated otherwise. 

 The research was carried out wholly during the candidacy for the graduate degree 

of Diploma of Science in Computer and Communication Engineering at the University of 

Thessaly, Department of Electrical and Computer Engineering, Volos, Greece. 

 I have documented every source and material I have quoted or consulted at the 

Bibliography section at the end of this thesis. 

 

 

 

 

 

 

 

 

 

 

Copyright © 2015 by Zervas Triantafyllos 
 
"The copyright of this thesis rests with the author. No quotations from it should be 
published without the author‘s prior written consent and information derived from it 
should be acknowledged" 

 
  



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 8 
 

  



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 9 
 

 

 

 

 

 

 

 

 

 

 

 

Στους γονείς μου, Ιωάννη και Κωνσταντίνα.  



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 10 
 

Ευχαριστίες 

 

 Με την περάτωση αυτής της εργασίας, θα ήθελα να ευχαριστήσω τον 

επιβλέποντα Επίκουρο καθηγητή του τμήματος Ηλεκτρολόγων Μηχανικών και 

Μηχανικών Υπολογιστών, κ. Αθανάσιο Κοράκη για την εμπιστοσύνη που έδειξε στο 

πρόσωπό μου, δίνοντάς μου την ευκαιρία να ασχοληθώ με το συγκεκριμένο θέμα. 

Επίσης, θα ήθελα να ευχαριστήσω τους εργαζόμενους στο Εθνικό Κέντρο 

Έρευνας και Τεχνολογικής Ανάπτυξης (ΕΚΕΤΑ) Βόλου, οι οποίοι με βοήθησαν να 

ξεπεράσω τυχόν δυσκολίες που προέκυψαν και χαίρομαι που συνεργάστηκα μαζί τους σε 

αυτή αλλά και σε προηγούμενες εργασίες. Ιδιαίτερη ευχαριστία θα ήθελα να απευθύνω 

στον διδακτορικό φοιτητή Δονάτο Σταυρόπουλο για τις ουσιώδεις υποδείξεις και 

παρεμβάσεις που βοήθησαν σε μεγάλο βαθμό στην εκπόνηση της παρούσας εργασίας.  

Ένα μεγάλο ευχαριστώ στους φίλους μου, στους ανθρώπους που πέρασα 

χαρούμενες και λυπημένες στιγμές μαζί τους και με βοήθησαν με τη φιλία τους και την 

ψυχολογική τους υποστήριξη σε αυτό το ταξίδι της γνώσης μέχρι και το τέλος.  

Τέλος, δεν θα μπορούσα να μην αναφέρω τα άτομα που με διευκόλυναν με όποιο 

τρόπο μπορούσαν κατά τη διάρκεια των σπουδών μου, τους γονείς μου, τις ξαδέλφες μου 

και τη θεία μου. Είναι οι άνθρωποι που μοιράστηκαν μαζί μου τις χαρές και τις 

απογοητεύσεις μου και στάθηκαν σθεναρά δίπλα μου ο καθένας με τον τρόπο του. Θα 

είναι για μένα η δύναμη που θα με ωθεί να συνεχίσω το ταξίδι της γνώσης, 

καταφέρνοντας ακόμη περισσότερα. 

 

Ζέρβας Τριαντάφυλλος 

Βόλος, 2015 

  



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 11 
 

CONTENTS 
 

Image/Diagrams Catalog        15 

Tables Catalog         16 

Abstract          17 

Key Words          17 

Chapter 1: Introduction        18 

 1.1 Problem Analysis        18 

 1.2 Preparation        18 

  1.2.1 Video Streaming      19 

  1.2.2 Related Work       20 

  1.2.3 VLC media player      21 

 1.3 Structure         21 

Chapter 2: Protocols         22 

 2.1 Real-Time Protocol (RTP)      22 

  2.1.1 General Information      22 

  2.1.2 Characteristics       22 

  2.1.2 Packet Format       23 

  2.1.3 Mixes and Translators      24 

 2.2 Real-Time Control Protocol (RTCP)     25 

  2.1.1 Characteristics       25 

  2.2.2 RTCP Packet Format      26 

   2.2.2.1 Sender Report (SR)     26 

   2.2.2.2 Receiver Report (RR)     28 

   2.2.2.3 Source DEScription RTCP packet (SDES)  29 



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 12 
 

CONTENTS 
 

  2.2.2.4 Goodbye RTCP packet (BYE)    29 

  2.2.2.5 Application defined packet (APP)    30 

 2.3 User Datagram Protocol       31 

Chapter 3: VLC's Streaming Procedure      32 

 3.1 Sender side        33 

  3.1.1 Input Stage       33 

  3.1.2 Transcoding Stage      34 

  3.1.3 Sending Stage       35 

 3.2 Receiver Side        36 

Chapter 4: The Proposed Technique      37 

 4.1 Preparation        38 

 4.2 Calculation of bitrate       39 

  4.2.1 Estimation of the quality of the network   39 

  4.2.2 Report transmission      40 

 4.3 Implementation (Server Side)      41 

 4.4 Start mechanic and messages      42 

Chapter 5: Scenarios and Results       43 

 5.1 NITOS wireless testbed       43 

  5.1.1 Outdoor nodes       44 

  5.1.2 Tholos indoor testbed      46 

 5.2 Preparation, setup and parameters     48 

 5.3 Description of the experiments      50 

 5.4 Results and explanation       52 



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 13 
 

CONTENTS 
  5.4.1 Bitrate        52 

  5.4.2 Packet loss       55 

  5.4.3 PSNR        58 

Chapter 6: Conclusions        68 

 6.1 Conclusions        68 

 6.2 Future Work        68 

Bibliography          69 

 

  



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 14 
 

IMAGE/DIAGRAMS CATALOG 
 

Figure 1.1 Video streaming procedure      19 

Figure 1.2 VLC logo         21 

Figure 2.1: RTP packet format       23 

Figure 2.2: Sender Report format       26 

Figure 2.3: Receiver Report format       28 

Figure 2.4: SDES format        29 

Figure 2.5: BYE format        29 

Figure 2.6: APP format        30 

Figure 2.7: UDP packet format       31 

VLC's Streaming Procedure's diagram      32  

Proposed Technique's diagram       37 

Figure 5.1: NITOS testbed        43 

Figure 5.2: Outdoor testbed        44 

Figure 5.3: Outdoor Wi-Fi node       45 

Figure 5.4: Indoor testbed topology       46 

Figures 5.5 and 5.6: Icarus Node       47 

Bitrate results diagram        52 

Packet loss results diagram        55 

PSNR results diagram         58 

Figure 5.7: Screenshots from the outcomes of the first scenario   59 

Figure 5.8: Screenshots from the outcomes of the second scenario   61 

Figure 5.9: Screenshots from the outcomes of the third scenario   62 

Figure 5.10: Screenshots from the second set of experiments   63 



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 15 
 

IMAGE/DIAGRAMS CATALOG 
 

Figure 5.11: Screenshots from the fourth scenario     64 

Figure 5.12: Screenshots the fifth scenario      65 

Figure 5.13: Screenshots from the sixth scenario     66 

Figure 5.14: Screenshots from the second set of experiments   67 

 

 

TABLES CATALOG 
 

Table 5.1: Specification list for Outdoor nodes     45 

Table 5.2: Specification list for Icarus nodes      47  



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 16 
 

ABSTRACT 
 

The goal of this thesis is to find a way to make video streaming on demand more reliable 

through wireless networks. Using the VLC open-source program, we implemented an adaptive 

bitrate streaming technique over the RTP network protocol, which adapts the video bitrate of the 

streaming video according to the capacity and the situation of the wireless channel. Once we 

implemented the technique and adapted it to the desired protocol, we created six different 

scenarios in order to test its efficiency and the quality and smoothness of the transmitted video on 

NITOS wireless testbed. The results were very encouraging, compared to the original VLC 

program, and there is great improvement especially at the worst case scenarios. 

 

KEY WORDS 
 

vlc, wireless, bitrate adaptation, video streaming, RTP, RTCP, adaptive bitrate streaming 
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CHAPTER 1: INTRODUCTION 

1.1 Problem analysis 
 

Video on demand are systems which have become quite popular in our everyday life, as 

for example satellite TV, online WebTV and video-sharing websites such as DailyMotion and 

YouTube. Those services mainly use the more secure wired communication technology. But due 

to recent advancements in cellular technology, more and more people stream videos to their 

phones and although the servers  use wired  technology for the transmission of the data, in this 

case the last hop will always be wireless. Wi-Fi and Cellular data service are only 2 examples of 

wireless data communications where video streaming is not as easy as in wired communications 

due to the fact that the wireless channels are affected by numerous factors.  

Weather conditions, congestion and the distance between the sender and the receiver are 

some of the reasons that make the transmission of data through wireless channels much more 

difficult. All the previous factors affect the quality and the smoothness of the video. When 

streaming via a wireless channel, we experience distortion on the image of the video, freezes 

during the transmission of the video due to extreme packet loss and distorted audio. Therefore, it 

is mandatory to find a technique that takes into consideration all the above and produces the best 

possible result. 

 

1.2 Preparation  
 

Firstly, we had to find information about video streaming and especially video streaming on-

demand. We had to learn in which areas of this subject we can interfere and how are we going to 

implement them. We decided that creating an adaptive bitrate technique would be a great choice 

since we couldn't find too many implementations. For the next step, we had to decide which open 

source program to use in order to implement our technique and if this program can be installed in 

the NITOS testbed. After extend research, we decided that the VLC media player is the best 

candidate since it is open source and also it is a program which is constantly getting updated, it 

can be installed in the NITOS testbed, and we can find help online. In this thesis, we wanted to 

implement a technique using a different protocol than the standard TCP, which is used in HTTP 

networks. We wanted to find a protocol which was not used commonly and there hasn't been 

many implementations regarding this protocol. Still we wanted it to be trustful and ensure that the 

results that we hope we will receive will be better than the original VLC's. After some research 

on TCP and UDP, two basic protocols, we found the RTP protocol. A relatively newer protocol 

than the previous two, it was designed for live video streaming but it can also be used for video 

streaming on-demand. Next, we had to do some research about techniques that have already been 

implemented on RTP regarding the rate. The most relevant papers and articles we read are 

presented in the next sub-chapter. 
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1.2.1 Video Streaming 

 

 Recent advances in computing technology and high speed networks have enabled us to 

transmit real-time video and audio via the Internet. The real-time multimedia, as the name 

suggests, must be transferred real-time without any delays in order to avoid annoying pauses and 

cuts during the transmission of the video. In this thesis, we are concerned with the transmission of 

stored video in a server. There are two ways to watch a video via the Internet, either download the 

video or stream it. The second way is what concerns as and the general term for this is video 

streaming on-demand. While in the first one, the user downloads the video and then watches it 

without worrying about the network conditions, during the video streaming on-demand, the user 

doesn't need to download the video file, but he streams it directly from the server without having 

to save it in his computer. Although, downloading the file takes more time than streaming it, the 

quality of the video is better than streaming since the transmission of the video can suffer from 

loss, delay and small bandwidth that can worsen the quality of the outcome. Researchers have 

been trying to create a better outcome using this technique by a Quality of Service (QoS) system 

which evaluates the situation in the network and adjust the stream to those conditions. To fully 

understand how streaming works, the next pictures shows exactly that. 

 

Figure 1.1 Video streaming procedure  
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 The raw video and audio goes through video and audio compression and later they are 

saved at a storage device. After the receiver requests that specific audio and video, the streaming 

server transfers video and audio to the QoS control were both of them are modified and getting 

prepared for transfer according to the network conditions. Then the video and audio are 

transferred to the transport protocol which packetizes both audio and video and it is responsible to 

safely transfer all the data across the internet, so that the receiver won't experience problems such 

as packet loss which will affect the outcome. The packets that were successfully transmitted to 

the receiver are going through the transport protocol and then they are being processed by the 

application layer. After the application layer, the video and audio are being decoded and in order 

to synchronize those two, media synchronization mechanisms are applied. Finally, if the video 

and audio are synchronized, they are being broadcasted to the receiver. 

 

1.2.2 Related Work 

 

 We did an extended research across the Internet and we found many different approaches 

that helped us understand more about video streaming and adaptive bitrate. The first paper we 

came across was "Online Smoothing of Variable-Bit-Rate Streaming Video" by Subhabrata Sen, 

Jennifer L. Rexford, Jayanta K. Dey, James F. Kurose and Donald F. Towsley which proposes an 

online smoothing bandwidth model that takes into account playback delay, client and server  

buffer sizes, server processing capacity, and frame size prediction techniques. Another paper that 

was really helpful since it concerned rate shaping was "Streaming Video Using Dynamic Rate 

Shaping and TCP Congestion Control" by Stephen Jacobs and Alexandros Eleftheriadis where 

they propose a new technique for streaming video taking into account the dynamic rate shaping 

and TCP congestion control. Furthermore, the paper "Real-Time System for Adaptive Video 

Streaming Based on SVC" by Mathias Wien, Renaud Cazoulat, Andreas Graffunde, Andreas 

Hutter and Peter Amon presents how the inserted the Scalable Video Coding (SVC) into a 

platform for multimedia adaptation which contains a full MPEG-21 chain. Moreover, in the 

"Secure Scalable Video Streaming for Wireless Networks", Susie J. Wee and John G. 

Apostolopoulos propose a new wireless video streaming system which streams video to 

heterogeneous clients over time-varying communication links. Finally, through the "Transporting 

Real-Time Video over the Internet: Challenges and Approaches" by Dapeng Wu, Yiwei Thomas 

Hou and Ya-Qin Zhang, we got informed about rate control, Quality of Service and other 

valuable information about video streaming. 
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1.2.3 VLC media player 

 

Figure 1.2 VLC logo 

VLC media player (commonly known as VLC) is a free and open-source media player 

and streaming media server written by the VideoLAN project. VLC supports many file formats 

and many streaming protocols. This media player is also capable of transcoding multimedia files 

in order to stream over computer networks. Due to the large number of encoding and decoding 

libraries, it was a simple and easy choice to use this specific media server to perform our 

experiments on. 

 

The source code likewise our technique was written in C programming language. It is 

compatible with every operating system and there has been a mobile version for Android devices 

since 2012. 

1.3 Structure 
 

Here is the structure of this thesis: 

 

 In Chapter 2, we analyze the network and transfer protocols that we have been 

used in order to implement our technique. 

 

 In Chapter 3, we present the procedure that VLC follows in order to start the 

video streaming, both from the sender and the receiver side. 

 

 In Chapter 4, we explain our technique in full detail and the way it was 

implemented on VLC. 

 

 In Chapter 5, we present the results and screenshots we collected from the six 

different scenarios and compare them to the original VLC. 

 

 Finally in Chapter 6, we present our conclusions after the execution of the 

experiments. 
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CHAPTER 2: PROTOCOLS 

2.1 Real-Time Protocol (RTP) 

2.1.1 General Information 

 

RTP is a real-time end-to-end network protocol that is used commonly over transport 

protocols such as UDP and TCP for delivering audio and video over IP networks. RTP is 

generally used in streaming media in telephony for example, video teleconference applications 

and television services. RTP is commonly used together with the control protocol RTCP. While 

the first one is responsible for the transmission of data, the second one is responsible for 

collecting statistics and monitor the QoS (Quality of Service). A RTP session is usually 

composed of a RTP port number (UDP port), a RTCP port number (consecutive UDP port) and 

the participant's IP address. 

2.1.2 Characteristics  

 

One of the advantages of using this protocol is the payload type and the source 

identification. Every packet that is transmitted via the RTP protocol has a specific field which can 

help the receiver recognize the payload type of the video and the sender from which it received 

the packet. The second characteristic is very important because in this way the receiver can 

assume more than one video files at the same time from different senders without making errors 

by mixing these files together. 

Another advantage of using this protocol is the sequence numbering. Packet loss is one of 

the major problems when it comes to wireless communications and sequence numbering can be a 

way to reduce this. Using this information, the receiver can re-order the packets that receives and 

that gives the opportunity to create a retransmission mechanism by requesting each time a 

specific packet that was lost.  

Finally, the last advantage of this protocol is timestamping. This enables the receiver to 

play back the received samples at appropriate intervals. In case of several media streams, the 

timestamps are unique for every stream. 

Although this protocol comes with many advantages, there are some disadvantages as 

well. RTP doesn't guarantee timely delivery of packets and if it doesn’t keep the packets in 

sequence.  For this reason it transmits the sequence number so that the receiver can re-order them. 

Furthermore, RTP doesn't have a mechanism to cope with packet loss and consequently it leaves 

that to the application layer to decide whether they need to implement one. A retransmission 

mechanism can affect the video streaming positively since it will resend packages with new or 

updated information that may solve the consequences from the original loss. 
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2.1.2 Packet Format 

 

Figure 2.1: RTP packet format  

 

The first twelve octets appear in every RTP packet and the CSRC identifiers field is 

added only by a mixer. Firstly, we will analyze the 32 control bits: 

Version (V): It represents the version of RTP. The value of this field is always 2. (2 bits) 

Padding (P): If the padding bit is set, it means that there are additional padding octets that are not 

part of the payload. The last octet shows how many octets should be ignored, including itself. 

Padding may be important for applications with fixed block sizes. (1 bit) 

Extension (X): If the extension bit is set, it indicates that there is an extension after the fixed 

header. (1 bit) 

CSRC Count (CC): The number of contributed source identifiers (CSRC) that come after the 

fixed header. (4 bits) 

Marker (M): It is a general marker which gives the opportunity to the profile to allow certain 

events. (1 bit) 

Payload Type (PT): This field determines the format of the RTP payload and how it will be 

interpreted.  There are a number of payload types such as G.721, G.722 and G.728 speech codecs, 

JPEG and H.264 video codecs. A receiver will ignore packets with payload types that cannot be 

identified. (7 bits) 
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Sequence number (sequence number): The value of this field increases each time a RTP data 

packet is sent. It can be used to detect packet loss and restore packet sequence. The starting value 

of this field is random. (16 bits) 

Timestamp (timestamp): The timestamp corresponds to the sampling instant of the first octet in 

the RTP data packet. The initial value of the timestamp is random, as it was for the sequence   

number. Several RTP packets may have the same timestamp if they are all generated at once. (32 

bits) 

Synchronization SouRCe identifier (SSRC): This identifier is a random value that represents 

the source of the packet within the session. This identifier should be unique so that there are no 

problems at the receiver. An RTP implementation must have a mechanism to solve the problem if 

there are more than one same identifiers. In case of change of transport address by the source, the 

source must also generate a new SSRC identifier. (32 bits) 

Contributing SouRCe identifiers (CSRC): The list of identifiers can be up to 15 identifiers. It 

represents the contributed sources for this payload. The number of identifiers is given by the CC 

field. In case of more than 15 CSRC, only 15 can be identified. These specific fields are being 

added by mixers using the SSRC of the contributing sources. (32 bits each) 

 

2.1.3 Mixers and Translators 

 

 Since RTP can support multicast transmission, it must have a way to coordinate the 

transmission. A mixer can combine packets from multiple senders and send them to one or more 

receivers. As mentioned before, the mixer adds the source identifications from all the contributing 

sources in the CSRC field of the RTP packet. Due to the fact that the receiving of packets from 

different sources probably won't be at the same time, the mixer operates at its own timing and 

makes timing adjustments. 

  

If we need to change the format of the data in the packet, the translator can achieve that, 

for example change the encoding thus the data payload and the timestamp in which case the 

translator must assign new sequence numbers. In most cases, the receivers don't know that a 

translator is present. 
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2.2 Real-Time Control Protocol (RTCP) 
 

2.1.1 Characteristics 

 

 RTCP is a control protocol, which is implemented on top of UDP. RTCP is always 

implemented along with RTP since it provides feedback to the session participants about the 

quality of the stream. RTCP protocol is responsible for: 

 QoS monitoring and congestion control 

 Identification 

 Session size estimation and scaling 

 

In order for the application to implement a congestion control method, the RTCP 

provides quality-of-service information about the stream. This information is being sent in the 

form of a sender (SR) and a receiver (RR) report. Those packets contain information about packet 

loss, delay and delay jitter. The previous information can also be used in network management 

tools and in order to implement adaptive encoding. 

 

An RTCP packet also carries an identifier which can be used to obtain information about 

the participants of the RTP session. This identification can also include information such as the 

user's name and e-mail address.  

 

The RTCP packets are sent periodically by each member, so if we have many participants 

in each session that means that they are going to be many RTCP packets that will affect the traffic 

and the bandwidth. RTCP takes maximum of 5% of the session bandwidth in order to avoid some 

of the following consequences that RTCP may cause: 

 Congestion due to high number of RTCP packets 

 Large delays between the arrival of each packet 

 Large size of the membership table 
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2.2.2 RTCP Packet formats 

 

There are 5 different types of packet formats with each one having a different payload type. 

Each packet starts with a header that is similar to the RTP packet. Those types are: 

 Sender Report (SR) 

 Receiver Report (RR) 

 Source Description (SDES) 

 Goodbye (BYE) 

 Application-defined packet (APP) 

 

2.2.2.1 Sender Report (SR) 

 

Figure 2.2: Sender Report format  

The sender report packet consists of three standard sections and a fourth profile specific 

extension. The first section, the header, is 32 bits long and consists of: 

Version (V): The version of RTP. This is the same as the RTP packets and the value of this field 

is 2. (2 bits) 

Padding (P): If this bit is set, this particular packet has some additional padding octets at the end 

which are not part of the information. The last octet contains the number of octets that should be 

ignored including itself. Padding can be used by encryption algorithms with fixed block sizes. 

(1bit) 
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Reception report Count (RC): The number of reception reports in this packet. (5 bits) 

Packet Type (PT): This field informs the receiver of the type of packet it's receiving. For the SR 

packet the value is 200. (8 bits) 

Length (length): The length of this packet in 32-bit words minus one, taking into account the 

header and any padding. (16 bits) 

Synchronization SouRCe identifier (SSRC): The SSRC of the sender of this SR packet.        

(32 bits) 

The second section is 20 octets long and it appears only in sender reports. This section 

contains the sender information as it appears also in the picture above. The sender information 

consists of: 

NTP Timestamp most and least significant word: These two fields contain the high and low 

parts of the Network Time Protocol (NTP) timestamp which indicate when this report was sent. 

This timestamp can be used combined with the timestamps from the receiver reports to measure 

round-trip propagation. (64 bits, 32 bits for each word) 

RTP Timestamp: This timestamp, as well as the previous one, corresponds to the sending time 

of this packet using the same units and the same random offset as the RTP timestamps in data 

packets. (32 bits) 

Sender's packet count: The numbers of data packets sent by the RTP from the time the 

transmission started up until the moment that this report was sent. (32 bits) 

Sender's octet count: The number of payload octets transmitted   in RTP data packets by the 

sender from the start of the transmission until this sender report. (32 bits) 

The third section contains the zero or more reception blocks. Each reception block 

includes information from one source. In the case of a SSRC change, receivers should stop 

carrying that information. These statistics are: 

SouRCe identifier for each source (SSRC_n): The source identifier of the source to whom 

those statistics refer to. (32 bits) 

Fraction lost: The fraction of data packets that were lost since the previous report. (8 bits) 

Cumulative number of packets lost: The total number of packets that were lost since the 

beginning of the transmission. (24 bits) 

Extended highest sequence number received: The low 16 bits include the highest sequence 

number that was received from an RTP data packet and the most significant 16 bits extend this 

sequence number with the corresponding count of sequence cycles. (32 bits) 
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Interarrival jitter: An estimate of the RTP data packet interarrival jitter measured in timestamp 

units. The value of this field is calculated by the mean deviation of the difference in packet 

spacing at the receiver compared to the sender for a number of packets. (32 bits) 

Last SR timestamp (LSR): This field corresponds to the middle 32 bits of the 64 bits of the NTP 

timestamp which are part of the most recent sender report. If there were no SR before, the value 

would be zero. (32 bits) 

Delay since Last SR (DLSR): The delay between the receiving of the last SR packet and the 

sending of the reception report block. (32 bits) 

 

2.2.2.2 Receiver Report (RR) 

 

Figure 2.3: Receiver Report format  

 

The format of the Receiver Report is the same as the one of the Sender Report except: 

 The value of the packet type field is 201. 

 The sender info contains only the SSRC of the sender of this report. 
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2.2.2.3 Source DEScription RTCP packet (SDES) 

 

Figure 2.4: SDES format 

 

The SDES packet is a three level structure which contains the header and zero or more 

chunks. The header is the same as the rest of the RTCP type of packets with two differences. The 

SC (Source Count) field which contains the number of chunks that are included in the packet and 

the value of the packet type (202). Each chunk contains the Source and Contributing Source 

identifiers of the sender and a specific SDES item. The defined SDES items are: the canonical 

end-point identifier (CNAME) with the format user@host, the user name (NAME), the email 

address (EMAIL), the phone number (PHONE), the geographical user location (LOC), the 

application or tool name (TOOL), the notice (NOTE) and the private extensions (PRIV). 

2.2.2.4 Goodbye RTCP packet (BYE) 

 

Figure 2.5: BYE format 

The BYE packet informs the receivers that a source is leaving the session and a 

prolonged silence initiates. This packet can also include textual information about the reason why 

the sender left the session. 
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2.2.2.5 Application defined packet (APP) 

 

Figure 2.6: APP format 

 

This type of packet is used for experiments as new applications and features are developed. 

The fields that differ from the previous packet types and they are not analyzed are the following: 

 Subtype: As name suggests, this field can be used as a subtype in order to allow a set of 

APP packets to be defined under a unique name. (5 bits) 

 Application Name: A name that was chosen by the person who defined the set of APP 

packets. This name must be unique and it is interpreted as a sequence of four ASCII 

characters. (4 octets) 

 Application-defined data: This field's length varies in value because the information 

that can be included doesn't have a specific size. This information is interpreted by the 

application and not by the RTP. 
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2.3 User Datagram Protocol (UDP) 
 

UDP is a lower-layer transport protocol upon which the RTP and RTCP protocol are 

implemented. UDP can multiplex data streams from different applications that are running on the 

same machine and IP addresses. As for the error control, UDP employs the checksum to detect bit 

errors. If a single or multiple bit error is detected then UDP discards the packet so that protocols 

like UDP will not receive a corrupted packet. Although UDP has a mechanism for error control, it 

doesn’t have a retransmission feature or a congestion control one. That means that UDP relies to 

the application layer or higher protocols to deal with these problems whenever they occur. 

 

Although TCP can guarantee a more reliable transfer of data, UDP is the transport 

protocol that is commonly used for video streams due to the fact that retransmissions can cause 

delays in the stream. Lastly, since it is stateless and simple, it is ideal for streaming media 

applications as for example IPTV, VoIP etc. 

UDP's packet format is shown below: 

 

Figure 2.7: UDP packet format 
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CHAPTER 3: VLC's STREAMING PROCEDURE 
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In this chapter, we will analyze the procedure that VLC follows in order to prepare the 

data packets for sending and the procedure that the receiver follows in order to receive those 

packets. Considering the sender side, the procedure can be divided into three stages: the Input 

stage, the Transcoding stage and the Sending stage. As for the receiver side, after the initialization 

of VLC, the procedure is iterative. We will now provide more details about the two previous 

procedures in the next two sub-chapters. 

 

3.1 Sender side 
 

 After the initialization of VLC, the program creates three threads, which don't run 

simultaneously. Each thread has a FIFO list which contains packets that will be transferred to the 

next FIFO after the thread finishes the editing of the packet. Once the FIFO empties, that thread 

yields and the next thread wakes up with a full FIFO list. 

 

3.1.1 Input stage 

 

 This first stage contains the first three steps shown in the chart above. After the 

initialization of VLC, the reading and translating of the command line and the setup of the 

communication, the Input thread starts to read from the file that was provided in the command 

line. In order to prepare the packet for sending, VLC strips the sample that the Input thread 

provides from all encoding. Each time the Input thread reads from the file, it adds the sample to 

the input FIFO in order to start the demultiplexing to start. 

  

During the demultiplexing (in VLC it is referred to as demuxing), a procedure is 

constantly checking the input FIFO whether there is a new sample to start the demuxing. After 

the procedure obtains the sample, it strips it from all muxing so that later the Decoder thread can 

remove the audio and video encoding before the sample reaches the transcoding. 

  

Once the demuxing of a sample is complete then the sample is added to the decoder FIFO 

by using the es_out_Send procedure. In order to start the decoding, the demuxing of all samples 

must be complete and the input FIFO must be empty. Once the input FIFO empties, it releases the 

mutex in order to wake up the Decoding thread and start the decoding of the samples. 
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3.1.2 Transcoding stage 

 

 Once the mutex from the Input thread is released, the Decoder thread wakes up and the 

decoding starts. The thread picks a block from the decoder FIFO and calls the procedure which is 

responsible for the decoding process. The codecs of the file are being recognized at the start of 

the stream by VLC. 

  

If the block contains video content, then the Decoder thread summons the appropriate 

video decoder procedure. VLC can support numerous codecs but in our case we will only use 

mp4 files. VLC calls the decoding procedure from avccodec. In other case, if the block contains 

audio content, then specifically for our case, VLC summons the decoding procedure from 

mpeg4audio. 

  

Once the decoding finishes, then the transcoding can start. What happens after the 

decoding stage depends on the arguments of the command line. If the user specified a codec in 

which he wants the VLC to encode the video then the appropriate block will go through the 

transcoding process. If the user didn't mention a specific codec on the command line, then the 

transcoding step is overlooked. 

  

After the block enters the transcoding step, it depends on the content whether VLC will 

summon the audio or the video encoder. After the video or audio is encoded, then it passes 

through a "record" filter which makes the output video recordable on the receiver side. 

  

Once the encoding is finished then the packetization process starts. Depending on the 

codec that was mentioned on the command line, the VLC summons the appropriate packetization 

procedure to packetize the data. For instance, for the two previous codecs, VLC summons 

mpeg4audio_packetizer for audio and avccodec_packetizer for video. After the completion of this 

step, we move to the muxing step. If the user mentioned a specific muxer on the command line, 

then the block of data must be muxed with that specific muxer before the RTP packetization 

process. Otherwise, the block of data moves directly to the RTP packetization process. This 

specific process adds the headers that were mentioned in Chapter 2 in the RTP packet format. 

  

When the RTP packetization finishes, VLC adds the finished packet to the sending FIFO. 

Once the decoding FIFO empties, then the Decoder thread releases the same mutex that the Input 

thread released and the Sending thread wakes up. 
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3.1.3 Sending stage 

This stage refers to the sending process of VLC. The blocks that exist in the sending 

FIFO are ready to be sent. Each block represents a packet whose size will always be under 1400 

bytes due to RTP restrictions. Each block consists of: 

1. A pointer to the next block 

2. A pointer to the payload buffer 

3. The payload length 

4. The pointer to the start of the buffer 

5. The size of the buffer 

6. Some flags 

7. The presentation timestamp 

8. The decoding timestamp 

9. The length of the block 

 

The thread which is responsible for sending doesn't check the state of the network in order to 

be sure that the sending of the packet will be successful. Instead, it prefers to send the packet 

directly to the specific port that was decided by VLC and if it gets an error for example buffer is 

full or no memory, it just retries to send the same packet. While the thread retries to send the 

packet, it also checks the socket if it became dead. If the socket became dead, then it is removed 

from the array of sockets. 

 

While the sending of a packet/block is happening, the thread makes sure that this action 

doesn't get interrupted by other threads using a mutex and a procedure that prevents other thread 

from interfering with this action. 

 

Once the sending FIFO becomes empty, then the thread releases the same mutex just like the 

previous threads and the Input thread wakes up in order to start again the whole process, until 

they reach the end of file. 
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3.2 Receiver side 
 

 In this section of the chapter, we will analyze how VLC operates from the receiver size 

when using RTP. After the initialization of VLC and the reading of the command line, VLC calls 

the input process of RTP. This process consists mainly of a loop which constantly checks the 

network for incoming packets using the "poll" command. "Poll" checks for file descriptors and if 

there is a match for the file descriptor of RTP or RTCP then the "recv" command is called. If the 

receiving was a success then the processing of the packet starts. On the other hand, if the length 

of the packet is -1 then the block is dropped. 

  

Once the packet is received, then the RTP is responsible to identify which payload type 

was used by the sender before the packet was sent. This is important because later VLC will need 

to call the correct procedure in order to decode the packet. Once the payload type is identified 

then the packet gets queued in order to be decoded.  

  

Each packet needs to go through some checking before the decoding starts. Firstly, VLC 

checks the packet's version number that was mentioned in Chapter 2 on the RTP packet format. If 

the version number is 2 (it corresponds to RTP) then the procedure can continue. Next, VLC 

checks for padding and removes it if present. The next step before the decoding is the checking of 

the source descriptor. The receiver keeps tracking of all the source descriptors that the receiver 

has received. VLC checks if the source descriptor that has just been received exists in the array 

and if it doesn't, it adds it to the array. Lastly, the receiver checks the sequence number of the 

received packet and places it in the correct spot in order to set the packets in the correct order. 

  

At the final step, the packets get dequeued and the packet moves to decoding. The 

receiver checks for discontinuity and matches the payload type. Finally, the presentation 

timestamp is computed and the receiver summons the decoding procedure, which corresponds to 

the payload type that the RTP recognized after the reception of the packet. 

  

In case the user wants VLC to record the video, he must write the appropriate command 

on the command line. The recording starts after the completion of the buffering. The sender starts 

the transmission of the data after the end of the sender buffering. Until the end of that procedure, 

the user must activate the receiver side or else there may be problems with the reception of the 

data. 
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CHAPTER 4: THE PROPOSED TECHNIQUE 
 

 In this chapter, we will analyze our technique and the way we implemented it on VLC. In 

order to get the results from the experiments and also to make this technique work, we had to 

make changes to the source code of VLC. 

 

 

Transcode 

Video 
encoder 

Audio 
encoder 

Audio/Video 
packetization 

Muxing 

RTP 
packetizaiton 

Stream FIFO 

Sending 



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 37 
 

4.1 Preparation 
 

 After we made the decision about the choice of the protocol and the program that we 

wanted to use, we had to do some research. Since VLC can support numerous codecs, we had to 

decide what type of video files we wanted to use and therefore which codecs can support these 

kinds of files. We came to the decision that in order to truly test our technique we need to use the 

best quality videos we can find. So we decided that we should use 1080p resolution videos and 

for a specific scenario 1080p Blu-ray video that is coded to a high bitrate. 

  

 

The default codec that VLC uses to decode mp4 files is avccodec. Although this codec 

was producing the best picture we could get, we couldn't find much information about it and 

whether we could actually change part of the code if it was necessary. Also, and the most 

important problem we faced, since we couldn't use the VLC stats because NITOS testbed couldn't 

provide us with the display of the application, was the fact that we had to find an alternative way 

to obtain statistics. RTP and RTCP could only provide us statistics about packet loss since the 

Receiver Report part of the source code wasn't implemented by VLC. So we couldn't have known 

exactly how many packets were sent by the sender and also the accurate number of the jitter. 

  

 

Since we wanted to find statistics that will show the quality of the video and the 

performance of the network, we had to find a way to calculate the Bitrate, PSNR and packet loss. 

After some research, we found out that the H.264 codec could be used for mp4 files and it 

provided us with the Bitrate and PSNR statistics. After we made sure that we could have access to 

the source code of this codec, we decided that in this codec we will transcode the video. Lastly, 

because of the way that the source code was written, it was necessary to transcode the video in 

order to be able to alter the video bitrate. 
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4.2 Calculation of bitrate 
 

 In order to implement the adaptive bitrate technique, we had to find a way to get some 

feedback from the receiver about the state of the network. We had to face two issues: 

1. How can we estimate the quality of the network? 

2. How can we transmit these data to the sender? 

 

4.2.1 Estimation of the quality of the network 

 

The solution to the first question came from one of the techniques that are already 

implemented in VLC: DASH. In the DASH technique, there is an equation which calculates the 

average bitrate: 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐵𝑖𝑡𝑟𝑎𝑡𝑒 =

(∑
((𝑙𝑒𝑛 ∗ 8))

𝑡𝑖𝑚𝑒 )

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡𝑠
 𝑘𝑏𝑝𝑠 

Where len is the length of the packet and time is the transmission time. 

In order to use this specific equation we had to find a way to receive the packet length 

and calculate the time it needed to reach the receiver. The first one was easy to obtain since the 

recv command returns the length of the received packet. If the value of length was -1 then the 

procedure failed to receive a packet. As for the time component, we used the gettimeofday 

procedure which is included in the time library. We measured how long it took the recv procedure 

to receive a packet. Since the value that the recv procedure was returning was in bytes and the 

value of the gettimeofday was in microseconds we had to make some adjustments to the original 

equation.  

After we ensured that those two components were correctly calculated, we had to decide 

how frequently we will send the report back to the sender. We tested many different scenarios 

from every time we received a packet up to every 300 packets. We came to the conclusion that 

every 150 packets, we got the most accurate results regarding the bitrate.  

Next we had to experiment with the results we got from the equation. Although the 

formula was working correctly, the results were overwhelming and it didn’t really represent the 

condition of the network. As a result, we had to reduce the value of the bitrate that we calculated 

for each packet. After several experiments this was the final form of the equation: 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐵𝑖𝑡𝑟𝑎𝑡𝑒 =
∑

((𝑙𝑒𝑛 ∗ 8) ∗ 0.001)
𝑡𝑖𝑚𝑒 ∗ 0.000001

150
− 1700000 𝑘𝑏𝑝𝑠 
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4.2.2 Report transmission 

 

The solution to the second question was more difficult to find. Our original thought was 

to create this as a report and send it through the RTCP socket. This will be used as a Receiver 

Report since it wasn't implemented on VLC. Unfortunately, even if we tried to monitor the traffic 

and control it when the participants will send the reports, we couldn't establish the 

communication back and forth. The same problem exists for the RTP socket as well. This leads us 

to the conclusion that we needed to create a new socket which will be assigned to a new port. 

  

We needed to make sure that the sender will receive the reports during the transcoding 

stage. As a result, we added the recv command to the transcoding process of VLC in order to 

change the encoding bitrate. Depending on the received bitrate, we had to make changes to the 

existing bitrate. We created two general categories: 

1. If the received bitrate is greater than the existing one. 

2. If the received bitrate is lower than the existing one. 

 

We performed experiments using only those two categories and we increased or 

decreased the encoding bitrate according to the results of the previous hypothesis. We quickly 

found out that the changes in the encoding bitrate were very abrupt and the video output was bad 

compared to the original VLC. Therefore, we had to create sub-categories depending on the 

difference between the two bitrates. 
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4.3 Implementation (Server side) 
 

We performed several experiments with different values for reducing and increasing the 

bitrate and we came to the conclusion that we need to gradually increase or decrease the bitrate 

depending on the difference between the receiving bitrate from the receiver and the existing 

bitrate. For example, if the difference is low, then we should either increase it by a small amount 

or decrease it greatly in order to avoid packet loss and distortion. 

 

We performed several experiments and we finalized the following sub-categories: 

1. Existing bitrate > Received bitrate 

a. If the difference is greater than 1Mbps then the bitrate will be reduced by 200 

Kbps. 

b. If the difference is greater than 500 Kbps then the bitrate will be reduced by 400 

Kbps. 

c. If none of the above applies to our case then the existing bitrate will be reduced 

by 700 Kbps. 

2. Existing bitrate <  Received bitrate 

a. If the difference is greater than 1 Mbps then the bitrate will be increased by 500 

Kbps. 

b. If the difference is greater than 500 Kbps then the bitrate will be increased by 

300 Kbps. 

c. If none of the above applies to our case then the existing bitrate will be increased 

by 100 Kbps. 

 

Our aim was to avoid the distortion and the freezing of the output video; the above 

hypothesis can ensure that to some extent. We tried to deteriorate packet loss in order to avoid 

problems with the picture and the colors in the output video but we found out that if packet loss 

was fewer than 10% it didn’t affect the output much. 

Following the calculation of the new bitrate, we had to ensure that the changes will be 

applied to the video by the chosen encoder. The H.264 encoder couldn't apply the changes on 

bitrate without using two procedures. First, we called the x264_encoder_parameters, a procedure 

which enables us to copy the internal set of parameters to the pointer provided by the caller. We, 

also, set a minimum bitrate of 500 Kbps in order to avoid any complications that may happen 

during the previous calculations. Finally, the bitrate is appointed to the correct variable in the 

pointer and in order to finalize the changes we summon the x264_encoder_reconfig procedure 

which copies the parameters from the pointer that was provided by the caller to the encoder. After 

this step, the video will be encoded in the desired bitrate. 
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4.4 Start mechanic and messages 
 

 As mentioned before, there might be a problem if the user joins the session after the 

server starts the transmission of the data. In order to avoid this, we found a way for the server to 

wait until a receiver joins the session. Before the server starts the buffering of the data, it waits 

until it receives a packet from a receiver. Since the buffering of the data lasts approximately 10 

seconds, it is enough time for the receiver to be ready to receive the first packets. The receiver 

sends the packet immediately after the session is established. 

 Lastly, in order to gather the statistics from the experiments, we had some parameters in 

the command line and a variable for the packet loss. Since VLC is able to detect the packet loss 

and the number of packets that have been lost by checking the sequence numbers, we created a 

variable to count all the lost packets and print it every time it detects a packet loss. In this way at 

the end we will have the amount of the packets that were lost. 

 Those were the last things that we added to our implementation. We have run several 

tests in order to be sure that the results we are going to gather from the scenarios will be accurate 

and that they will show the true potential of our technique. In the next chapter we will present the 

scenarios that prove the effectiveness of our technique. 
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CHAPTER 5: SCENARIOS AND RESULTS 
 

 In this chapter we will present the six scenarios we created in order to test our technique 

and compare it with the original VLC. The experiments were performed on the NITOS wireless 

testbed both outdoor and indoor in the RF isolated nodes. We separated our results by statistics: 

the packet loss, which will be presented by the percentage of the lost packets in correlation to the 

total number of packets, the bitrate in Mbps and the PSNR. After each diagram we will analyze 

the performance of each experiment and explain the results. At the end of each sub-chapter we 

will present you pictures from the output video and mention its overall behavior. 

5.1 NITOS wireless testbed 
 

NITOS (Network Implementation Testbed using Open Source code) is a wireless testbed 

offered by the Network Implementation Testbed Laboratory (NITlab) of the Electrical and 

Computer Engineering Department at the University of Thessaly in collaboration with the Centre 

for Research and Technology Hellas (CERTH). The NITOS testbed gives the opportunity to 

researchers to perform experiments and test their hypothesis in real-time wireless network and 

custom environments. It consists of wireless nodes based on open source software. The NITOS 

facilities are the NITOS outdoor testbed, the CERTH indoor testbed and the Tholos indoor 

testbed. The cOntrol and Management Framework (OMF) is being used in order to control and 

manage the testbed. Furthermore, it can host several network services including DHCP, DNS, 

NTP, TFTP, PXE, Frisbee, NFS, MySQL, OML and Apache. For the purpose of this thesis, we 

will use nodes from the outdoor and the Tholos testbed. 

Figure 5.1: NITOS testbed  
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5.1.1 Outdoor nodes 

 

 

Figure 5.2: Outdoor testbed 

  

 

 

The NITOS testbed consists of four different kinds of wireless nodes, as seen on Figures 5.1 and 

5.2. To be more specific, 10 Orbit nodes, 15 diskless nodes, 6 USRP nodes and 14 Grid nodes 

coming to a total of 45 nodes can be used for experimentation and testing. For one of the six 

scenarios we are going to use the Grid nodes. 
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Figure 5.3: Outdoor Wi-Fi node  

 

The Wi-Fi nodes, shown in Figure 5.3, were developed by the NITlab team. They consist of dual 

core Intel CPUs, new generation solid state drives, usb web cameras, 802.11a/b/g and 

802.11a/b/g/n wireless interfaces and light, temperature and humidity sensors. Additionally, for 

the control of those nodes, a small webserver is running on NITlab's CM card which is included 

in the node. 

Here is the full specification list: 

 

Table 5.1: Specification list for Outdoor nodes  
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5.1.2 Tholos indoor testbed 

 

 The Tholos indoor testbed is based on an isolated environment at the University of 

Thessaly's campus building. It consists of 40 Icarus nodes which contain multiple heterogeneous 

interfaces making the user capable of performing several realistic scenarios.  

Figure 5.4: Indoor testbed topology 

Icarus nodes are placed symmetrically in order to form Grid architecture. The distance 

between the nodes is 1.2 meters and the height level is equal to all the nodes; as a result an 

environment with all the nodes being isobaric and equally capable is created. For the rest of our 

experiments, we are going to use two of these nodes. 
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Figures 5.5 and 5.6: Icarus Node 

 

Compared to the outdoor Wi-Fi nodes, Icarus nodes contain quad-core Intel processors instead of 

dual-core and a 4GB RAM. The specification list for the Icarus nodes is below: 

 

 

Table 5.2: Specification list for Icarus nodes 
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5.2 Preparation, setup and parameters 
 

 In order to perform our experiments we had to install the VLC program on the nodes. We 

created two separate OMF images, one for the sender and one for the receiver. We performed 

different alterations on the source code of VLC in each image. We used the version 2.1.5 of VLC 

because at that time it was the latest one. We wanted to transfer our changes to the latest version 

(2.2.0) but we didn't want to risk finding any errors because of compatibility issues. 

   

As for the H.264 codec, we had to download and examine the source code of the codec in 

order to fully understand how to implement the changes on the bitrate. We mentioned in Chapter 

4 that we used two procedures to make the changes in the parameters of the encoder once those 

were initialized. In order to work these procedures, we had to use the H.264 in a Constant BitRate 

(CBR) mode. Since H.264 doesn't technically support a CBR mode we had to create one by 

modifying some parameters in the command line.  

 

By setting a value for the video bitrate in the transcoding field (vb) and using the same 

value to set the following parameter --sout-x264-vbv-maxrate (Max local bitrate), we ensured that 

the value of the bitrate value will stay the same. Also, we had to set a value for the Video 

Buffering Verifier (VBV) buffer based on an estimation of how much data the receiver will 

buffer. This will force VLC to encode that much data before it sends them to the receiver. The 

parameter for this is the --sout-x264-vbv-bufsize. 

  

After performing several tests on the wireless nodes we finalized the numbers to set the 

previous values in order to have a smooth transmission as well as possible and the best possible 

output. A starting bitrate of 1Mbps was enough to guarantee a smooth start to the transmission 

since in most circumstances it is a bitrate that will not cause packet loss. Furthermore, we 

estimated that a receiver will be able to buffer at least 1825KB of data and it will give us the 

opportunity to fluctuate the bitrate enough without causing freeze or extreme distortion to the 

output video. 

 

As we mentioned before, we decided to use 1080p videos in order to test the techniques. 

We used 30 second video clips from two movies, one in 1080p resolution and one from Blu-ray 

1080p resolution. The first video is encoded to 3Mbps and the second one to 5Mbps. 
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Finally, we had to reconfigure some parameters in order to receive valid PSNR results at 

the end of each transmission. During the transmission of the data, we received several messages 

from VLC stating that some features of the codec will interfere with the PSNR results. Therefore 

we had to switch off the psychovisual optimization of the codec since this specific attribute can 

worsen both PSNR and SSIM. Moreover, the Adaptive Quantization (AQ) mode had to be 

disabled since it also had a negative impact on PSNR. 

  

After the setting of the parameters, we had to choose which nodes we wanted to use on 

the testbed in order to strongly test our technique. We wanted to choose two nodes in each of the 

testbeds which would have a large distance between them and there could be a bigger chance to 

find interference in the transmission. For the outdoor testbed, we used the nodes 21 and 31 which 

have a fair amount of distance between them and the signal can be interrupted or affected by 

weather conditions. Lastly, for the indoor testbed we used the node 75 and 91, again with great 

distance between them. 
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5.3 Description of the experiments 
 

 Before we present the results, we should present the six scenarios we created. We wanted 

to test the technique in many different ways such as the behavior in an unstable environment 

which is affected by weather conditions, the behavior to rate changes and also to really bad 

networks and finally, the behavior of the VLC and our technique in the transmission of large files. 

  

In the first scenario we decided to execute a transmission of a video on the Outdoor 

testbed without setting the network to a specific rate. Our technique will start with 1Mbps; using 

the reports the bitrate will fluctuate and the original VLC will use the default technique for H.264, 

the Constant Rate Factor (CRF). The CRF works compressing different frames by different 

amounts by taking motion into account. When things move it drops more details and when things 

are still it applies less compression. It will be interested in seeing the output video's quality and 

continuity both from our technique and the original's in an environment where the signal will be 

affected by weather conditions. 

  

As for the second scenario, we executed an experiment in the RF isolated testbed inside 

the University's faculty. This scenario is almost identical to the previous one but this time the 

signal will not be affected by any external parameters, since the nodes are isolated. We secured 

that during the experiments there will be other people performing experiments of their own in 

order to find some interference. Again we didn't alternate the rate of the network. 

  

The third scenario contains two kinds of experiments and focuses on the performance of 

the techniques in restricted network conditions. During the first experiment, we have set the rate 

of the network to 1Mbps. In this way the traffic of the network will be restricted and it will be 

interested in seeing how the two techniques will perform under those circumstances. In the 

second experiment, we raised the rate of the network to 5.5Mbps in order to watch the behavior 

of the two techniques during a more flexible network but still restricted to a point. 
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The previous scenarios were designed to prove the capabilities of our technique to simple 

situations. The next two scenarios will show how adaptive our technique is as opposed to the 

original VLC. The fourth scenario contains a sudden change to the rate of the network. After 15 

seconds of transmission, we changed manually the rate of the network to 1Mbps and watched 

how the two techniques reacted to this change. Since the rate of the network is set by the wireless 

card automatically, it will be interested in seeing how easily the two techniques will react to this 

sudden change. 

 

The fifth scenario contains the fourth scenario and a second change to the network's rate. 

About ten seconds after the start of the transmission, we change manually the rate of the network 

to 1Mbps and after 10 seconds we change the decision of the rate back to the wireless card for the 

last 10 seconds of the transmission. In this way we will be able to see if the two techniques can be 

adapted to more than one change and also it will be interesting to see the output video after those 

sudden changes. 

  

In the sixth and last scenario, we performed the same experiments as in the second one 

but this time we used a Blu-ray video. As we explained before, we changed the network 

conditions to 1Mbps and 5.5 Mbps and watched how the techniques reacted to these changes. The 

difference this time is that we were using a video which was coded in a high bitrate and it would 

be very interesting to see how the two techniques will cope with the huge amount of data they 

needed to transfer. Also, since the video is encoded to a high bitrate, we will observe how much 

the quality of the video will worsen. 

 

Each scenario was executed ten times and from each time we gathered the results from 

VLC and we will present to you the average values. 
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5.4 Results and explanation 
 

 As we mentioned before, we separated our results into three categories. Each category 

contains the results of one statistic from every scenario. On the vertical axis, we present the 

values we collected from the different results and on the horizontal axis we present the 

experiments and the scenarios we performed. In each scenario there are two columns, one that 

belongs to our technique and one for the original VLC. After each diagram we will offer a 

thorough explanation of the results and at the end we will present screenshots from the output 

video in order to show you the output quality of the two techniques. 

 

5.4.1 Bitrate 

 

 The following diagram represents the results we collected from our experiments 

regarding the encoding bitrate. The values on the vertical axis represent the bitrate we used on the 

encoder of the sender and it is measured in Mbps. 
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 Regarding the first scenario, as we can see in the diagram, our technique encoded the 

output video in a rate that is more than double the rate of the original VLC. Since we deactivated 

the PSY and AQ modes of VLC, H.264 default technique couldn't produce a bitrate higher than 

1.03Mbps which led to a rather poor outcome since the rate of the network was not bad. On the 

other hand, our technique took advantage of the good network and produced a better quality 

picture with less distortion. Although we may have experienced some packet loss, as you will see 

in the next diagram, and despite the fact that the fluctuations of the bitrate were small, we still 

experienced freeze and distortion using both our technique and the original one. 

  

The results of the second scenario, as we can see from the diagram, are almost identical 

to the first scenario due to the fact that again we didn't mess with the rate of the network before 

we start the execution of the experiments. As we explained before, the rate of the original VLC is 

at 1.03Mbps while our technique produced on average 2.66Mbps bitrate, more than double the 

bitrate the original produced. This time, our experiments were not affected by external factors, 

but only by the traffic of the network during the experiments. This resulted in a much better 

quality video than the one from the previous scenario without major freezes and distortion. Both 

techniques had neither many freezes nor major distortion. However, our technique had a little 

more distortion than the original VLC but that didn’t affect the continuity and the quality of the 

output video. 

 

 As for the third scenario, we will have to look at the two experiments separately. In this 

experiment we can actually see the potential of our technique. Since the original VLC set the 

bitrate to 1.03Mbps it was difficult for the transmission to go smoothly. Since the rate of the 

network was at 1Mbps, that caused a lot of packet loss and of course a bad output video. On the 

other hand, our technique was successfully adapted to the network's situation by reducing the 

original bitrate of 1Mbps to an average of 600Kbps thus producing a better result overall. Since 

our output video had continuity and some distortion, the original VLC produced an output video 

riddled with freezes and no continuity. 

 

 The 5.5Mbps experiment gave both techniques more flexibility. From the original 

perspective of the VLC, the rate allowed the technique to produce a steadier but lower quality 

video although it still produced distortion. On the contrary, our technique took advantage of this 

flexibility and with an average bitrate of 2.4Mbps produced a good quality video almost identical 

to the second scenarios. Our original thought was to use the 2Mbps rate for the network but the 

results we got were almost similar to the first experiment 

 

 

. 
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 The next two scenarios tested both techniques. On the fourth scenario, we changed the 

bitrate from auto to 1Mbps and we wanted to know how the techniques will react. The original 

VLC since the bitrate was almost constant to 1.03Mbps after the 15 seconds of the auto part 

passed, it started to have great distortion and major freezes to the output video. This was caused 

by the bitrate being over the threshold that has been set. On the contrary, our technique made 

changes to the bitrate, lowered it to 500-600Kbps and finished with an average bitrate of 

1.46Mbps. It is logical to have a lower bitrate than the previous scenarios due to the fact that the 

rate changed midway through the transmission. That of course had an impact on the picture by 

lowering the quality, something that guaranteed continuity and no freezes. 

 

 In the fifth scenario the wireless card picked the rate of the network for 10 seconds then 

manually we changed the rate to 1Mbps for another 10 seconds and at the end for the last 10 

seconds we changed it back to auto mode. Since the change of the rate lasted only 10 seconds it 

was easier this time for the original VLC to come back and continue its transmission since the 

rate was low. On the other hand, our technique had an average of 1.6Mbps encoding bitrate and 

after the return to auto mode it needed a couple of seconds to restore any distortion because it had 

the opportunity again to raise the bitrate. In addition to, the original VLC during the 10 seconds 

of 1Mbps had a lot of freezes at the output video, while our technique needed 2 seconds to lower 

the bitrate and preserve the continuity without having any freezes.  

 

 Considering now the last scenario, as we did for the third scenario, we will analyze the 

two experiments separately. For both experiments we used a Blu-ray video. Since this video was 

encoded with a high bitrate, it was interesting to see how outputting video would look like. Since 

the network was set to 1Mbps rate, it was very difficult for the original VLC to transmit the video 

since it doesn't support adaptive bitrate. The bitrate that the original VLC used was 3Mbps; 

extremely high for this situation. On the other hand, our technique lowered the original 1Mbps 

with which it started the encoding and finished the transmission with an average bitrate of 

500Kbps, definitely reasonable for those circumstances. Since the bitrate of the original VLC was 

so high, the video was full of freezes and distortion with no continuity making the original VLC 

inappropriate for this situation. As we expected, our technique with the low bitrate ensured very 

good continuity and less distortion. However, we had to give up quality. 

 

 In the last experiment, since the network was more flexible it was easier for both 

techniques to reach a higher encoding bitrate. The 3Mbps that the original VLC used, although it 

caused some distortion, it outperformed our technique which encoded the video with an average 

of 2.1Mbps. The quality of the video was almost the same and both techniques ensured 

continuity.  
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 We chose to gather the results of the bitrate without using the modes that we removed 

from VLC because of PSNR, but we also performed experiment using those modes; the results 

were almost the same. In almost all the scenarios VLC had a bitrate of 1.6Mbps which didn’t 

make any great difference in the outcome result regarding the bitrate. Furthermore, just for 

experimental reasons, we also used the ABR technique that H.264 already has implemented in 

order to check the results we got. Still this technique measured the same bitrate as the CRF 

technique, with an average of 1.6Mbps, having a starting value of 1Mbps for the encoding bitrate. 

 

5.4.2 Packet loss 

 

 The following diagram presents the results we gathered from the execution of our 

scenarios regarding the packet loss. On the vertical axis, you can see the percentage of the packets 

that were lost from the overall transmitted packets and on the horizontal axis you can see the 

scenarios. 
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 Starting from the first and second scenario, we can see that the packet loss was quite low 

due to the fact that the bitrate of the original VLC was at 1.03Mbps and the bitrate of our 

technique was adapting to the network conditions. The small packet loss that we observed at the 

outdoor testbed, 4.7% for our technique and 2.2% for the original VLC, didn't cause major 

problems to the output video, only some distortion. It is logical for our technique to have a higher 

packet loss since the bitrate we produced was twice as that the original VLC used to encode the 

video. As far as the second scenario is concerned, the bitrate of the encoded video of our 

technique was higher than the original and consequently the packet loss was higher than the 

original. Identical to the first scenario, the packet loss was low just 8.7% for our technique and 

only 5.4% for the original. The output video didn't have any considerable distortion because of 

the packet loss and also it didn't affect its smoothness and continuity for both techniques. 

 

 Regarding the third scenario, we observed a huge difference between the two techniques 

when it came to packet loss. Since the threshold for the rate of the network was at 1Mbps and the 

rate of the original VLC was at 1.03Mbps, it was natural for the packet loss to be great. 40% of 

the total packets that were transmitted where lost and that resulted in a very poor output video 

filled with distortion and discontinuity. Our adaptive technique adapted the encoded bitrate and 

deteriorated the packet loss to 2.2%, producing a good quality outcome. That resulted in almost 

zero freezes and generally continuity during the whole transmission. As for the 5.5Mbps 

experiment, the results were almost similar to the second scenario due to the fact that the bitrate 

was almost the same and both techniques didn't have any problem producing a higher bitrate. 

 

 The fourth scenario, which contained the sudden change to 1Mbps to the rate of the 

network, is another example of how the original VLC cannot cope with the fluctuations on the 

network channel. Before the change of the rate in the network, the packet loss for both techniques 

was, as expected, low and the change on the rate was the reason for the increase at that percent. 

The original VLC had a packet loss near 36%, almost the same as the third scenario, and that had 

a great impact at the output video. The reason for that was that VLC couldn’t adapt the encoding 

bitrate to the network conditions while our technique adapted and lowered the bitrate which 

resulted to only approximately 17% packet loss. The bitrate in this case lowered from almost 

2.5Mbps to 600Kbps for the 15 seconds that the rate of the network changed to 1Mbps. 

 

 As we mentioned before, the fifth scenario helped the VLC bounce back easier than our  

technique since the rate was low all the way and the change back to auto mode helped it to 

smoothen the transition faster. Again since the rate from our technique was greater than the 

original, as a result, the packet loss will be greater but not enough to create great distortion to the 

video or other problems. The fluctuations that our technique made kept the packet loss to almost 

21% while the original reached an average of 16.2% while keeping a lower quality video than 

ours. 
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 In this last scenario, we can clearly see that since the original VLC is not adaptive it 

cannot transmit high bitrate encoded videos in bad network situations. In the first experiment, we 

restricted the network rate to 1Mbps making it difficult for both techniques to transmit such a 

high quality video. Since the original VLC uses the same bitrate throughout the transmission, the 

output video was extremely bad due to 99% of packet loss. As it will be presented to you at the 

end of the chapter, the video wasn't clear at any point of the transmission. Our technique 

decreased the quality of the video and deteriorated the packet loss only to 3.4% to avoid freezes. 

 

 During the last experiment, since the network was more flexible, it enabled both 

techniques to encode the videos in a higher bitrate and since both techniques used a high bitrate 

the packet loss was almost the same. During the transmission from our technique the packet loss 

was 9.8% and the original VLC lost 12.1% of the sent packets. Although the packet loss was 

higher than our technique, it didn't affect the outcome video and since the bitrate was constant to 

approximately 3Mbps the transmission was natural. 

 

 Using the modes that we deactivated in order to receive true PSNR value, we observed 

that since VLC didn’t use adaptive bitrate, the packet loss was higher and this time it affected the 

outcome with more distortion and freezes. Especially in the more restricted situations, like 

1Mbps, the packet loss was nearly 60%. Lastly, using the ABR technique, the packet loss was 

almost the same as the diagram before using the 1Mbps as the starting value. 
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5.4.3 PSNR 

 

The following diagram presents the results we gathered from executing the hypothesis we 

mentioned before, especially the PSNR. On the vertical axis, you can see the values that we 

collected which represent the PSNR and on the horizontal axis you can see the scenarios. Peak 

Signal-to-Noise Ration (PSNR) is the ratio between the maximum possible power of a signal and 

the power of distorting noise that affects the fidelity of its representation. PSNR is measured by 

Decibel (dB). 
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 Most of the results we received were as expected. In the first scenario, since the bitrate 

was higher than the original, it was natural for the quality of the output video to be better. The 

PSNR ratio of our technique was 51.5dB, higher than the 48.7dB that the original VLC produced. 

A higher PSNR means less distortion, noise and freezes in the output video.  

 

Here we present to you pictures from the output video. On the left there are pictures from 

our technique and on the right from the original VLC. 

 

 

 

Figure 5.7: Screenshots from the outcomes of the first scenario 
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Overall, both videos showed distortion with the original's output video having a little 

more than our technique. The original's video showed distortion especially in the middle of the 

transmission and at the end where our technique showed distortion only at the start of the video 

due to the fact that the bitrate was changing fast and the filters couldn't smooth the picture so fast. 

One negative disadvantage that appeared in both techniques is that the video had no continuity 

probably because of the weather conditions and other transmissions were happening during the 

transmission of the videos. Freezes in the video were happening so frequently using both 

techniques, so we can't say for sure that one technique will guarantee continuity over the other. 

The only thing that we can guarantee is that our technique can produce better picture in situations 

like this as shown by the bitrate and PSNR. 

 

After the execution of the second scenario, we gathered almost the same results as the 

first one regarding the PSNR. The PSNR ratio was almost the same in this situation as well but 

the difference this time was that the video had continuity and less freezes overall. Again the 

quality of the video regarding the output video from our technique was better in general and with 

less distortion. We received almost the same results from the original VLC where the only 

difference was that the outcome of the original had one or two more freezes where our technique 

had none. As for noise and distortion, again our technique showed distortion on the start of the 

transmission while the original had some distortion throughout the video. 

 

In the next page, we will present pictures from the outcome of both techniques in the 

second scenario. On the left are pictures from our technique and on the right from the original 

VLC. 
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Figure 5.8: Screenshots from the outcomes of the second scenario  

 

 

 

 



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 61 
 

 The results from the third scenario were different from the previous two. This time the 

PSNR we collected from the original VLC was greater than the modified technique we proposed. 

We anticipated this since the encoding bitrate we used was lower than the bitrate the original 

VLC used during the transmission. Unfortunately, the PSNR cannot show the bad quality of the 

outcome video and that's why we will present pictures from the output videos. The PSNR value 

which represents our technique was 45.6dB while the original VLC's PSNR was approximately 

48.7dB.  

 Below you can see on the left the modified technique's results and on the right the 

original's. From the pictures it is clear that our technique outperformed the original. 

 

Figure 5.9: Screenshots from the outcomes of the third scenario 
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During the second set of experiments, where the rate threshold was at 5.5Mbps, the 

network was more flexible and both techniques could improve their performance. The original 

VLC transmitted with a constant bitrate and had the same PSNR as the previous scenarios while 

our technique improved its PSNR from the previous set of experiments since the bitrate was no 

longer low and it rose up to 2.4Mbps. The output video's PSNR from our technique was close to 

the first and second scenario's value at 51.1dB. The video has performed almost the same as the 

second scenario as you can see from the pictures below. 

 

 

Figure 5.10: Screenshots from the second set of experiments  
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As we explained at the third scenario and first set of experiments, this time again the 

original VLC produced a higher quality video again, as it is shown by the PSNR, something that 

is not accurate. Our technique needed two seconds to reconfigure the encoding bitrate while the 

original VLC kept the same bitrate. That resulted in a bad output video with lot of freezes and 

distortion while, on the other hand, our technique lowered the quality in order to keep the 

continuity, hence the lower PSNR. The PSNR from the modified technique was at approximately 

48dB while the original VLC's video was at 48.8dB. Below you can see how well our technique 

was adapted to the network situations after the 15 second mark. In the output video from our 

technique, VLC needed 10 seconds to stabilize the picture while the original technique never did. 

 

Figure 5.11: Screenshots from the fourth scenario 
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During the execution of the fifth scenario, it was an opportunity for us to observe how the 

two techniques will react to a sudden change of the rate that will only last 10 seconds. We 

believed that the original VLC will come back to normal easier since the rate was fixed at a low 

point but it needed more time. Although, the original's outcome had worse quality, our 

technique's outcome had more freezes but did not last for more than a couple of seconds. That is 

why the PSNR this time was higher for our technique at approximately 49.2dB while the 

original's output video was at 48.8dB. Our technique bounced back at 5 seconds but VLC got rid 

of distortion after 10 seconds. On the other hand, the original's outcome didn't have any freezes 

but the picture became normal after 20 seconds. 

 

Figure 5.12: Screenshots the fifth scenario  
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The sixth scenario, as we mentioned before, really tested both techniques and showed 

how well they performed under bad and natural circumstances. Although under bad 

circumstances the PSNR of the original VLC was better than our technique's, the video was 

extremely bad. We can see that by the extremely high packet loss. The video was full of freezes 

and distortion as we will show you in the pictures below. On the contrary, our technique 

performed the same way as in the previous 1Mbps experiments and avoided major freezes and 

distortion. Since we lowered the quality, it was logical the PSNR to be approximately 39.4dB 

while the original's output PSNR was 48.7dB. 

 

Figure 5.13: Screenshots from the sixth scenario  
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In the last set of experiments, the results of our technique were lower than the original 

VLC's. Since now the network could afford the encoding bitrate that the original VLC chose, the 

output quality was better than our technique and presented less problems on the outcome. Since 

the original's outcome video was encoded at a higher bitrate, the PSNR ratio was higher than our 

technique's output video PSNR, since the bitrate difference was almost 1Mbps. The PSNR ratio 

for the original's outcome was approximately 43.7dB while our technique had an average PSNR 

of 42.7dB. Although the quality was better, our technique did a great job and produced a good 

quality outcome. 

 

Figure 5.14: Screenshots from the second set of experiments  
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CHAPTER 6: CONCLUSIONS 
 

6.1 Conclusions 
 

 We have now presented you the results from the scenarios that we proposed and we can 

now come down to some conclusions. Overall, we created successfully an adaptive bitrate 

technique which can produce very good results in various network situations. Especially in 

restricted network situations, where the rate is extremely low our technique outperformed the 

original VLC both in the quality of the outcome but also in the smoothness of the transmission. 

Furthermore, even when the VLC was running without any modes being deactivated, we still had 

better results in all the proposed scenarios making our technique more suitable for almost all of 

the situations. Moreover, we deteriorated packet loss to very low levels in most cases, in order to 

ensure the stability and continuity of the stream. Also, in the scenarios where we had to stream a 

video with high encoding bitrate, we performed almost equally to the original VLC in a more 

flexible network, but again we proved that VLC cannot perform well under restricted network 

conditions in which our technique can successfully adapt. Finally, since we created the piece of 

code inside the transcoding source code, it can be used by every codec in order to produce better 

outcome rather than using their own ABR technique or no ABR technique if there is not 

implemented. 

 

6.2 Future Work 
 

 Although we are satisfied with the results we collected, we believe that there is still room 

for improvement. We would like to find a way to avoid the distortion at the start of each stream 

since the bitrate is changing fast enough and the VLC cannot quite handle it. We would like to 

use a series of filters in order to smoothen the transition from one bitrate to the other. In addition, 

we would like to adapt our formula in order to outperform the original VLC when it is streaming 

Blu-ray video quality. In a more adaptive network, although our technique produced a very good 

result, the original technique worked better and we would like to address that. Moreover, 

although there was a small amount of packet loss, sometimes it caused freezes in the stream and 

how to avoid this, is one of our priorities for the future. Furthermore, we would like to make the 

technique adapt faster to situations where the rate of the network gets extremely low suddenly 

and our technique needs a couple of seconds to restore the continuity of the video. Lastly, it 

would be interesting to test our technique against the original VLC without measuring PSNR in 

order to see if our technique can also outperform VLC when the PSY and AQ modes are 

activated where the results of the original might be better. 

 

 



Study of video streaming over web characteristics and improvement of existing algorithms in 
order to maximize the QoS 

 

Zervas Triantafyllos Page 68 
 

BIBLIOGRAPHY 
 

[1] H.Schulzrinne, S.Casner, R.Frederick, V.Jacobson, "RTP: A Transport Protocol for Real-

Time Applications", RFC 3550, July 2003. 

[2] Tommi Koistinen, "Protocol overview: RTP and RTCP" 

[3] Fraida Fund, Cong Wang, Yong Liu, Thanasis Korakis, Michael Zink, Shivendra S. 

Panwar, "Performance of DASH and WebRTC Video Services for Mobile Users" 

[4] John G. Apostolopoulos, Wai-tian Tan, Susie J. Wee, "Video Streaming:  Concepts, 

Algorithms, and Systems", September 18
th
, 2002 

[5] Stephen Jacobs, Alexandros Eleftheriadis, "Streaming Video Using Dynamic Rate 

Shaping and TCP Congestion Control", January 21, 1998 

[6] Subhabrata Sen, Jennifer L. Rexford, Jayanta K. Dey, James F. Kurose, Donald F. 

Towsley, "Online Smoothing of Variable-Bit-Rate Streaming Video", vol. 2, no.1, 

March, 2000 

[7] Dapeng Wu, Yiwei Thoms Hou, Ya-Qin Zhang, "Transporting Real-Time Video over the 

Internet: Challenges and Approaches", vol. 88, no. 12, December, 2000 

[8] Dapeng Wu, Yiwei Thomas Hou, Wenwu Zhu, Ya-Qin Zhang, Jon M. Peha, "Streaming 

Video over the Internet: Approaches and Directions", vol. 11, no. 3, March, 2001 

[9] STREAMING MEDIA, https://en.wikipedia.org/wiki/Streaming_media 

[10] Real-time Transport Protocol, https://en.wikipedia.org/wiki/Real-

time_Transport_Protocol 

[11] User Datagram Protocol, https://en.wikipedia.org/wiki/User_Datagram_Protocol 

[12] VLC command-line help, https://wiki.videolan.org/VLC_command-line_help/ 

[13] VideoLan Wiki, https://wiki.videolan.org/Main_Page/ 

[14] Mathias Wien, Renaud Cazoulat, Andreas Graffunde, Andreas Hutter and Peter Amon, 

"Real-Time System for Adaptive Video Streaming Based on SVC" 

[15] Susie J. Wee and John G. Apostolopoulos, "Secure Scalable Video Streaming for 

Wireless Networks" 

[16] Information about NITlab http://nitlab.inf.uth.gr/NITlab/ 

 

https://en.wikipedia.org/wiki/Streaming_media
https://en.wikipedia.org/wiki/Real-time_Transport_Protocol
https://en.wikipedia.org/wiki/Real-time_Transport_Protocol
https://en.wikipedia.org/wiki/User_Datagram_Protocol
https://wiki.videolan.org/VLC_command-line_help/
https://wiki.videolan.org/Main_Page/
http://nitlab.inf.uth.gr/NITlab/

