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AvaAvon anodoonc KaL oXeSLaon CUCTNHATWVY
UTtO MEPLOPLOUOUC LOXVOC Kat a§LOTILOTLOG

MpLv TNV TeEXvoAoyia VaVOUETpwWY, Ta KUPLO KPLTHPLO OXESLACUOU OAOKANPWUEVWVY KUKAWUATWV
Atav n BeAtiotomoinon ylo TaxuTtnNTa, £KTOON KOL KOTAVAAWGN NoXVog MapaUeAWVTAC TIG PUOLKEG
Kol NAEKTPLKEC LBLOTNTEC TWV TpavlioTop, oL omoieg mailave AlyOTEPO ONUAVTLKO PONO. ZUYKEKPLUEVQ,
Katd tn didpkela Lwng toug, Ta tpaviiotop Bewpouvtav OTL CUUNEPLPEPOVTAL VOUOTEAELOKA OTIWG
giyav oxedlootel. Autd nrav mepimou péXpL To péyeBocg twv 0,35 pm, €meldn to péyeBog Tou
tpaviiotop ATav MOAU LeYAAo o oxéon Ue Ta SLadopeTKA 16N TwV SLASIKACTIKWY SLAKUUAVOEWV.
Qot000, e TN oUVEXLIOUEVN KALLAKWON TWV KOUPBwWV TG TEXVOAOYLag HEXPL TA 65 nm, n dUCN TWV N
VIETEPULVIOTIKWY LOLOTATWY TWV TPAvIloTop APXLOE VO ATTOKTOEL GNUACLA yLa TN owoTr Altoupyia
TWV OUCKEUWV. ITa 65 nm,emeldr) 1o péyebog tTou Tpaviiotop eival TOo0 ULIKPOC, n Sadikaoia
KOTOLOKEUNC TIAOXEL a0 Q0APELEG OXETIKA LE TA UEYEDN CUOKEUWV TIOU 08NYoUV o€ SLAPOPETIKES
mapal\ayEC oTa XAPAKTNPLOTIKA Twv tpaviiotop. TEtolou £iboug SLASIKOOTIKEG SLAKUMAVOELC
TMEPAAUPBAVOUV TIC XWPLKEG KOL XPOVIKEG TIOPOUETPIKEG SLOKUMAVOELS KoL OTMEWOUV TN OWwoTH
AELTOUPYLO TWV VOVOUETPLKWY KUKAWUATWV.

H Asttoupyia Twv KUTTAPWY, OTATIKAG Tuxaiag mpoomnéhaong (SRAM) ennpealstal moAU ano
OAeg TI¢ MpoavadepBbeioeg Sltadopomnolnoelg oe peyalutepo Babuod amod o, Tt Aoykd KukAwpota. Ta
amoteAéopata Twv OSLAKUMAVOEWY ota KOTtapa HvAUNG e€ilval mio kupioapya, SeSopévou Otl
Tpav{loTop HUE TIOAU HIKPECG SLOOTACELG XPNOLOTOLOUVTAL Yl TV KATAOKEUN TNC UVALNG, WOTE va
ghaylotomolnBel n KOTEXOUEVN TEPLOXN Yla TNV LPNAOTEPN TUKVOTNTA UVAUNG. OL CUVETELEG TWV
uetaBoAwv oto kehl SRAM efaptouvtal amo 1o €id6o¢ tnN¢ petaBoAng mou Buwvel. Mo mapadelyua,
TIOPOUETPIKEG HETABOAEG 08nyoUV ot SLoPOPETIKEG SUVAUELS TWV TPAVIIOTOP TIOU OTN XELPOTEPN
TePIMTWON MPOKAAOUV QUIMOTUXLOL TOU KUTTAPOU. ZUYKEKPLUEVQ, oL SLddopeC amotuyieg elval oL e€AG:
amotuyla tou xpovo mpodoPaocng, aduvapia Siatripnong, amotuxia ypaPnpatog Kal amotuyia
S1BAaopaToc. EKTOC amo TIC CUVEXEIC QMOTUXIEG MUVAUNG TIOU TPOKaAoUVTAL KATA Tn SLAPKELA TNC
KOTALOKEUNC, UTTAPXOUV ETIONG 1N EUUEVOUOEG ASUVOUIEG TNG UVAUNG TIou Sev BAGITTOUV TO KUTTOPO
O€ POVLUN Baon, ou odeihovtal Kuplwg oe cwpatidia dhda .

OL oxeblaotég €xouv kataAnioupe oe SLADOPEG TEXVIKEG OTO KUKAWUATIKO emimedo Kol OTO
eMNeSO TNG APXLTEKTOVLKIG, OTIWG KALLAKWON Tou HéyeBog Tou tpaviiotop, mpooBETovtag enMUTAéoV
YPOUUEC / OTAAEG OTN MVAUN Tou, TPocBEtovtag tpaviiotop og éva KeAL UvrUNnG, TPOTOMoilovTag
SUVOULKA TO HéyeBOC TNG MVANG i tpocBETovTag Kwdikeg S10pBwong Aabwv. AucTuXwG, OAEG AUTEC
Ol TEXVLKEG UTIAPYOUV €1 BApo¢ Tou aufnuévou pEyeBou TOUu KAAOUTILOU KOl TNG QUENUEVNG
KaTavaAwong Loxvog, dedopévou otL Baailovtal otnv pocBdrkn MAeovalov UALKO yLO TOV EVTOTILOUO
Kall TN 8L0pOwaon TuXOV OPaAUATWY, WG EK TOUTOU EPXETOL O avTiBeon Ue ta dAAa KUpLA TpOKAnon
OTO OXESLAOUO KOUBWV VAVOUETPWY TIOU £ival N KATAVOAWGCH EVEPYELAG.

Emopévwe, umdpxel avaykn vo ovtlpeTwriobolv tétola {ntApata, va peAetibouv kol va
ovaAUBouv kal va Bpebolv véeg nebBodoug mou emitpémouv TNV afLomiotn Asttoupyia og xapnAn
LoV Kal Hkpo KOotog. MNa to okomd auto, otny mapovoa SUTAopATIK £EETATOUE L0 VEQ TEXVLKA
yloL TV QVTLPETWILON Twv evdexouevwy BAaBwv tng HvAENG, n omola dev éxel diepeuvnBel péxpt
OTLYHAG.



H texvikn e€epeuvel tnv avtoxn g avamnapdotaong dedopévwy (o TPomog mou ta dedopéva
amoBnkelovtal otn pvAun) os eninedo ocuothuoTog. Oa Umopouos va eival duvatd SLadopeTIKEG
avanapaotaoel SeSoUEVWY VA Elval TILO AELOTILOTEG KATW OO EAATTWLOTA TOU UALKOU e Sedopévn
TNV KATAVOUN TWV Eloayouevwy 6e8opévwy. MNa TO OKOTIO AUTO, OTOXOC MaG glval va BpoUpe Kamola
avamnopaotocn Twyv O6eS0UEVWV TIOU EAAXLOTOTOLEL TA MN-€mipova opdApata otn pvAun. Mo
OUYKEKPLUEVQ, YLO VO ETIITUXOULE TO OTOXO HOG EXOUHE oXeOLAOEL €vav efopolwTr) OPOAUATWY OF
eninedo ovotiuatog. H amodoon afloloyeital pe Pacn to HECO TETPAYWVIKO OPAARA TwV
Sebopévwy Tou ypadovtat kat Stafalovral and t UvAun. Mo pwpd peyedn bit eival Suvatd va
EKTEAEOTEL pLa €aVTANTIKA avalntnon yla va BpoUpe tnv KaAUTepN avanapdotach Twv SeSouUEvVwy.
Elval evdladépov OtL T amoteAéopata £6el€av OTL UTIAPXOUV TIOAAEG QVATIAPAOTACELG TIOU €XOUV
£Val KAAUTEPO HECO TETPAYWVLKO OhAAO oo TIG AVATIOPAOCTACELS TIOU XPNOLULOTOLOUVTAL CHUEPA
yla TNV anoBrkeuon twv 6eSopévwy otn pvnun. Emumiéov, £xoupe avamtugel Eévav alyoplOuo mou
ektedel to £pyo NG elpeong tng KoAUTEPNG avamapaotacn. H amoédoon tou alyopibpou
aflohoyeital pe TN Xpnon tng Gaussian KOTAVOUNG Yl OSladope; MOPAUETPOUG WOTE va
npooeyyloBouv SladopeTIKEC KATOVOUEG, OMWE N Gaussian, Uniform, ABpolouo Gaussians, Rayleigh
kot Laplace ol omoleg povrehomololv KoAd Kotavoueg Sdedoucvwy and dnuodileic epappoyEg. e
OMAEC TIG TIEPUTTWOELG, 0 OAYOpLOUOC BploKel OPKETA KAAEG AVATIPAOTACELG E CNUAVILKA ALlyOTEPN
UTIOAOYLOTIKN TipooTtdBela Kal xpovo amd tnv e€avtAntiky avalntnon n tnv tuxaio avalntnon. Ta
amoteAéopata Seiyvouv OTL 0 apPlBUOC TWV AVATIAPACTACEWY Ol OMoleg eival KaAUTEpPeEC amd tnv
QVOTTAPACTOCN TOU CUMUMANPWHATOC w¢ Tipog SUo kal n Sadopd Hetafl TNG KAAUTEPNG
QVaTTapAOoTOONG TIOU BPEBNKE Kal TNG AVAApAOTAONG TOU CUMMANPWHATOC WG TPog SUo amo tnv
armoPn TOU MPECOU TETPAYWVIKOU OGAAUATOC £EQPTATAL CNUAVIIKA QMO TNV KATOVOMUN Twv
S6ebouEvwy eL0OS0U Kol TWV TTAPAPETPWV TNG.



Abstract

The impact of hardware defects and the resultant errors on the
performance and yield of memory, potentially induced by
voltage scaling and parametric variations, is analyzed. For
modeling the memory and capturing the impact of the defects,
a system-level fault simulator is designed. The performance is
assessed based on the Mean Squared Error of the data written
and read from the memory. An exhaustive search for the best
data representation, which minimizes this Mean Squared Error
in the memory, is performed for small bit sizes. Furthermore,
an algorithm is presented to perform the task of finding the
best representation with significantly less computational
effort. The algorithm is analyzed using various input data
distributions. The impact of the algorithm on memory yield
and power is analyzed. To this end, a system model of a
wireless communication channel containing a decoder is
combined with our error resilient memory model and the
improvement of the output quality is analyzed.
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Chapter 1
Introduction

Before nanometer technologies emerged, the main design criteria for integrated circuits were
optimization for speed, area and power consumption neglecting the physical and electrical
properties of the transistors which played a less important role. Specifically, during their device
lifetime, the transistors were assumed to behave deterministically as they were designed. That was
approximately until a feature size of 0.35 um, because the transistor size was very large compared to
the different kinds of process variations. However, with the continuing scaling of technology nodes
down to the 65 nm regime, the nondeterministic nature of transistor properties started to become
relevant for the proper operation of the devices. At this size, since the transistor size is so small, the
manufacturing process suffers from larger imprecisions regarding device sizes that lead to different
variations in transistor characteristics. Such process variations include both spatial and temporal
parametric variations and threaten the correct functionality of nanometer circuits.

Parametric variations are categorized into two groups: intradie and interdie [1]-[3]. On one
side, the variations of transistor strength that occur within the same die are called intradie. They can
be caused mainly by random dopant fluctuations in the channel region resulting from lithography,
chemical and mechanical polishing, line edge roughness and change of geometric dimensions
compared to the specifications due to lithographic and etching techniques during the fabrication [1],
[4]-[9]. Modeling the intradie variations is difficult because a large number of random variables are
required [3]. On the other side, interdie variations are observed between different dies that might
have been produced from different wafers. The causes for interdie variations are the fluctuations in
length due to variations in the exposure time during fabrication and fluctuations in transistors width
and oxide thickness.

Temporal variation is another problem that arises with decreasing transistor size. The temporal
variations can be divided into two categories: aging-related and environmental. Aging variations
include negative bias temperature instability (NBTI) [10]-[26], positive bias temperature instability
[27], [28], hot carrier injection [29]-[31], time-dependent dielectric breakdown [32]-[34] and electro-
migration [35]. Using the device for a long time decreases its strength because of aging issues (i.e.
NBTI). Moreover, transistors experience temperature and voltage variations that are classified as
environmental variations and associated with the variations in circuit functionality. For instance,
temperature fluctuations occur when the large power consumption of a circuit is transformed into
heat and the device is not equipped with mechanisms to limit the rise of temperature.

All the above variations result in large fluctuations of transistor threshold voltage (V;), which
degrade the overall system performance by affecting both logic (digital and analog) and memory. The
variations in logic manifest increased delay and spread of the delay distribution. As a result, the delay
specifications are not met and the yield is degraded [1], [2].

The operation of static random access memory (SRAM) cells is highly influenced by all the
mentioned types of variations to a larger degree than logic circuits. The variation effects on memory
cells are more dominant, since transistors with very small dimensions are used to build the memory
in order to minimize the occupied area for higher memory density. The consequences of the
variations on the SRAM cell depend on the type of variation that the cells experience. For instance,
parametric variations lead to different strengths of transistors that in the worst case cause failure of



the cell. Specifically, different failures that can occur are: access time failure, retention failure, write
failure and read failure. An access time failure is the violation of the delay specifications and it takes
place during a read operation when the differential voltage across the bit lines is not sufficient to
identify the correct value. A hold or retention failure is the loss of the cell information when the cell
is in standby mode, for example as a result of a voltage drop. Write failures happen when it is not
possible to write the cell, because the cell content cannot be toggled. Read failures occur when the
data stored in the cell is flipped and the read value is not the correct one. Such failures are mainly
the result of noise developed in the node that stores the zero that is becoming larger than the trip
point of the inverter. The size and type (i.e. 6T, 8T) of the memory bit cell, the array organization and
the supply voltage determine the degree of such failures.

During memory development, it is common that designers try to operate memories in the
lowest possible voltages, since voltage downscaling is considered as one of the most effective
methods for power reduction. However, operation at low voltages in combination with variations
makes circuits very prone to failures [36]. Figure 1 depicts the dependence of the failure probability
on the supply voltage for different cell types: medium sized 6T bit cells, 6T cells upsized by 15% and
8T bit cells in a 65 nm technology node [37].

Figure 1: Memory failure probability (65nm)

Except of the persistent memory failures that are caused during manufacturing (e.g. stack-at -
faults), there also exist non-persistent memory failures that do not damage the cell permanently, i.e.
soft errors or erratic bit failures which are primarily due to alpha particles. Even if soft error rate
slightly reduces as transistor size scale down, the number of errors increases because the probability
of hitting a larger number of transistors by a particle increases [38]. Although the failure probability
of the cell increases when soft errors happen, the overall failure rate in memories is still dominated
by random dopant fluctuations induced errors [39] as it is shown in Figure 1.

Both persistent and non-persistent errors have a significant impact not only on the memory
system, but also on the overall system. For instance, in a cache of a modern processor, a bit flip error
during the decoding phase of the instructions may result to execute erroneously an instruction that
may lead to complete failure of the system. The persistent errors cause defected cells which cannot
be used for reliable storage having as a consequence the reduction of yield and thus the increase of
manufacturing cost.

Designers have come up with various techniques at a circuit and architecture level, such as
scaling the transistor size, adding extra rows/columns in the memory [40], [41], adding transistors to
a memory cell [39] or modifying the memory size dynamically [42]. Unfortunately, all these
techniques come at a cost of increased die area and power since they are based on the addition of



redundant hardware for the detection and correction of any errors, thus contradicting with the other
main design challenge in nanometer nodes that is the reduction of power consumption.

Therefore there is a need to deal with such issues, study and analyze them and find new
methods that allow reliable low power operation at a minor cost. To this end, in this report we
investigate a new technique for dealing with potential memory failures, which has not been explored
so far. Our approach exploits the resilience of data representation (the way that data is stored in the
memory) at the system level for improving the output quality and the yield as well as the power
consumption (by allowing lower voltages) of the memory. For this purpose a system level fault-
simulator is developed, a performance metric and various input data distributions are analyzed.
Furthermore, an algorithm that finds the best data representation in terms of the chosen
performance metric is developed. The algorithm impact is assessed using a wireless communication
system.

The rest of the report is organized as follows. The next chapter (Chapter 2) introduces an
overview of the state of the art techniques that are designed to solve the above issues .Chapter 3
describes the system model of our solution and gives a general overview of the input data,
performance metrics and the data representation in the memory. The following chapter (Chapter 4)
discusses some simple, straight forward solutions. The quality of the solutions is assessed by
comparison with results from Monte Carlo simulations. The next chapter (Chapter 5) presents our
solution to the problem. A new algorithm is discussed. In chapter 6 the results of the new algorithm
are presented and compared with the simple solutions of chapter 4. The impact of the algorithm on
the output quality of a wireless communication system is shown. Moreover, the improvement of the
memory yield and the power consumption is discussed.



Chapter 2
State of the art

Today there exist a lot of different techniques on different levels of the design hierarchy that
address memory failures. Most of such techniques are based on the addition of redundant hardware
or the design with safety margins achieved by transistor up-scaling. While such techniques provide
sufficient robustness, they unfortunately come at a cost of increased area and power overhead.

2.1 Circuit Level

An important circuit level solution is scaling of the transistor size since failure probability and
array yield strongly depend on the transistor size of a memory bit cell as well as the relatives ratios
between them [43], [44]. The length and the width of different transistors in a SRAM cell affect the
cell failure probability by modifying the nominal values of access time, the trip point of the inverter,
read voltage, write time and minimum retention voltage as we discussed briefly in Section 1.

Some other circuit level solutions have to do with supply voltage (VDD) scaling. Designers limit
or even up-scale the lower voltage in order to ensure stronger noise margins and more reliable
operation. Another technique used after fabrication to compensate mainly the inter process
variations is Adaptive Body Bias [28]. Specifically, each die is set to its own biasing voltage to reach
the best frequency. This solution does not work for intradie variations, because a lot of different
voltages are needed. It can work only if the die is divided into regions and if each region has a
different body biasing.

2.2 Redundant Rows and Columns

Adding extra rows/columns is used to address the persistent manufacturing faults and
consequently to improve the yield of SRAM arrays [41]. Specifically, a small number of redundant
columns of SRAM cells is added to the array during the design stage. During the testing stage that
takes place after the manufacturing, the defective cells are identified and the array is reconfigured to
access one of the redundant columns instead of the column which contains the defective cell.

2.3 Bit Cells

Another approach is increasing the number of transistors in a cell. The 8T and 10T SRAM cells
isolate the read and the write operations from each other, so it is much easier to optimize each of
them separately under low voltage [45]-[50]. The area overhead of such bit-cells amounts to more
than 30% and is a good price for the gained robustness, but these cells still suffer from pseudo-read
errors because two or more of the words in a row share one word line.

Some of the SRAM cells have a build-in feedback mechanism that achieves process variation
tolerance under a very low supply voltage. The design is based on the idea of Schmitt Trigger
differential sensing. Overcoming the disadvantage of the read and write operations that the normal
6T cells have, Schmitt Trigger operation ensures a better read and write stability [48], [49].



2.4 High Level Solutions

A high level solution to the variations is modifying the memory architecture. For instance, a
popular technique that is followed in cache memories in modern processors is designing a dynamical
cache that resizes itself [51]. The resize happens when the cache finds not-working cells and maps
them to working spare cells. Another way is a mechanism that deletes all the caches lines that are
considered faulty. Cache line fault detection is implemented using an availability bit for each line
[52], [53]. A cache line can be deleted only if the availability bit is turned off. A different way to locate
the failures is using on-chip reliability sensors.

Cell-flipping technique is another high level technique to address the variation inside memory
cells [16]. It relies on a memory structure that flips the cell state taking advantage of the unbalanced
signal probability. The aim of this technique is the reduction of the Negative Bias Temperature
Instability, allowing the PMOS operation to have periods of relaxation in between the continuing
stress. Therefore the threshold voltage increase recovers dynamically.

Two other techniques that enable cache lines to operate at low voltages despite very high
memory cell failure rates are the Word-disable scheme and the Bit-fix scheme [42]. The schemes
identify and disable different sizes of the cache, individual words or pairs of bits. In the Word-disable
scheme, if a 32-bits word contains defective bits, it is disabled. If a word is disabled, the other words
are combined to form a line that has only non-failing words. Experimental results show that this
scheme permits a 32kB cache to operate at 490mV. The Bit-fix scheme stores the location of the
erratic bits and the correct value of the same bits. It allows a 2MB cache to operate at 475mV. During
high voltage operation both schemes use 100% of the cache. At low voltages they sacrifice 50% and
25% cache capacity respectively.

2.5 Error Correcting Codes (ECC)

Instead of improving the structure of the cell of a circuit, a designer can build Error Correcting
Codes (ECC) into the array. ECC is being added to data storages. It detects the errors at the data and
when necessary corrects them. It is different from parity bits that only detect errors. When a word is
sent to the memory to be stored, ECC calculates a code that corresponds to the bit sequence which is
also stored along with the word. When a data word needs to be read the code is calculated again by
the original algorithm and if the code stored in the memory and the one just calculated match, the
data is free of errors and can be read. If not, then the word is corrected based on the comparison of
the codes.

To correct the word that is going to be read from the storage, a simple ECC solution is to repeat
each bit n times in order to create a group for each original bit and then consider as the correct bit
the majority of the read bits in each group. For example with n = 4 the word 110 will be extended to
111111110000. This technique works for a minimum of n = 3. If the number of errors is smaller than
n/2 in each group, then the word will be recuperated in every case. However, this approach is not
practical, because when n increases, the overhead also increases.

2.5.1 Hamming Code and Extended Hamming Code

The Hamming code permits correcting single bit errors, by adding control bits to the
information. However, a single error correction is not enough for many applications. Some other kind
of ECC, called Double-bit Error Detection (SEC-DED) or extended Hamming correction codes can
correct more errors but they also need to add to the control bits additional parity bits compared to
the Hamming code.



2.5.2 Low-Density Parity-Check Codes (LDPC)

Low-Density Parity-Check Codes (LDPC) are encodings that use parity bits. The main idea is that
each parity bit checks a number of bits and each bit is checked by a number of parity bits. One of the
advantages of LDPC is that every code word has the same hamming distance from all the others.
LDPC have two decoding algorithms: the first one check each digit and compares it with its parity
check operators. Depending on what the majority of them indicate, the bit is flipped or not. The
digits are checked repetitively until all bits settle to a fixed state. The second algorithm is similar to
the first one but more accurate. Instead of deciding based on what the majority of the parity bits
indicate about a bit, it computes the probability that a certain bit is one, taking into account all the
other bits. It cycles through the bits until the bits are in a static state. These algorithms are not
deterministic, since they depend on the order that the bits are checked.

2.5.3 Convolutional Codes

Convolutional codes process blocks not as an independent entity. They take into consideration
the result of the previous bits. The initial state has a key that is known from both encoder and
decoder. Each input bit is processed in multiple ways and has different output results. Therefore
each output bit represents the results of different input bits. Convolutional codes can be
implemented by different algorithms but they all depend on two variables: how many bits each state
has and how many bits are produced per input bit. The main categories are the systematic and the
recursive algorithms. The systematic code has an output that only depends on the input. The
recursive code uses a prior output as part of the new input. The convolutional codes are fast and
efficient. Their main disadvantage is that their accuracy depends on the input.

2.5.4 ECC Use for Improving Memory Reliability

The different ECC groups are exploited in order to create robust memories, i.e. some
techniques utilize the SEC-DED [54] or the LDPC codes [55]. One of the approaches uses a two
dimensional ECC that corrects multi-bit errors [56]. Specifically, this scheme is appropriate when
contiguous bits in multiple rows and columns fail concurrently. The location of the defective bits
defines the success of this scheme. If the defective bits are randomly distributed in each cache line,
which happens as a result of random dopant fluctuations, this technique fails.

Another technique, called multi-bit segmented ECC (MS-ECC), addresses both persistent and
non-persistent failures by using Orthogonal Latin Square Codes at the cost of more check bits [38],
[57]. MS-ECC is an adaptive mechanism that enables different parts of the memory to be used for
error correction. To increase the reliability during low-voltage operation, some associative ways in
each cache set are used to store the ECC check bits for the remaining ways. The operating system can
chose the number of associative ways used for storing ECC depending on the desired reliability level.
Increasing the number of ways increases the reliability, but the cache capacity becomes smaller. This
technique can correct 1-4 errors for each 64-bit segment.

2.6 Design Implications of Existing Methods

Using all these state of the art approaches for handling errors in the nanometer regime makes it
possible to meet the design constraints, but these solutions come with disadvantages. The redundant
hardware (i.e. redundant rows/columns in memory) increases the die area and limits performance.



But the most important aspect is that these techniques lead to significant power consumption
overhead, which is another main design challenge in nanometer nodes. For example 8T and 10T cells,
and also ECC can increase the power by more than 50% [39], [40], [42], [54], [58]. Techniques that
achieve the reduction of power consumption are: multiple voltage and frequency islands [37] and
supply voltage scaling [59]. Unfortunately, the best technique that is voltage scaling leads to more
variations. In general, process variation resilience and reduction of power consumption have
contradictory requirements so finding the best tradeoff is becoming very difficult and new methods
with lower overhead are required.



Chapter 3
Proposed Approach

Memories are very important, because every digital system integrates at least one or even
several different kinds of memory components. The minimum supply voltage for a processor as a
whole is typically determined by the failures in the memory cells [42]. While researchers have
explored different memory resilience techniques, the resilience of the data representation on a
system level has not been explored. It might be possible that different data representations are more
reliable under hardware defects given an input distribution. To this end, our goal is to find the data
representation that minimizes non-persistent errors in the memory. More specifically, to reach our
goal we design a system-level fault simulator. The performance is evaluated based on the Mean
Squared Error of the data written and read from the memory. For small bit sizes it is possible to
perform an exhaustive search to find the best data representation. Interestingly, results showed that
there are a lot of representations that have a better Mean Squared Error than the representations
that are used nowadays to store the data in the memory. Furthermore, we develop an algorithm that
performs the task of finding the best representation. By analyzing the algorithm using various input
data distributions, we find out that the algorithm can find one of the best representations using
significantly less computational effort compared to an exhaustive search of the solution space.

3.1 System Level Fault-Simulation Methodology

We develop a system level fault-simulation approach that is depicted in Figure 2. It consists of
four stages: symbols and input distribution, memory model, metrics, and conventional mappings.
The next sections explain analytically the stages.

Figure 2: System level fault-simulation approach



3.2 Symbols and Input Data Distribution

The number of different symbols that will be written and read from the faulty memory depends
on how many bits are used to represent a data word. Let B be the total number of bits that are used
to represent the data, then there will be N = 28 — 1 different symbols that range from the signed
integer values —|N /2| to |[N/2]. For instance, if each symbol is represented with 3 bits, there will
be N =23 —1 = 7 symbols from —|N/2| = —3 to [N/2] = 3. Using B bits, there are N = 2B
possible different symbols that range from —|N/2| — 1to [N /2], but for symmetry reasons we use
one symbol less. We do not use the symbol with the larger absolute value. Hence there are an equal
number of negative and positive symbols. We showed that when B = 3 and N = 7 our symbols are
{-3,-2,—-1,0,1, 2,3}, three of them are positive and three of them are negative. But all possible
symbols are {—4} U{-3,-2,-1,0,1, 2, 3}.

So far, we assumed that the symbols stored in the memory represent only integers. The
symbols that represent fractional numbers are converted into integers by being multiplied by the
appropriate power of two before being stored into the memory. The inverse procedure is applied
upon reading the symbols. B still remains the total number of bits, but now is the sum of the number
of bits used for the decimal part (Bj,.) , and the number of bits used for the fractional part (Bf) ,
B = Bjy; * By.

The distribution of the symbol types stored in the memory depends on the system that the
memory will be included in. We utilize Gaussian distributions with different values for its parameters
in order to emulate four other different input distributions: Uniform, sum of Gaussians, Rayleigh and
Laplace as shown in Figure 3. The reason for choosing five different distributions is to be able to
model different kinds of input data accurately. We chose these specific five distributions, because
they are commonly encountered in practice and used in different areas i.e. statistics, multimedia and
digital signal processing. For instance it is common that the data that is saved in the memory of a
decoder, which is used in wireless communication channels (i.e. Viterbi decoder), follows a sum of
Gaussians distribution. The Laplacian distribution is for example used in speech recognition to model
priors on Discrete Fourier Transform coefficients. The Gaussian distribution is one of the well-known
probability distributions in statistics and is encountered very often in practice and also in other
sciences such as natural and social sciences. The central limit theorem uses the Gaussian distribution
to model many practical problems. Emulating five different common distributions and changing their
parameters, allows fitting other unknown data distributions to one of the five aforementioned
distributions with a small approximation error.
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3.3 Memory Model

Memory system models can be described on various levels of abstraction, starting from the
very low transistor level, up to higher level descriptions, such as application programming interfaces.
The selection of the memory system model is based on the main goal that will be explored. Our goal
is to evaluate the impact of errors at the system level by exploring various input distributions. Since
circuit level simulations are very costly in terms of time and processing power, we model the circuit
failures as bit flips and the memory as a non-binary symmetric channel.

A binary symmetric channel (BSC), as shown in Figure 4, includes a transmitter which sends two
different types of symbols (zero or one) and a receiver that receives the symbols through a
communication channel. During transmission a symbol is “flipped’ with a crossover probability of p. A
non-binary symmetric channel is a BSC which is capable of transmitting more than 2 different types
of symbols.

We model the faulty memory as a non-binary symmetric channel. The communication channel
is the faulty memory. The transmitted symbol is the symbol that is going to be written in the memory
and the received symbol is the symbol that is going to be read from the same memory cell that the
previous symbol was written to.
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Figure 4: Binary symmetric channel (BSC)

Our goal is to minimize the mean difference between the value of the symbol written into the
memory and the value of the symbol that is read back from the memory. We add 2 new stages to the
memory model, one before and one after the memory as it is shown in Figure 5.

Figure 5: System model of memory with mapping and de-mapping stages

The first stage @, which is the mapping, maps the input symbol s; according to a look up table
to another symbol Q(s;) that is then stored in the memory. The second new stage Q 1, which is the
de-mapping , de-maps the symbol Q(s;) that is read from the memory to s; using the inverse look
up table. A mapping is an ordered sequence of all the different types of symbols, each appearing only
once. For instance for B = 3 the mapping {—1,—2,0,3,—3,2, 1} corresponds to the look up table
shown in Table 1.

The number of possible mappings M depends exponentially on the number of symbols N:
M=N!

The number of symbols depends on the number of bits B (cf. Section 2.2), therefore the number of
mappings depends on the number of bits:

M = (28 —1)!

11



Table 1: Look up table for example mapping {—1,—-2,0,3,-3,2,1}

The middle stage of the system in Figure 5 is the faulty memory which is modeled as a simple
array. The memory size depends on the number of symbols that will be stored and on the number of
bits used to represent each symbol. The injected errors are bit flips which are spread uniformly
throughout the whole memory. The number of errors is defined by multiplying the size of the
memory by the probability of a bit flip error P,. The model is highly configurable and the
aforementioned characteristics are parameterizable.

3.4 Metric: Mean Squared Error

Various metrics can be used to assess the memory performance depending on the memory
model and on the design goal. The most relevant metrics to evaluate the impact of errors in high
level memory models are the mean squared error (MSE) and the signal to noise ratio (SNR). We
evaluate our performance in terms of MSE, since the MSE is always a basic component of the SNR.
The MSE of an estimator quantifies the error between values implied by an estimator and the true
values of the quantity being estimated. The MSE measures the average of the squares of the errors.
In our case, the estimator is the symbol Sj that is read from the memory, and the true value is the
symbol s; written to the memor. The missing information for the estimator is the amount and the
position of the errors in the memory.

To compute the MSE we start with the error cost C or the square error, which is computed for
two symbols s; and s;.
c (Si,Sj) = |Si —Sjlz
The next step is to find out the crossover probability of s;to be transformed to s;.
Transformation of s; to s; corresponds to transformation of Q(s;) to Q(s;) in our memory model.
Each bit has a probability of P, to be flipped, consequently each bit has 1-P, probability to not
change. The number of bits that are flipped is equal to the hamming distance h(Q(s;),Q(s;))
between Q(s;) and Q(s;). The Hamming distance between two vectors of equal length is the number
of positions at which the corresponding vector elements differ. In other words, it equals the number
of errors that transform one vector into the other. In our case, the vectors are the binary
representation of Q(s;) and Q(s;). The total number of bits is B, hence the probability of
Q(s;) being transformed into Q(s;) is:

P(s; = s;) = P(Q(s) = Q(s))) = Peh(Q(Si)'Q(Sj)) x(1— Pe)B_h(Q(Si)rQ(Sj))
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The product of the probability P(s; = s;) and the cost C (s;, s;) gives the square error for s;
being transformed to s;. Summing up the products for every s;, we get the mean squared error for s;
being transformed to all the possible symbols. The MSE of one mapping is calculated from the
probability of each symbol P(s;) which depends on the input data distribution described in Section
3.2. Multiplying P(s;) by the previous sum and summing it again for all the possible symbols gives
the MSE for one mapping m:

MSEm = ZP(Si)ZP(Si 4 S]) C(Si,Sj)
{ J
m=1,2,..,.M

3.5 Conventional Mappings

Four well-known data mappings are: ones’ complement, two’s complement, sign magnitude
and gray code. The most popular one and the one that is usually used to store the data in the
memory in almost all of today’s digital systems is the two’s complement format. Hence, to evaluate
our results we will be comparing the MSE of every mapping to the MSE of the two’s complement

mapping.
3.5.1 Ones’ and Two’s Complement

Calculating the ones’ complement of a binary number is done by inverting each bit that is one
to zero and each bit that is zero to one. The two’s complement is computed by computing first the
ones’ complement and then adding one using the binary representation. Another very easy way is to
start from the last significant bit and keep the bits the same till the first one appears. Leave the one
untouched and swap all the next bits till the most significant one.

The two’s complement data representation is the most common of storing signed integers into
memory devices. In this arithmetic the positive numbers do not change. For the negative numbers,
the two’s complement of their absolute value is stored into the memory. An B-bit two's-
complement system can represent every integer in the range —2°%" to 2°"—1 while ones’
complement can only represent integers in the range —(2°"—1) to 2°'—1.

3.5.2 Sign Magnitude

The sign magnitude representation is so well-known because it is close to the natural way of
showing that a number is negative or positive which is putting the sign in the beginning of the
number. In this system the first bit of the binary representation is used to represent the sign and the
other ones to represent the amplitude or the absolute value. One of the disadvantages is that the
zero is represented in two different ways 000000 (0) and 100000 (-0).

3.5.3 Gray Mapping

Gray code is a numeric format where the successive binary representation of the numbers
differs in only one bit. The gray code for n-bits can be generated recursively from n — 1 bits. First
writing down the n — 1 bits binary representation list, then reflecting the list and concatenating the
first list with the second one and in the end putting as prefixes to the entries in the first list a zero
and in the second one a one. For example, Table 2 shows generation of the n = 3 list from the
n = 2 list.

13



Reflected: 10, 11, 01, 00

I ) [ LS OB 000, 001, 011, 010,

Prefix new entries with 1: 110, 111, 101, 100

Concatenated: 000, 001, 011, 010, 110,111,101, 100

Table 2: Generating 3-bit Gray code from 2-bit

The grey mapping can be applied just for positive numbers. In our case we have also negative
numbers. Therefore, we shift the symbols in order that the smallest negative symbol corresponds to
zero. Hence, all the numbers will be positive and afterwards the gray encoding can be applied.
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Chapter 4
Exploration of Mappings

In this section we describe the methods for exploring the solution space and finding the
mappings that can reduce the MSE under various hardware defects compared to the two's
complement mapping. To verify our results we run 1000 Monte Carlo (MC) trials for each mapping,
on a memory that contains 10000 random symbols, which are sampled from the same assumed input
data distribution. The evaluation of the mappings using a MC based simulation flow is depicted in
Figure 6. Initially some mappings are randomly selected or all of them are selected in case that it is
computationally feasible. Afterwards, based on the input data distribution 10000 symbols are
generated and stored in the memory according to the specific mapping. Then depending on the bit
flip error probability P, (explained in Section 3.4), an array instance which contains uniformly
distributed fault locations throughout the whole memory is created. Furthermore, the MSE is
evaluated for all the selected mappings. The last stage compares the MSE of each selected mapping
with the MSE of the two’s complement and returns the mappings with a better MSE than the two’s
complement.

Randomly select mappings/All mappings

Generate data based on the input data distribution

Create an array instance with random fault locations
depending on P,

Evaluate MSE for all the selected mappings

Compare two’s complement MSE with all the others

Figure 6: Evaluation of mappings using a Monte Carlo simulation flow

4.1 Exhaustive Search

The most straight forward method is to explore the complete solution space exhaustively. We
run an exhaustive search for B = 2 and B = 3 bits, evaluating the MSE as shown in Section 2.4. The
results show that there are a lot of other mappings with smaller MSE than the two’s complement,
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sign magnitude and gray code. For instance, in the case of B = 3 bits with input data generated by a
Gaussian distribution with a variance of one, zero mean and P, = 0.1, we evaluate all the 5040
possible mappings. As can be seen in Figure 7, there are more than 1000 mappings that perform
better than the two’s complement representation. Specifically, we find that a mapping that assigns
{-3,-2,-1,0,1,2,3} to the two’s complement representation of {—1,—3,-3,1,0,2,—2}
provides 45.3 % less MSE compared to the two’s complement. Interestingly, sign mapping and gray
encoding give 33.7% and 27.4% less MSE accordingly. In general, the mappings that are better than
the two’s complement achieve on average 20% less MSE, while the best of them achieve 50% less
MSE.
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Figure 7: The mappings with a lower MSE than the two’s complement (3 bits, Gaussian
distribution, variance 1, mean 0)

To verify our results we run MC trials on a 30 kb memory as shown in Figure 8. In general the
results of the exhaustive search and MC simulations are very close for various bit flip probabilities
and number of bits. Table 3 presents the difference between the two methods for nine random
mappings and the two’s complement mapping for the instance of a Gaussian distribution with B = 3,
variance one, mean zero and P, = 0.1. The average deviation of the two methods for the specific
example is 0.03976. For the same example and the same mappings shown in Table 3, Figure 8 depicts
a comparison of the MSE in dB between the analytical method and MC trials results. We can
graphically see that the two methods converge to similar results.

Table 3: Comparison between the MSE calculated by the exhaustive search and the MC trials
simulations
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Figure 8: Comparison between the MSE in dB calculated by Analytical method and MC trials
simulations

Unfortunately as the number of bits increases, the number of possible mappings increases
exponentially, as can be seen in Figure 9. After B = 7 bits, the number of mappings in dB exceeds a
level of 10213, Therefore the exhaustive search of the results space is computationally impossible for
a large number of bits. Since checking all the mappings is not feasible, the question that arises is if
checking only some of the mappings makes it still possible to find better representations than the
two’s complement.
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Figure 9: The number of mappings M as a function of the number of bits B
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4.2 Random Mappings — Analytical Method

Since we have to choose some of the mappings to compare with the two’s complement
representation, the simplest way is random selection and evaluation of the results using an analytical
method as introduced in Section 3. For a small number of bits until B = 4, the random selection of
mappings results in finding some mappings that are better than the two’s complement. For a larger
number of bits, unfortunately choosing randomly representations does not find any mappings that
have a smaller MSE than the two’s complement. Therefore a better algorithm for choosing the
mappings is needed. The proposed algorithm is explained in the next chapter.

18



Chapter 5
Algorithm for Choosing the
Mappings

The analytical method that tries 5000 random mappings can find a few better mappings than
the two’s complement until B = 4 bits. For a larger number of bits this is not possible, because the
ratio between the mappings with a lower MSE than that of the two’s complement and all the
possible mappings decreases significantly. Hence, we devise an algorithm that chooses the mappings
in a systematic fashion and finds best mappings faster with a limited number of checked mappings.

5.1 Main Idea

The motivation for our algorithm stems from our observations during the exhaustive search
simulations. Specifically, we observe that if we divide the best mappings into groups based on their
first symbol, all the groups have a similar amount of mappings. For instance, in case of B = 3 bits
there are 7 different symbols that can be written and read from the memory {—3,-2,-1,0,1, 2, 3}.
Therefore there will be 7 different groups and each group will include all the mappings that start with

a specific symbol, ie. the group of -3 will contain mappings such as
{-3,2,1,0,-2,3,-1},{-3,0,1,2,3,-2, -1}, {-3, ..., ..., es) es, ou, ... }, the group of O will contain
mappings such as {0, ..., ..., ..., .., ..., ... }, €tc. Figure 10 shows for the example of a Gaussian

distribution with B = 3, variance one, mean zero and P, = 0.1 that the number of different
mappings in each group is similar. Therefore, if we make sure that the algorithm produces mappings
that have as a first symbol all the possible different symbols, i.e. that the algorithm produces the
same number of mappings for each group, we increase the probability of finding one or more good
mappings, without having to exhaustively explore any of the groups.

200

1501

symbol si
=
o

[$)]
o

Frequency of the
best mappings that start with

3 2 4 0 1 2 3
Symbol types

Figure 10: Best mappings groups based on their first symbol



5.2 Number of Generated Mappings

The algorithm generates a different number of mappings depending on the number of
symbols N, hence depending on the number of bits B used to store the data in the memory. The
total number of generated mappings M_a is the sum of the mappings in each of the groups that start
with one different symbol as explained in Section 5.1. The number of mappings in each group
is N — 1, therefore the total number of mappings is:

Ma=Nx*(N-1)

For example for the B =3bit representation the number of mappings is:
B=3=>N=7=>Ma=7%6=42

5.3 Generation of Mappings

Figure 11 shows an example of generating mappings for B = 3. In general, the mappings are
generated each time by changing the place of the last symbol with all the other symbols of the
mapping. The replacement of the symbols starts from the second last symbol and ends with the first
symbol. When the first symbol is reached, the algorithm restarts from the symbol before the last.
After every replacement, the new vector is used as initial vector for the next replacement. After
M _a changes the algorithm stops because the next change returns the vector to the initial mapping
(two’s complement).

This method of symbol exchange allows for an equal number of generated mappings in each
group. For instance, in the case of the B = 3 bit representation, all the possible symbols are -3,
-2,-1,0, 1, 2, 3, with each symbol generating 6 mappings that start with that symbol.
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Figure 11: Visual explanation of how the algorithm generates the mappings

5.4 Pseudo-code

The algorithm pseudo-code is presented in Algorithm 1. Mappings is the array that stores all
the possible mappings. The first entry of Mappings is initialized with the two’s complement mapping
as it is shown in Line 1. Line 2 initializes a counter to initially hold the second last symbol of the last
generated mapping. In Line 3 the total number of mappings is defined and the mappings are counted
until the algorithm generates the determined number of mappings. Since the first mapping is by
default the two’s complement one, the counting starts from the second mapping. Line 4 through 6
reset the counter that holds the symbol which is going to be exchanged if it has reached the first
symbol of the mapping. In Line 7 through 9 the symbols are exchanged to form the next mapping.
Line 10 updates the place of the symbol that is going to be exchanged with the last symbol, to form
the new next mapping.
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1- Mappings(1,:) = two_complement;

2- j=N-1;

3- Fori=2:1: M_a

4- if(j==0)

5- j=N-1;

6- end;

7- Mappings (i,:) = Mappings (i-1,:);

8- Mappings (i, N-1) = Mappings (i-1,j);
9- Mappings (i,j) = Mappings (i-1, N-1);
10- J=i-1;

11- end;

Algorithm 1: Mapping generation algorithm

5.5 Results: The Selected Mappings

For each selected mapping the algorithm calculates the mean squared error as explained in
Section 2.4. The algorithm returns the mappings with a smaller mean squared error than the two’s
complement mapping. The algorithm results will be presented and compared in the next chapter.
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Chapter 6

Results Comparison between
the Algorithm, Analytical
Method and MC Simulations

In the next sections we will be comparing the results of the algorithm with the results of the
analytical method and MC simulations regarding their quality (MSE) and their computational
complexity (algorithm runtime).

6.1 Reference Distribution

To explain the results, the Gaussian (or normal) distribution and its different parameters will be
used as a reference. The Gaussian distribution is a continuous probability distribution known as the
Gaussian function. Informally it is called the bell curve because it has a bell-shaped probability
density function f:

1
oV2m

The parameter u is the mean or expectation and o? is the variance. o is known as the standard
deviation.
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The normal distribution is one of the well-known probability distributions in statistics and is
encountered very often in practice and also in other sciences such as natural and social sciences. The
most important reasons for this are: The central limit theorem states that given certain conditions,
the mean of a sufficient large number of variables from the same distribution with a finite mean and
variance, will each be approximately normally distributed. Moreover, the normal distribution can be
easily processed analytically, that means that a large number of results involving this distribution can
be derived in explicit form.

We use different variances during the presentation of our results. Table 4 defines for every
number of bits the exact value of small (0.30), medium (30) and big variance (270). All the following
examples are illustrated utilizing one setup that uses a Gaussian distribution with zero mean.
Changing the variance of the Gaussian distribution makes it possible to emulate also different other
distributions as explained in Section 3.2. For example, since the number of bits that can be used to
represent the data is not infinite, a Gaussian distribution with a very large variance tends to the
uniform distribution as shown in Figure 12. Figure 12 also depicts a Gaussian distribution with a very
small variance which tends to the Dirac delta distribution.
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Table 4: Gaussian variances used for different bit length

Very small variance = 0.05

24

10000———mF——————————————— 800
700}
8000 600l
> > L
9 go00 % 500
“g’_ S 400
D 4000 D 400l
L L
200}
2000
100}
0 wwwwwwwwwwww

7-6-5-4-3-2-1 01234567
Symbol types

-7-6-5-4-3-2-1 01234567
Symbol types

a) b)

Figure 12: Gaussian distributions for B = 4 and mean zero (a) variance 0.05 (b) variance 200

We choose as number of bits B = 3, because for three bits we can explore the whole solution
space using the MC trial simulations and the exhaustive search. Therefore it is possible to fully
evaluate the algorithm performance in comparison with the two aforementioned methods and the
analytical method. The number of performed MC simulations is 1000 on a 30kb memory. We assume
that 10% of the bit cells have errors, that means specifically on average 3kb of the memory contains
erroneous information. We choose 10% of the memory to contain wrong data, because we want to
evaluate our algorithm in the worst case scenario [58]. In this scenario 10% of the memory suffers
from failures induced by process variations or voltage scaling as discussed in Chapter 1. In our case,
since we assume that all the cell failures are independent and the errors are uniformly distributed
throughout the whole memory, the bit cell probability error P, (cf. Section 3.4) is the same as the
percentage of the memory that is erroneous.

6.2 Algorithm Runtime

As the number of bits B increases, the number of all possible mappings M grows exponentially.
Our algorithm, as described in Chapter 5, checks a specific number of mappings M_a that grows
polynomially. Figure 13 depicts both M and M_a from B = 2 to B = 6 by using a logarithmic scale
for the number of mappings. As it can be seen, there is a very large difference between the number
of checked mappings and all possible mappings. Hence, investigating only such a small number of




mappings makes the algorithm very fast compared to the exhaustive search. Table 5 presents more
detailed numbers comparing all possible mappings and the number of checked mappings depending
on the number of bits used to represent the data for B = 2 through B = 7.
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Figure 13 : Comparison of the number of all possible mappings and the number of the
mappings that the algorithm checks

Table 5: Number of mappings generated by the exhaustive search and the algorithm

Our algorithm finds one of the mappings with smaller MSE than the two’s complement in a very
short time compared to not only the exhaustive search, but also compared to the analytical method
which selects randomly mappings. Figure 14 compares results from the MC simulations, analytical
method and the algorithm for medium (30) variance. The bars in the figure show percentages. The
first bar shows how many mappings are checked from all the possible mappings. The second bar
shows how many mappings are better than the two’s complement of all the checked mappings. As
can be seen in the figure, the algorithm checks a very small percentage of the mappings and around
half of them are better than the two’s complement. Specifically, our algorithm and the analytical
method check 0.8% of all the possible mappings compared to the MC simulations that check 100% of
the mappings. The algorithm finds that 48% of the checked mappings are better than the two’s
complement while the analytical method finds that approximately 35% of the investigated
representations have a smaller MSE than the two’s complement. MC simulations show that 28% of
all the mappings are better than the two’s complement.
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6.3 Dependence on the Distribution Parameters

The number of the mappings better than the two’s complement that the algorithm finds,
depends on the input data distribution. In case of a Gaussian distribution, the algorithm finds four
times more mappings in case of a small variance compared to the case of a nine times larger variance
as shown in Figure 15. This can be attributed to the fact that when the variance increases, the
Gaussian distribution tends to approach the uniform distribution. For a uniform distribution, all
possible values of the input data tend to appear with the same frequency in the memory. Therefore
is not possible to find mappings which exploit the different frequencies of the symbols in the input
data.
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Figure 15: Number of mappings better than two’s complement depending on input
distribution parameters



In case that the data distribution tends to the uniform distribution, which happens for a
variance greater than 9 (270) for B = 3, even if the algorithm cannot find a lot of mappings
compared to how many it finds for the other distributions, it can find a few that have a good gain in
dB, as depicted in Figure 16. The gain in dB is the absolute difference between the MSE of the best
mapping and the two’s complement mapping. Specifically, Figure 16 shows that in the case of a
Gaussian distribution with a variance of one (0.30), the algorithm achieves a gain of 1.634 dB and for
the same distribution with a variance of nine (270), it attains a gain of 1.3578 dB.
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Figure 16: MSE of the best mapping depending on input distribution parameters

6.4 MSE Efficiency

The main goal of the algorithm is not to find as many mappings as possible better than the
two’s complement, but to find the one that has the largest reduction in terms of MSE compared to
the two’s complement representation. Figure 17 shows the relative gain in terms of MSE for the 20
best mappings ordered with increasing MSE. The computation is done with reference to the two’s
complement representation for the same setup described in Section 6.1 and 3¢ variance. We note
that 10 of the mappings provide more than 10% less MSE than the two’s complement, 3 of the
mappings more than 15%, 2 of the mappings more than 20% and the best mapping reduces the MSE
by more than 30%. Specifically, if we choose the best mapping the MSE is decreased by 31.3 %.

A comparison between the algorithm results, the exhaustive search method and MC trial
simulation for the same setup and parameters, shows that the algorithm finds a mapping with
slightly less gain in terms of dB and percentage than the two other methods as shown in Figure 18.
The gain in dB is the difference between the MSE of the two’s complement mapping and the best
mapping. The gain in percentage is the relative difference of the gain in dB. The exact values of both
gains for the three methods are shown in Table 6. To summarize the results, the last row of Table 6
shows for each method the percentage of all the possible mappings that is checked. Interestingly, the
algorithm finds a very good representation, while only checking a small percentage of all the
mappings. For the specific case of B = 3, since the number of bits is very small, the exhaustive
search is possible and the tradeoff that the algorithm performs between the performance in terms of
MSE gain and the computational time may not be that obvious. For larger number of bits the tradeoff
becomes significantly more apparent. For the instance of B = 5 and a variance of 3.61 using the
previous setup, the gain in percentage is 10%, checking only a small fraction 1.1310 10722 % of all
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the possible mappings. For the instance of B = 7 and a variance of 441, the gain in percentage is X%,
checking only 5.331 x 107210 94 of all the possible mappings. Table 7 shows a comparison of the
speedup and the gain of MSE in percentage for the initial setup between the algorithm and the
analytical method for different number of bits. For the case of 5 and 7 bits 0% means that the
analytical method cannot find any mapping better than the two’s complement. We note that the
algorithm is 100 times faster than choosing random mappings, and as the number of bits increases
the results of the algorithm have also a better quality than the analytical method. Note that the
number of mappings that the analytical method checks is arbitrarily chosen as 100 times more than
the number of mappings checked by the algorithm.
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Figure 17: Gain of MSE in percentage for the mappings better than the two’s complement

70
B Gain in dB

60 [ ]Gain in percentage

501

40}

307

Gain in dB, Gain in %

ol [ | —

1 2 3
MC trials Exhaustive search Algorithm

Figure 18: Gain of MSE in dB and percentage of the best mapping compared to the two’s
complement mapping



Table 6: Gain of MISE in dB and percentage for the three methods

Table 7: Speedup and gain of MSE in percentage

6.5 Impact on Quality

In order to realize the significance of our approach, let us consider briefly a wireless system
scenario and evaluate the potential impact on the quality of such a case study. A wireless system in a
high level description includes different blocks as shown in Figure 19. The first block is the
transmitter which transmits the signal over a channel. The receiver receives the distorted signal
which includes the original signal and noise. A decoder is used to decode the received distorted
signal in order to reconstruct the original signal. The information needed to decode the data is called
Likelihood ratio (LLR), which is received and then stored in the memory. The distribution of the LLR
input data usually follows a sum of Gaussians distribution and thus by modeling such data through a
sum of Gaussians distribution we can evaluate the potential impact of our approach in such an
application [60].

Figure 19: Wireless communication system

For instance, we could replace the memory system showed in Figure 11 with our memory
model (cf. Section 3.3) and assess the Signal to Noise Ratio (SNR) in dB of the signal for the two’s
complement mapping and for mappings that our algorithm chooses. In this case the SNR is calculated
as follows:

SNR = 10 = log(Input?/(Input — Output)?)

The input is the LLR data before being stored in the memory and the Output is the LLR data after
being read from the memory.
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For our case study we encode the LLR data as a sum of Gaussians distribution using three bits
and we assume 10% random bit-flip errors in the memory of size 30 kb. Interestingly the results show
that there is a significant improvement in terms of percentage gain of SNR, as shown in Figure 20.
There are eight mappings that increase the SNR more than 20% compared to the SNR when the two’s
complement is used. Five mappings improve the SNR by more than 40%, two mappings by more than
60% and the best mapping by more than 80%. Therefore it is evident that our approach could
improve the quality of the processed LLR data and potentially the decoding capability of the overall
system.
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Figure 20: SNR gain in percentage

6.6 Power and Yield Improvement

Our algorithm achieves a better quality (quantified above in terms of MSE and SNR), which
means that the output has a more satisfactory quality even if the memory has up to 10% errors.
Since all the memory chips that contain up to 10% faulty cells or equivalently have a cell failure
probability of P, = 0.1 can now be used (cf. Section 6.1), the yield is significantly increased. For a
model with a reliability of 100%, i.e. where dies are accepted only if they are error free, the yield for
a memory array that contains K cells is:

Y =(1-P)¥

In our case we accept memory chips that contain up to a specific number of errors F, hence the yield
is redefined [37]:

v =y ()x@ra-ry

=0

The yield can be rewritten as:

e =a-rr+y (7)x@)a-R
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If the first part of the expression is replaced with the yield Y then Y (F) corresponds to:

o =v+y (T)x@ra-p

The above equation shows the yield improvement that can be achieved by not discarding chips with
a number of defective cells smaller than F.

The improvement in quality achieved by the algorithm translates also into improvement of the
yield of the memories, which is important since memories play a very significant role for the
scalability of the supply voltage, for example failures in cache memory cells can determine the
minimum supply voltage for a processor as a whole [32]. Although voltage scaling makes memories
prone to errors as discussed in Chapter 1, using the proposed error resilient data representation for a
given application enables aggressive voltage scaling, since more errors can be tolerated. Therefore
the mappings found by the proposed algorithm offer the potential for power savings, since memory
can be operated at a lower supply voltage. All the aforementioned improvements come at a low cost,
since we do not use the expensive mechanisms of the techniques presented in Chapter 2.
Specifically, our overhead is only two look up tables used to map and de-map the data going in and
out of the memory.
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Chapter 7
Conclusion

To minimize the impact of hardware failures on memory systems caused by process and power
variations, an error resilient memory model is developed. The evaluation of the model performance
is performed by using the Mean Squared Error of the data written and read from the memory. The
simulations performed showed that for small bit sizes (e.g. 3 bits), the exhaustive search of the best
data representation, which minimizes the Mean Squared Error, is possible. Since the computational
time increases exponentially, the exhaustive search becomes infeasible for larger bit sizes. Only
analyzing a small number of random data representations or mappings does not ensure that a
representation with a lower Mean Squared Error than the two’s complement will be found. For this
purpose, an algorithm that systematically checks a small number of the mappings is developed. The
algorithm performance is assessed using as main distribution the Gaussian, and emulating the
Uniform, Sum of Gaussians, Rayleigh and Laplace distributions by the Gaussian distribution with
changing mean and variance. In all the cases, the algorithm finds several good mappings using
significantly less computational effort and time than the exhaustive search or the random search.
The results show that the number of mappings better than two’s complement and the difference
between the best mapping found and the two’s complement mapping in terms of Mean Squared
Error depend considerably on the input data distribution and its parameters. The mappings that the
algorithm generates improve not only the output quality and the yield of the memory by increasing
its error resilience, but also permit the memory to operate under a very low voltage in order to
reduce the power consumption.

Furthermore, the algorithm is implemented in a case study. Our error resilient memory system
is included in a wireless communication channel system model that contains a decoder. The output
data of the decoder has a lower bit error rate, when the data is stored in the memory using one of
the mappings that our algorithm found, compared to when it is stored using the two’s complement
representation. The best result achieved is 80% more Signal to Noise Ratio (SNR).
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Chapter 8
Future considerations

Future work should mainly focus on constructing the mappings number system, i.e. how to
convert algorithmically a number expressed by the decimal system to its binary representation
according to a specific mapping. This means indexing the bits and putting the right weight to each bit
according to its position. The weight of each bit should not necessarily be a power of two. In this way
the conversion from binary to decimal and the other way around would be possible without the use
of a look-up table, through a mathematical formula.

Another interesting direction of future work is evaluation of the algorithm using advanced input
data distributions and several case studies of other models that include a memory system.
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