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A. Abstracts 

Abstract (Greek) 

Το στατιστικό τεστ two-way ANOVA συγκρίνει τη διαφορά των μέ-
σων τιμών ανάμεσα στις ομάδες που έχουν χωριστεί βάσει δυο ανεξάρ-
τητων μεταβλητών. Ο κύριος σκοπός του two-way ANOVA είναι να γίνει 
κατανοητό αν υπάρχει αλληλεπίδραση ανάμεσα στις δυο ανεξάρτητες 
μεταβλητές σε σχέση με την εξαρτημένη μεταβλητή. Για παράδειγμα, θα 
μπορούσε να ελεγχθεί αν υπάρχει αλληλεπίδραση ανάμεσα στο επίπε-
δο φυσικής δραστηριότητας και φύλου στη συγκέντρωση χοληστερίνης 
στο αίμα στα παιδιά, όπου η φυσική δραστηριότητα (χαμη-
λή/μέση/υψηλή) και φύλο (αγόρι/κορίτσι) είναι οι ανεξάρτητες μετα-
βλητές, και η συγκέντρωση χοληστερίνης είναι η εξαρτημένη μεταβλη-
τή. 

Ο όρος αλληλεπίδραση σε ένα τεστ two-way ANOVA πληροφορεί αν 
η επίδραση μιας από τις ανεξάρτητες μεταβλητές πάνω στην εξαρτημέ-
νη μεταβλητή είναι η ίδια για όλες τις τιμές της άλλης ανεξάρτητης με-
ταβλητής (και το αντίστροφο). Για παράδειγμα, η επίδραση του φύλου 
(αγόρι/κορίτσι) στη συγκέντρωση χοληστερόλης επηρεάζεται από τη 
φυσική δραστηριότητα (χαμηλή/μέση/υψηλή);  

Η εφαρμογή αυτής της διπλωματικής εργασίας υποθέτει ότι δεν υ-
πάρχει αλληλεπίδραση ανάμεσα στις ανεξάρτητες μεταβλητές. Χρησι-
μοποιώντας την προγραμματιστική γλώσσα Python, υλοποιείται το τεστ 
«two-way ANOVA χωρίς αλληλεπίδραση με διόρθωση Bonferroni». 

 

Keywords 

Two-way ANOVA, Bonferroni, Python 
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Abstract (English) 

The statistical test two-way ANOVA compares the mean differences 
between groups that have been split on two independent variables. The 
primary purpose of a two-way ANOVA is to understand if there is an in-
teraction between the two independent variables on the dependent var-
iable. For example, there could be determined whether there is an inter-
action between physical activity level and gender on blood cholesterol 
concentration in children, where physical activity (low/moderate/high) 
and gender (male/female) are the independent variables, and cholester-
ol concentration is the dependent variable. 

The interaction term in a two-way ANOVA informs whether the ef-
fect of one of the independent variables on the dependent variable is 
the same for all values of the other independent variable (and vice ver-
sa). For example, is the effect of gender (male/female) on cholesterol 
concentration influenced by physical activity (low/moderate/high)?  

The application of this thesis assumes there is no interaction be-
tween the two independent variables. Using the programming language 
Python, the test "two-way ANOVA without interactions with Bonferroni 
correction" is implemented.  

Keywords 

Two-way ANOVA, Bonferroni, Python 
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B. Introduction 

t test for independent samples 

The independent-samples t-test (or independent t-test, for short) 
compares the means between two unrelated groups on the same con-
tinuous, dependent variable. For example, an independent t-test can be 
used to understand whether glucose levels differed based on treatments 
A and B for two separate groups (i.e., the dependent variable would be 
"glucose levels" and your independent variable would be "treatments", 
which has two groups: "A" and "B") [1]. 

This statistical test will compare the two groups with the following 
formula : 

𝑡𝑡 =
�̅�𝑥𝐴𝐴 − �̅�𝑥𝐵𝐵
𝑆𝑆𝑆𝑆

 

 

where 𝑆𝑆𝑆𝑆 = �𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 �
1
𝑛𝑛𝑇𝑇

+ 1
𝑛𝑛𝑝𝑝
�  

 

and 𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 =
(𝑛𝑛𝑇𝑇−1)𝑠𝑠𝑇𝑇2+�𝑛𝑛𝑝𝑝−1�𝑠𝑠𝑝𝑝2

(𝑛𝑛𝑇𝑇−1)−�𝑛𝑛𝑝𝑝−1�
 

 

How confident are we that a given value 𝑡𝑡 (e.g. 𝑡𝑡 =  −4.07) is signifi-
cant? Alternatively, what is the error probability (i.e. the p-value or the 
probability of false-positive result) for claiming that t is significant? 

We can answer the question by comparing the absolute value of 𝑡𝑡 =
4.07 with the value of the 5% point (0.05) of the t-distribution with de-
grees of freedom as follows: 

𝑑𝑑𝑑𝑑 = (𝑛𝑛𝑇𝑇 − 1) + �𝑛𝑛𝑝𝑝 − 1� 
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In Medicine we use the aforementioned 5% value. Other disciplines 
use different points, for example psychology uses 𝑃𝑃𝑟𝑟  =  10%. 

For 𝑑𝑑𝑑𝑑 =  22 ⇒  𝑃𝑃𝑟𝑟  =  2.07 

If the absolute t value is above a certain threshold then we can claim the 
difference between means (taking into account the variability of the data 
and the size of the trial) is significant (i.e. different from zero). 

Institutional Repository - Library & Information Centre - University of Thessaly
24/04/2024 20:21:00 EEST - 18.191.255.188



 

5 
 

Example: Testing the difference between means by comparing the ef-
fectiveness of two treatments. 

To assess the effectiveness of Tysabri, 24 patients with RRMS were 
randomized to receive either Tysabri or placebo. The primary end-point 
was the ARR. The results were as follows: 

Tysabri (n=12) Placebo (n=12) 

0.38 0.80 
0.37 0.70 
0.24 0.39 
0.08 0.06 
0.04 0.49 
0.03 0.07 
0.07 0.63 
0.19 0.83 
0.35 0.62 
0.38 0.95 
0.27 0.92 
0.20 0.81 

 

If we simulate the study ten thousand times by randomly permutating all 
the numbers, and after every permutation we calculate the t-test, we 
expect 5% of the random t-tests to be greater of 2.07 or less than -2.07. 
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The value 𝑡𝑡 = 4.07 is larger than 2.07. Thus, we can claim that 𝑡𝑡 = 4.07 
is not a random value, but a significant one (i.e. different from zero), 
with probability error (p-value) 𝑃𝑃 < 0.05 (i.e. a small error probability). 

This means that the difference between the two means is significant 
with a probability error 𝑃𝑃 < 0.05. 

Using a statistical software we can calculate the exact 𝑃𝑃 = 0.001. 

Confidence interval (CI) of the difference between two means 
The significance of the difference between the two means D can also be 
assessed using the 95% CI. 

The CI is defined as: 

(𝐷𝐷 − 𝑡𝑡 ∙ 𝑆𝑆𝑆𝑆,𝐷𝐷 + 𝑡𝑡 ∙ 𝑆𝑆𝑆𝑆) 

More specifically, the 95% CI is defined as: 

(𝐷𝐷 − 𝑡𝑡0.05 ∙ 𝑆𝑆𝑆𝑆,𝐷𝐷 + 𝑡𝑡0.05 ∙ 𝑆𝑆𝑆𝑆) 
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If zero is not included in the 95% CI then there is statistically signifi-
cant difference between the two treatments. 

 

One-Way ANOVA 

The one-way analysis of variance (ANOVA) is used to determine 
whether there are any statistically significant differences between the 
means of two or more independent (unrelated) groups (although it is 
used more often when there are a minimum of three, rather than two 
groups). For example, a one-way ANOVA could be used to understand 
whether glucose levels differed based on treatment received amongst 
patients, dividing them into three independent groups (e.g., A, B and C). 
Also, it is important to realize that the one-way ANOVA is an omnibus 
statistic test and cannot tell which specific groups were statistically sig-
nificantly different from each other; it only tells that at least two groups 
were different. Since there may be three, four, five or more groups in a 
study design, determining which of these groups differ from each other 
is important [2]. This can be done using a post hoc test; this thesis will 
use the Bonferroni’s correction. 

Bottom line: There is a dependent continuous variable and a categorical 
variable with two or more categories. When there are only two catego-
ries, then the one-way ANOVA is equivalent to the t-test for independent 
samples. 

Example: In a study the liver weight (x) expressed as a percentage of the 
body weight of mice belonging in 𝑘𝑘 = 4 groups that were fed with 4 dif-
ferent diets. In order to examine if there is difference between the four 
groups, the mean values of the four groups will be compared using one-
way ANOVA.  
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There are two types of variances in this study. One is the sum of squares 
between groups and the other is the sum of squares within groups. The 
latter is considered as standard error or random variance. 

The comparison of the variance between the four groups with the ran-
dom variance is a result of the F-test as follows: 

 

 
𝑑𝑑𝑑𝑑 𝑆𝑆𝑆𝑆 𝑀𝑀𝑆𝑆 

Source of variation 

Between groups 4 − 1 = 3 0.954 0.318 

Within groups (error) 23 − 3 = 20 0.876 𝑠𝑠2 = 0.044 

Total 24 − 1 = 23 1.83  

 

The total variance of the dataset is: 

𝑠𝑠2 =
� �𝑥𝑥𝑗𝑗 − �̅�𝑥�2

𝑛𝑛

𝑖𝑖=1
𝑛𝑛 − 1

=
1.83

24 − 1
 

The Mean Square is: 

𝑀𝑀𝑆𝑆 =
𝑆𝑆𝑆𝑆
𝑑𝑑𝑑𝑑
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The F test compares the mean square between the groups with the error 
MS as follows: 

𝐹𝐹 =
𝐵𝐵𝐵𝐵𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝑛𝑛 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑠𝑠 𝑀𝑀𝑆𝑆

𝑆𝑆𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑀𝑀𝑆𝑆
=

0.318
0.044

= 7.23 

If the mean variance between the four groups is greater than the ran-
dom mean variance, then the differences between the four groups is not 
random (i.e. there is statistically significant difference). 

As with t-test, there is a table for the F-distribution: 

 

 

Post hoc tests 

With two groups the interpretation of a significant difference is rea-
sonably straightforward, but how the significant variation among the 
means of three or more groups is interpreted? Further analysis is re-
quired to find out how the means differ, for example whether one group 
differs from all the others. Note that only differences between individual 
groups should be investigated when the overall comparison of groups in 
the analysis of variance is significant, unless certain comparisons were 
intended in advance of the analysis [3]. 
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If each pair of means is compared in turn then there is a 5% chance 
of a false positive result when there is no real difference (a Type I error). 
So, if there are for example four groups and all six paired tests are per-
formed then the probability of at least one false positive result is very 
much greater than 5%. Several methods have been proposed to deal 
with this problem, such as Bonferroni, Newman-Keuls, Duncan and 
Scheffe. Each method is aimed at controlling the overall Type I error rate 
at no more than 5% (or some other specified level). 

The disadvantage of all of these methods is that they are ‘conserva-
tive’, in that they err on the side of safety (non-significance). It is possible 
to find that, although the 𝐹𝐹 test in the analysis of variance is statistically 
significant, no pair of means is significantly different. 

There is no simple nor totally satisfactory solution to these problems, 
but the following strategy should be used: 

1) Decision in advance of the analysis which groups are particularly 
interested in comparing (the fewer the better) 

2) Perform modified 𝑡𝑡 tests to compare the pairs of groups of inter-
est, using the Bonferroni (or some other) method to adjust the P 
values. 

The modified 𝑡𝑡 test is based on the pooled estimate of variance from all 
the groups (which is the residual variance in the ANOVA table), not just 
the pair being considered. So 𝑡𝑡 is calculated as 

𝑡𝑡 =
�̅�𝑥1 − �̅�𝑥2

𝑠𝑠𝐵𝐵(�̅�𝑥1 − �̅�𝑥2) 

where 𝑠𝑠𝐵𝐵(�̅�𝑥1 − �̅�𝑥2) = 𝑠𝑠𝑟𝑟𝑝𝑝𝑠𝑠 ∙ �
1
𝑛𝑛1

+ 1
𝑛𝑛2
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Bonferroni correction 
Because the comparisons between the groups are not independent, 

when multiple comparisons (numbered k) are performed the significance 
level (P) changes to 𝑃𝑃′ = 𝑘𝑘𝑃𝑃. 

For example, if six comparisons are made between the groups, then 
the adjusted P value will be 𝑃𝑃′ = 𝑘𝑘𝑃𝑃 = 6𝑃𝑃. The adjusted P value can in-
crease too much if too many variables are added to the test. That’s why 
a careful consideration of the proper pair testing is needed beforehand. 

 

Two-way ANOVA 

The two-way ANOVA is similar to the one-way ANOVA except that 
the comparison is made between the mean differences of groups of a 
dependent continuous variable that has been split on two independent 
categorical variables instead of one.  

In the previous example with the mice, if there was one more cate-
gorical variable (e.g. gender) a two-way ANOVA would be required. The 
liver weight as the dependent continuous variable, and the diets and 
gender as the two categorical variables. 

Assumptions 
When a two-way ANOVA is chosen for data analysis, part of the pro-

cess involves checking that the data can actually be analyzed using a 
two-way ANOVA. This is needed because it is only appropriate to use a 
two-way ANOVA if the data “pass” six assumptions that are required for 
a two-way ANOVA to give a valid result [4]. 

Sometimes when analyzing data, one or more of these assumptions 
is violated. This is not uncommon when working with real-world. There 
are the following assumptions: 
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1. The dependent variable should be measured at the continuous level 
(i.e. they are interval or ratio variables). Examples of continuous vari-
ables include revision time (measured in hours), intelligence (meas-
ured using IQ score), exam performance (measured from 0 to 100), 
weight (measured in kg), and so forth.  

2. The two independent variables should each consist of two or more 
categorical, independent groups. Example independent variables that 
meet this criterion include gender (2 groups: male or female), ethnic-
ity (3 groups: Caucasian, African American and Hispanic), profession 
(5 groups: surgeon, doctor, nurse, dentist, therapist), and so forth. 

3. There should be independence of observations, which means that 
there is no relationship between the observations in each group or 
between the groups themselves. For example, there must be differ-
ent participants in each group with no participant being in more than 
one group.  

4. There should be no significant outliers. Outliers are data points with-
in the data that do not follow the usual pattern (e.g., in a study of 
100 students' IQ scores, where the mean score was 108 with only a 
small variation between students, one student had a score of 156, 
which is very unusual, and may even put her in the top 1% of IQ 
scores globally). The problem with outliers is that they can have a 
negative effect on the two-way ANOVA, reducing the accuracy of the 
results.  

5. The dependent variable should be approximately normally distribut-
ed for each combination of the groups of the two independent varia-
bles. However, two-way ANOVA only requires approximately normal 
data because it is quite robust to violations of normality, meaning 
the assumption can be a little violated and still provide valid results.  

6. There needs to be homogeneity of variances for each combination of 
the groups of the two independent variables.  
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C. Methods 

When working with large datasets it is very hard, frustrating and 
prone to mistakes to make by hand all the calculations required for a sta-
tistical test. 

In order to avoid this, for my thesis a software in the programming 
language Python has been developed which calculates the two-way 
ANOVA when there is no interaction between the groups. Optionally, the 
Bonferroni’s correction can be calculated when one of the categorical 
variables has at least 3 categories. 

Using Python, the powerful Python statistical libraries could be ac-
cessed and a GUI could be designed for easier user experience. The ap-
plication is compatible with csv files which store a table row in each line 
of the file and the values are separated by a specific character for exam-
ple comma. 

Importing an existing csv file 

Through clicking Data -> Load, an open file dialog pops up and the desir-
able csv file can be imported.  
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In the follow-up dialog, the appropriate parameters of the csv file can be 
chosen. 
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Saving a csv file 

 

A csv file can be saved by clicking Data -> Save. The .csv extension is rec-
ommended. The resulting csv file by default will separate the values with 
comma, quote the text with double quotes and have the variable names 
above the values like so: 

"","column_1","column_2","column_3" 
1,1.0,2.0,3.0 
2,4.0,5.0,6.0 
3,7.0,8.0,9.0 
4,10.0,11.0,12.0 
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D. Results 

Executing two-way ANOVA with Bonferroni’s correction 

A sample dataset was used with name “ToothGrowth.csv” that can be 
downloaded from https://stat.ethz.ch/R-manual/R-
devel/library/datasets/html/ToothGrowth.html . 

The dependent continuous variable is the length of odontoblasts (cells 
responsible for tooth growth) in 60 guinea pigs. Each animal received 
one of three dose levels of vitamin C (0.5, 1, and 2 mg/day) by one of 
two delivery methods, (orange juice - a form of vitamin C (ascorbic acid) 
and coded as VC). 

It is a data frame with 60 observations on 3 variables. 

[,1] len numeric Tooth length 

[,2] supp categorical Supplement type (VC or OJ). 

[,3] dose numeric Dose in milligrams/day 

 

Through clicking the button “Two way ANOVA with Bonferroni’s correc-
tion”, a dependent continuous variable “len” was chosen and a post hoc 
text for a categorical variable “dose”. 
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The results appear in a separate window: 
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The first plot is an interaction plot which as the name suggests shows if 
the data have interaction. The lines should be parallel for the interaction 
not to exist. 

The second plot is the outlier detection. There should be no significant 
outliers outside the boxes. 

The dataset should pass the above two tests for the results to be consid-
ered valid, although some interaction and outliers will still give valid re-
sults.  

 

Reporting the results 

A two-way ANOVA was conducted that examined the effect of supple-
ment type and dose in milligrams/day on tooth growth of guinea pigs. 
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The analysis shows that there is statistically significant correlation be-
tween the type of supplement (p < 0.001) and dose (p < 0.001) and tooth 
growth. Using the post hoc test (Bonferroni’s correction) all three doses 
(0.5, 1.0 and 2.0) are found to have statistically significant difference (p < 
0.001). 

 

E. Conclusion 

For this thesis the version 3.6.2 of Python with Anaconda 4.3.21 and 
the open source integrated development environment JetBrains Py-
Charm was used.  

In the file “ach_multiple_comparisons.py” the multiple comparisons 
and the calculation of the Bonferroni correction is performed. The graph-
ical user interface was designed with the Python library tkinter. 

The application overall is lightweight in contrast with many commer-
cially available software. There is also a graphical user interface to make 
it easier to use. 
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