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Γηώξγν Δεκεηξίνπ γηα όιε ηελ βνήζεηα πνπ κνπ πξνζέθεξε θαη γηα ηελ ππνκνλή ηνπ θαηά ηελ  

δηεθπεξαίωζε ηνπ εγρεηξήκαηνο απηνύ θαζώο ε θαζνδήγεζε θαη νη γλώζεηο ηνπ απνδείρηεθαλ 

αλαγθαίεο γηα ηελ νινθιήξωζεο ηεο εξγαζίαο απηήο. Επίζεο ηνπο θαζεγεηέο Σηακνύιε 

Γεώξγην, Επκνξθόπνπιν Νέζηνξ θαη Τζνκπαλνπνύινπ Παλαγηώηα γηα ηελ ζηήξημε θαη ηελ 

βνήζεηά ηνπο ζην έξγν καο.Επηπιένλ ζα ήζεια λα επραξηζηήζω ηνπο θίινπο θαη ηνπο γνλείο κνπ 

πνπ ζηάζεθαλ δίπια κνπ ηωλ νπνίωλ ε ζηήξημε ηνπο ήηαλ έλαο από ηνπ ιόγνπο πνπ θαηάθεξα 

λα νινθιεξώζω ηνλ θύθιν ηωλ κεηαπηπρηαθώλ κνπ ζπνπδώλ. Τέινο επραξηζηώ θαη ην 

παλεπηζηήκην Θεζζαιίαο πνπ ζαλ θνξέαο κνπ έδωζε ηηο γλώζεηο, ηηο εκπεηξίεο θαη ηνλ ηερληθό 

εμνπιηζκό γηα ηηο αλάγθεο ηεο δηπιωκαηηθήο. 
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Abstract 
 

The evolution of modern computer systems is highly depended on the needs of processing power 

of the industry. Thus when the current processing power needed is more than the existent one, 

the processor industry is pushed to deliver the required performance. This relationship works 

both ways as the higher performance processors support, the better opportunities for the 

designers to develop more complex and performance hungry applications. This dependence of 

processing power and emerging applications led to the creation of advanced computer 

architectures able to achieve high performance on need. Due to this advancement, leading 

technologies in data processing have advanced to a point that the amount of data processed is 

more than a few petabytes. 

This new type of data processing managed to create a new engineering field of interest know as 

big data. A more accurate definition of big data would be a large collection of data sets so large 

and complex that it becomes difficult to process using on-hand data management tools or 

traditional data processing applications. The challenges include not only the processing of data 

but also the storage, shorting and visualization of them. Because of this huge amount of existent 

data, the processing power needed to deliver to expected results is huge. For that reason the 

processing of such data sets is usually being done in distributed systems which are consisted of 

many separated processor nodes running in parallel in a network directed by a master node. 

 In this work we focus on the memory hierarchy of the cache on each processor which is part of a 

larger network of nodes processing big data. The nature of the algorithms used for distributed 

processing is largely different than the common algorithms used for a single core or multicore 

system. What is more the amount of memory needed in such computations is not necessarily 

larger than any other applications, but the memory access patterns change vastly depending on 

the specific task. Thus a unique cache memory specifically designed to improve the performance 

of distributed processing should be more effective than any casual cache memory design for 

general purpose systems. The basis stated above in conjunction with the fact that the big data 

problem is rather new to the industry which lacks of an efficient way to handle this amount of 

data is the contribution of this work.  
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1. Introduction 

1.1 Big data definition 
 

Big data is a term used to describe the exponential growth and availability of data, both 

structured and unstructured. And big data may be as important to business – and society – as the 

global web has become as more data may lead to more accurate analyses. Big Data is a notion 

covering several aspects by one term, ranging from a technology base to a set of economic 

models. In this study, the following definition of Big Data will be applied: “Big Data” is a term 

encompassing the use of techniques to capture, process, analyze and visualize potentially large 

datasets in a reasonable timeframe not accessible to standard industry computer technologies.[3] 

By extension, the platform, tools and software used for this purpose are collectively called “Big 

Data technologies”. Big Data is not a new concept, and can be seen as a moving target linked to 

a technology context. The new aspect of Big Data lies within the economic cost of storing and 

processing such datasets; the unit cost of storage has decreased by many orders of magnitude, 

amplified by the Cloud business model, significantly lowering the upfront investment costs for 

all businesses. As a consequence, the “Big Data concerns” have moved from big businesses and 

state research centers, to a mainstream.[2,3,4] 

Today Big Data relates to data creation, storage, retrieval and analysis that are remarkable in 

terms of volume, velocity, variety, variability and complexity[4]:  

 Volume. Many factors contribute to the increase in data volume. Transaction-based data 

stored through the years. Unstructured data streaming in from social media. Increasing 

amounts of sensor and machine-to-machine data being collected. In the past, excessive 

data volume was a storage issue. But with decreasing storage costs, other issues emerge, 

including how to determine relevance within large data volumes and how to use analytics 

to create value from relevant data.  

Overall volume is the most visible aspect of Big Data, referring to the fact that the 

amount of generated data has increased tremendously the past years.  

 

 Velocity. Data is streaming in at unprecedented speed and must be dealt with in a timely 

manner. RFID tags, sensors and smart metering are driving the need to deal with torrents 

of data in near-real time. Reacting quickly enough to deal with data velocity is a 

challenge for most organizations. Overall velocity is the aspect which captures the 

growing data production rates as more and more data are produced and must be collected 

in shorter time frames[11]. 

 

 Variety. Data today comes in all types of formats. Structured, numeric data in traditional 

databases. Information created from line-of-business applications. Unstructured text 
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documents, email, video, audio, stock ticker data and financial transactions. Managing, 

merging and governing different varieties of data are something many organizations still 

grapple with. Overall with the multiplication of data sources comes the explosion of data 

formats, ranging from structured information to free text. 

 

 Variability. In addition to the increasing velocities and varieties of data, data flows can 

be highly inconsistent with periodic peaks. Daily, seasonal and event-triggered peak data 

loads can be challenging to manage. 

 Complexity. Today's data comes from multiple sources. And it is still an undertaking to 

link, match, cleanse and transform data across systems. However, it is necessary to 

connect and correlate relationships, hierarchies and multiple data linkages or your data 

can quickly spiral out of control. 

 

In this study we explore not only the memory needs of big data applications but also the 

design options of a cache able to handle the read and write requests with efficiency and low 

miss rates. This dissertation is organized as follows: In this section we will further analyze 

the way that both software and hardware address the big data while in the next chapter we are 

to make an introduction for the reader to the basic concepts of grid computing. In chapter 3 

we are describing the organization and hierarchy of cache memories as they have evolved till 

today and we make an introduction to the basics of adaptive cache. In chapter 4 we present 

our proposal, a new schema for an adaptive cache specifically design to handle big data 

traffic and we explain its functionality and architecture. Afterwards, in chapter 5 we show the 

results of extensive testing and benchmarking of the newly designed cache. The tests were 

made using various memory access patterns and different memory workloads. Finally in 

chapter 6 we look into the future of this project discussing on how it could be further 

enhanced, improved and get more genuine. 

1.2 How software addresses big data 
 

In computer engineering terms, when big data is addressed, distributed computing is also 

involved [12]. Distributed computing describes a closed network of interconnected processors 

which work together in parallel in order to achieve a specific task such as data processing. Each 

processor usually is unaware of the work distributed to other processor/nodes but its efficiency is 

directly influencing the performance of the whole network. Such networks usually achieve high 

amount of processing power as clustering processing nodes has been proven an efficient way of 

processing information. 

That process is differently addressed by software and hardware designers. Software designers 

focus their efforts in creating algorithms which are able to distribute the total workload 

effectively among the existent resources while maintaining stability and fault tolerance. From 

such efforts the map-reduce programming model has emerged which has prevailed in distributed 

system processing. A Map Reduce program is composed of a Map procedure that performs 
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filtering and sorting and a Reduce procedure that performs a summary operation. The "Map 

Reduce System" orchestrates the processing by marshaling the distributed servers, running the 

various tasks in parallel, managing all communications and data transfers between the various 

parts of the system, and providing for redundancy and fault tolerance. Moreover the Map Reduce 

framework is able to parallelize the problem across huge datasets using a large number of nodes 

and is able to take advantage of locality of data, processing it on or near the storage assets in 

order to reduce the distance over which it must be transmitted. 

Although there are many algorithms based on Map Reduce framework, each one of them follows 

the same basic principle. This principle is a baseline for each algorithm which is used in order to 

fulfill the criteria of the framework. There are five steps of computation which take place during 

the execution of an algorithm. 

 

1. Prepare the Map input – the "Map Reduce system" designates Map processors, divides 

the input into smaller parts which are immediately assigned to each processor in a way 

that the work is almost equally distributed. 

2. Run the user-provided Map code – the user code is executed in each processor 

specified during the step 1. 

3. "Shuffle" the Map output to the Reduce processors – the Map Reduce system 

designates Reduce processors, which are to collect the results produced by the working 

processors and assigns to each one of them a part of the code to be executed for the 

collection. 

4. Run the user-provided Reduce code – Reduce code is run exactly once for each result 

to be collected. 

5. Produce the final output – the Map Reduce system collects all the Reduce output, and 

sorts it to produce the final outcome. 

 

Usually in Map Reduce system the first step is serialized while the steps 2-5 can be executed in 

parallel speeding up the information processing. Thus while the preparation of map input is 

executed by a single node (called mapper), the other steps are equally divided among the existing 

node of a network (called workers). Many programming languages such as R, and programming 

frameworks (such as apache hadoop) have been developed according to Map Reduce concept of 

compartmentalization of work among a network of processing nodes. Those frameworks 

although new are widely used by developers who wish to processes large data sets. 

 

1.3 How hardware addresses big data 
 

The hardware approach to big data is neither so direct nor as efficient as the software approach. 

The network consisted of processor nodes which are used for code execution is nothing more 
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than a cluster of general purpose processors interconnected together with some type of 

interconnection network. Although general purpose processors are able to deliver the expected 

performance, the performance scaling of such a network is still an issue. Currently the amount of 

data processed is large, but not large enough to hinder the code execution time on each 

processor. As time will pass the need for more and more data to be processed at once will 

emerge, getting to a point that the required performance cannot be achieved by just adding 

another processor (or a number of processors) in the cluster. This is the primal concern of 

computer architects [15,16,17] designing high performance systems as scaling is a completely 

different issue from performance[12,13,14]. Nowadays we have come to a point where the 

performance needed is achieved but the scalability of such a network is smaller than expected, 

making it difficult to maintain the current performance while processing even larger data sets.  

Although the problem is visible, not many research results have been shown to dissolve it. While 

most researchers focus on developing hardware accelerators for the Map Reduce algorithms 

[1,5,7,8,9,10]which are to deliver better and more scalable performance, we show the problem 

from a different angle. As each processor on the network usually is fed with different inputs at 

any rate, its cache memory will not be performing at its maximum efficiency. This happens 

because when big data is involved, memory access patterns are getting unpredictable, filling the 

cache with data which will never be used again and will be evicted for the next data to arrive. 

The approach we made on this problem was the creation of a cache simulator which simulates an 

adaptive cache hierarchy, specifically designed for adaptation to different memory access 

patterns that fit in the big data problem. 

While most researchers are focus on computer architectures able to support the processing of 

large data sets, we manage to approach the same problem in a different way by looking at a very 

crucial part of modern processors, the cache memory. An adaptive memory would not only 

increase the gained performance but also make the whole cluster of processors more scalable, as 

it is explained in next sections of this dissertation[22]. 
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2. Grid computing 

 

The term grid is referring to a distributed computing infrastructure, able to provide resources 

based on the needs of each client. Grid technology can largely enhance productivity and 

efficiency of virtual organizations, which must face the challenges by optimizing processes and 

resources and by sharing their networking and collaboration. Grid computing technology is a set 

of techniques and methods applied for the coordinated use of multiple servers. These servers are 

specialized and works as a single, logic integrated system. The grid has developed as a 

computing technology that connects machines and resources geographically dispersed in order to 

create s virtual supercomputer. A virtual system like this is perceived like it has all the 

computing resources, even if they are distributed and has a computing capacity to execute tasks 

that different machines cannot execute individually. In the past few years grid computing is 

defined as a technology that allows strengthening, accessing and managing IT resources in a 

distributed computing environment. Being an advanced distributed technology, grid computing 

brings into a single system: servers, databases and applications, using specialized software. In 

terms of partnership between organizations, grid technology may include the same enterprise 

organizations as well as external organizations. Therefore, grids may involve both internal and 

external partners, as well as only internal ones. The complexity of the environment in which the 

grid will be developed and the requirements that have to be applied depend on the environmental 

impact of trade, defining the relationship of trust, security considerations, globalization and 

integration period, of the company involved, in the market [20]. 

 

Grid computing has recently enjoyed an increase in popularity as a distributed computing 

architecture. Grid computing got its name because it strives for an ideal scenario in which the 

CPU cycles and storage of millions of systems across a worldwide network function as a 

flexible, readily accessible pool that could be harnessed by anyone who needs it, similar to the 

way power companies and their users share the electricity grid. They cover multiple 

administrative domains and enable virtual organizations. Such organizations can share their 
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resources collectively to create an even larger grid. Grid Computing has proved beneficial in 

many ways, some of these benefits are [21]: 

 

1) Exploitation of Under-Utilized Resources: Exploitation of under-utilized resources by running 

an existing application on different machines, exploiting idle times on other machines and 

aggregating unused disk drive capacity.  

 

2) Reduces Computational Time: Computational time is reduced for complex numerical and data 

analysis problems.  

 

3) Provide Information Access: Information accessibility to maximize the exploitation of 

existing data assets by providing unified data access during the querying process of non-standard 

data formats   

 

4) Reduces cost by optimizing existing IT infrastructure: The grid facilitate reduction of costs by 

optimizing the use of existing IT infrastructure investments and by enabling data sharing and 

distributed workflow across partners, and therefore enabling faster design processes.   

5) Providing access to parallel CPU capacity: Grid computing offers potential access for large-

scale parallel computation to enhance performance in computationally intensive applications.  

 

6) Offers improved reliability: Grid technology offers alternate approach to achieving improved 

reliability. Parallelization can boost reliability by having multiple copies of important jobs run 

concurrently on separate machines on the grid. Their results can be checked for any kind of 

inconsistency, such as failures, data corruption and tempering.  

 

7) Provision of resource balancing: The grid offers good resource balancing measures that can 

handle occasional peak loads, job prioritization, and job scheduling.  

 

8) Effective management of resources: With grid technology, management of organization can 

easily visualize resource capacity and utilization to effectively control expenditures for 

computing resources over a larger organization.  

 

9) Interoperability of virtual organizations: The grid offers collaboration facilities and 

interoperability of different virtual organization by allowing the sharing and interoperation of the 

heterogeneous resources available.  

 

10) Access to additional resources: The grid offers access to other specialized devices such as 

the cameras and embedded systems.  
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11) Harnessing heterogeneous systems together: Grid computing can be used to harness 

heterogeneous systems together into a mega computer by applying greater computational power 

to a task.  

 

12) Grid virtualization: Grid computing offers grid virtualization, thereby making a single, local 

computer to undertake powerful applications.  

 

Although grid computing has been developed in research laboratories, manufactures and 

companies have also started to adopt this technology on two of the most important benefits that 

grids bring: economy and performance. Grid computing aims to bring together operating systems 

and different hardware platforms into a single virtualized entity whose performances is higher on 

average then parts. Grid computing saves financial resources both in capital and operating costs. 

This positive aspect is achieved by using all the computing resources of all components of the 

grid. The second benefit of grid computing technology is performance in processing data 

integrity. By increasing the processing power, applications run faster the computing tasks and 

provide faster results. Even if the benefits of grids are real, this is still a specialized technology. 

Grid computing is suitable for organizations that already use in a way or another the high 

performance computing or are already oriented in some form towards distributed computing. 

Although there isn’t a direct barrier to the passage of an organization to use a grid system, there 

are still issues to be taken into consideration before such a step. One of the reasons this happens 

is determined by the applications, which must provide the possibility of breakdown into smaller 

computing tasks in order to take advantage of parallel computing. If the operation currently 

executed depends on the previous tasks, then processing cannot be done in parallel on distributed 

resources so that the application cannot benefit from the grid advantages in terms of high 

performance computing [18]. Another issue that emerged over the time is the one that occurs in 

administration and accounting resources. This problem is more obvious as a solution involving a 

grid system involves multiple departments of the same organizations and each department 

require proportionality between the grids contribution, through its own resources, and the gain 

obtained from it. Besides resources accounting there’s also a problem with software licensing. 

This is particularly important because licensing costs may eventually cancel the savings obtained 

from the use of grids. Securing the servers and grid administration resource is an issue that 

should not be neglected. In many cases servers are public addressable because of data delivering 

and receiving from agents that are anywhere, geographically speaking. So, these servers are 

exposed to attacks and unauthorized access, even DoS – Deny of Service. Experts recommends 

that, in this case, the companies must eliminate all unnecessary services and to carefully monitor 

these machines. However, this brings an extra complexity problem. One of the benefits of grid 

environments is that it allows the development of specific and on demand environments for 

various commercial environments. An important feature of on demand environments is the 

ability to respond to rapid changes in the market while reducing operational costs. Grid 

computing helps distributing and sharing data, which enables a collaborative improvement at 
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both inside and outside the enterprise. Thus, companies can reduce time spent placing products 

on the market, can quickly solve specific problems and can address immediately to the 

customers’ requests. One of the troubles encountered when distributing the workload over 

several machines is the difficulty to trace the distribution process, which can lead to bandwidth 

problems. Is not only the bandwidth performance criterion but also the performances of the grid, 

of the way tasks are distributed and how they handle the distribution server. Bandwidth 

management is a serious problem that must be taken into account. A grid network bandwidth 

covers two aspects of any grid:  

 

• CPU utilization: CPU bandwidth in a grid represents the maximum rate at which the grid can 

operate.  

• Using the network: Available bandwidth of the grid and the one used internally by the grid.  

 

These two elements affect a number of different systems and it’s important to balance these 

elements in order to avoid the risk of having an inefficient grid, a grid that is unable to manage 

the computing tasks, or customers to start overburden the resources that they have at their 

disposal. Although there are several technologies that can be integrated into the grid or pattern 

which can form the basis of the mechanism of resource management and workload distribution 

and planning, however, they must be adapted to the needs of grids. We cannot avoid the artificial 

intelligence solutions to solve these types of problems, but must consider the complexity of the 

system and the additional resources that they are bringing.  

Categories of grid computing fit into several areas of research communities. These may include 

areas oriented in intensive computational calculus, peer to peer, utility, data and applications and 

collaborations. Each of these communities can use a different model on the adoption of grid 

technology. Grid computing is a new concept for commercial industry and a large area of interest 

has developed around infrastructure virtualization through the manipulation of resources as 

utilities. Adopting a grid solution in a commercial activity depends on the ability of technology 

to meet the needs of improving turnover. This involves the adoption of the grid models key 

factors, such as adaptation of existing resources, reducing operational costs, creating a flexible 

and scalable infrastructure, while accelerating development, reducing the period of development 

and marketing of products and increase customer satisfaction and business productivity. An 

important issue in grid adoption models is the complexity of IT infrastructure needed to 

implement a grid system. The integration complexity of heterogeneous environments is a 

challenge and it must be taken into account factors such as activation of grid resources in 

homogeneous and heterogeneous environments, enabling resources in the form of services to 

external participants and porting applications to grid applications. These features allow a 

classification of grids into the following categories, with varying degrees of complexity at the 

level of integration[19]:  

 

• Grids developed to optimize computing infrastructure. 
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• Computing grids, with the virtualization of processing resources.  

• Data grids with virtualization and data storage resources.  

• Service grids with virtualized services for easy integration.  

• Virtualized applications through the composition of resources, through service interfaces, 

applications from various partners.  

 

Architecture and technology standards developed for grid computing presents a crucial role in 

adopting grids commercially. Because these standards are constantly evolving and are not mature 

enough to support subsequent stages, which can evolve into after the adoption of grids, the speed 

at which these stages will be achieved is reduced. Grid computing solutions have been adopted in 

several key areas (finance, education, telecommunication, research) and answer the 

implementation and evolution of environmental performance requirements that are integrated. 

From this we can conclude that the success of grid computing depends on the integration, service 

orientation and ability to break down skills and applications and then expose them through the 

services. Although grid computing is an important step in information technology it does not 
involve the disappearance of existing resources and advanced equipment such as 

supercomputers, mainframes, clusters etc. The grid has no purpose in replacing the current 

technology resources, performance management, but the efficiency in extracting optimum 

benefits from investments made in such resources. There are still many areas (particle physics, 

simulations, computational intensity processing) in which execution of tasks involves only 

supercomputer (or dedicated resources in general performance), only areas where the grid cannot 

cope, or rather does not provide the necessary desired performance in such cases. Growth of 

technology and applications on this area, in the last period, may lead to a future in areas 

indispensability of enterprise grid computing. Such a critique must always be approached in the 

case of adoption of this technology to enable a more coherent adaptation to the needs for which a 

solution is desired grid.  

 
Fig 1. Grid computing is about exploiting distributed resources. 
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3. Cache memory 

3.1 Memory Basics 

Processors are generally able to perform operations on operands faster than the access time of 

large capacity main memory. Though semiconductor memory which can operate at speeds 

comparable with the operation of the processor exists, it is not economical to provide all the 

main memory with very high speed semiconductor memory. The problem can be alleviated by 

introducing a small block of high speed memory called a cache between the main memory and 

the processor [25]. 

The idea of cache memories is similar to virtual memory in that some active portion of a low-

speed memory is stored in duplicate in a higher-speed cache memory. When a memory request is 

generated, the request is first presented to the cache memory, and if the cache cannot respond, 

the request is then presented to main memory.  

The difference between cache and virtual memory is a matter of implementation; the two notions 

are conceptually the same because they both rely on the correlation properties observed in 

sequences of address references. Cache implementations are totally different from virtual 

memory implementation because of the speed requirements of cache.  

We define a cache miss to be a reference to an item that is not resident in cache, but is resident in 

main memory. The corresponding concept for cache memories is page fault, which is defined to 

be a reference to a page in virtual memory that is not resident in main memory. For cache misses, 

the fast memory is cache and the slow memory is main memory. For page faults the fast memory 

is main memory, and the slow memory is auxiliary memory. 

 

 
Fig 2. A cache-memory reference. The tag 0117X matches address 01173, so the cache returns the item in the position X=3 

of the matched block. 
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Figure 2 shows the structure of a typical cache memory. Each reference to a cell in memory is 

presented to the cache. The cache searches its directory of address tags shown in the figure to see 

if the item is in the cache. If the item is not in the cache, a miss occurs. 

 

For READ operations that cause a cache miss, the item is retrieved from main memory and 

copied into the cache. During the short period available before the main-memory operation is 

complete, some other item in cache is removed from the cache to make room for the new item.  

The cache-replacement decision is critical; a good replacement algorithm can yield somewhat 

higher performance than can a bad replacement algorithm. The effective cycle-time of a cache 

memory (teff) is the average of cache-memory cycle time (tcache) and main-memory cycle time 

(tmain), where the probabilities in the averaging process are the probabilities of hits and misses.  

If we consider only READ operations, then a formula for the average cycle-time is:  

 

teff = tcache + ( 1 - h ) tmain  

 

Where h is the probability of a cache hit (sometimes called the hit rate), the quantity ( 1 - h ), 

which is the probability of a miss, is known as the miss rate. 

 

In Fig.2 we show an item in the cache surrounded by nearby items, all of which are moved into 

and out of the cache together. We call such a group of data a block of the cache. 

3.2 Memory organization and performance 
 

Although cache memories present a variety of architectural designs, there are a few common 

constrains and design patterns which are common in all cache memory types. Firstly, each 

modern cache is consisted of three levels (L1, L2 and L3) which represent the hierarchy in which 

data is being searched and stored. The first level is smaller, faster while the third is relatively 

bigger and slower than the first. This type of memory is consisted of transistor elements which 

lose their current which the cache is shut down, therefore preventing permanent storage of data. 

What is more, the performance gain of a cache is not only depended on low latency but also 

comes from data locality. Data locality is a phenomenon describing the same value, or related 

storage locations, being frequently accessed. There are two basic types of locality, temporal and 

spatial locality. Temporal locality refers to the reuse of specific data, within relatively small time 

duration. Spatial locality refers to the use of data elements within relatively close storage 

locations. In general purpose processors, both spatial and temporal locality is being exploited by 

cache memories as it is a common phenomenon which frequently appears in code execution [26]. 

 

Except for their hierarchical design, processor caches are also distinguished by the appliance of 

different implementation techniques, some of which are provided below [28]. 
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Fig 3. The logical organization of a four-way set-associate cache. 

Fig.3 shows a conceptual implementation of a cache memory. This system is 

called set associative because the cache is partitioned into distinct sets of blocks, 

and each set contains a small fixed number of blocks. The sets are represented by 

the rows in the figure. In this case, the cache has N sets, and each set contains four 

blocks. When an access occurs to this cache, the cache controller does not search 

the entire cache looking for a match. Instead, the controller maps the address to a 

particular set of the cache and searches only the set for a match.  

If the block is in the cache, it is guaranteed to be in the set that is searched. Hence, 

if the block is not in that set, the block is not present in the cache, and the cache 

controller searches no further. Because the search is conducted over four blocks, 

the cache is said to be four-way set associative or, equivalently, to have an 

associativity of four.  

Fig.3 is only one example, there are various ways that a cache can be arranged 

internally to store the cached data. In all cases, the processor references the cache 

with the main memory address of the data it wants. Hence each cache 

organization must use this address to find the data in the cache if it is stored there, 

or to indicate to the processor when a miss has occurred. The problem of mapping 

the information held in the main memory into the cache must be totally 

implemented in hardware to achieve improvements in the system operation. 

Various strategies are possible[26].  

 

1. Fully associative mapping. 

Perhaps the most obvious way of relating cached data to the main memory address is to store 

both memory address and data together in the cache. This the fully associative mapping 
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approach. A fully associative cache requires the cache to be composed of associative memory 

holding both the memory address and the data for each cached line. The incoming memory 

address is simultaneously compared with all stored addresses using the internal logic of the 

associative memory, as shown in Fig.4. If a match is fund, the corresponding data is read out. 

Single words form anywhere within the main memory could be held in the cache, if the 

associative part of the cache is capable of holding a full address  

 
 

Fig 4.Cache with fully associative mapping. 

In all organizations, the data can be more than one word, i.e., a block of consecutive locations to 

take advantage of spatial locality. In Fig.5 a line constitutes four words, each word being 4 bytes. 

The least significant part of the address selects the particular byte, the next part selects the word, 

and the remaining bits form the address compared to the address in the cache. The whole line can 

be transferred to and from the cache in one transaction if there are sufficient data paths between 

the main memory and the cache. With only one data word path, the words of the line have to be 

transferred in separate transactions. 
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Fig 5.Fully associative mapped cache with multi-word lines. 

 

The fully associate mapping cache gives the greatest flexibility of holding combinations of 

blocks in the cache and minimum conflict for a given sized cache, but is also the most expensive, 

due to the cost of the associative memory. It requires a replacement algorithm to select a block to 

remove upon a miss and the algorithm must be implemented in hardware to maintain a high 

speed of operation. The fully associative cache can only be formed economically with a 

moderate size capacity. Microprocessors with small internal caches often employ the fully 

associative mechanism. 

 

 

 

2. Direct mapping  

The fully associative cache is expensive to implement because of requiring a comparator with 

each cache location, effectively a special type of memory. In direct mapping, the cache consists 

of normal high speed random access memory, and each location in the cache holds the data, at an 

address in the cache given by the lower significant bits of the main memory address. This 

enables the block to be selected directly from the lower significant bits of the memory address. 

The remaining higher significant bits of the address are stored in the cache with the data to 

complete the identification of the cached data.  

In Fig.6 ,the address from the processor is divided into two fields, a tag and an index. The tag 

consists of the higher significant bits of the address, which are stored with the data. The index is 

the lower significant bits of the address used to address the cache. 
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Fig 6.Cache with direct mapping. 

 

When the memory is referenced, the index is first used to access a word in the cache. Then the 

tag stored in the accessed word is read and compared with the tag in the address. If the two tags 

are the same, indicating that the word is the one required, access is made to the addressed cache 

word. However, if the tags are not the same, indicating that the required word is not in the cache, 

reference is made to the main memory to find it. For a memory read operation, the word is then 

transferred into the cache where it is accessed. It is possible to pass the information to the cache 

and the processor simultaneously, i.e., to read-through the cache, on a miss. The cache location is 

altered for a write operation. The main memory may be altered at the same time (write-through) 

or later. 

Fig.7. shows the direct mapped cache with a line consisting of more than one word. The main 

memory address is composed of a tag, an index, and a word within a line. All the words within a 

line in the cache have the same stored tag. The index part to the address is used to access the 

cache and the stored tag is compared with required tag address. For a read operation, if the tags 

are the same the word within the block is selected for transfer to the processor. If the tags are not 

the same, the block containing the required word is first transferred to the cache. 
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Fig 7.Direct mapped cache with a multi-word block. 

In direct mapping, the corresponding blocks with the same index in the main memory will map 

into the same block in the cache, and hence only blocks with different indices can be in the cache 

at the same time. A replacement algorithm is unnecessary, since there is only one allowable 

location for each incoming block. Efficient replacement relies on the low probability of lines 

with the same index being required. However there are such occurrences, for example, when two 

data vectors are stored starting at the same index and pairs of elements need to processed 

together. To gain the greatest performance, data arrays and vectors need to be stored in a manner 

which minimizes the conflicts in processing pairs of elements. Fig.7 shows the lower bits of the 

processor address used to address the cache location directly. It is possible to introduce a 

mapping function between the address index and the cache index so that they are not the same. 

 

 

 

3. Set-associative mapping  

In the direct scheme, all words stored in the cache must have different indices. The tags may be 

the same or different. In the fully associative scheme, blocks can displace any other block and 

can be placed anywhere, but the cost of the fully associative memories operate relatively slowly.  

Set-associative mapping allows a limited number of blocks, with the same index and different 

tags, in the cache and can therefore be considered as a compromise between a fully associative 

cache and a direct mapped cache. The organization is shown in Fig.8. The cache is divided into 

"sets" of blocks. A four-way set associative cache would have four blocks in each set. The 

number of blocks in a set is known as the associativity or set size. Each block in each set has a 

stored tag which, together with the index, completes the identification of the block. First, the 

index of the address from the processor is used to access the set. Then, comparators are used to 
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compare all tags of the selected set with the incoming tag. If a match is found, the corresponding 

location is accessed, otherwise, as before; an access to the main memory is made. 

 

 
Fig 8.Cache with set-associative mapping. 

The tag address bits are always chosen to be the most significant bits of the full address, the 

block address bits are the next significant bits and the word/byte address bits form the least 

significant bits as this spreads out consecutive man memory blocks throughout consecutive sets 

in the cache. This addressing format is known as bit selection and is used by all known systems. 

In a set-associative cache it would be possible to have the set address bits as the most significant 

bits of the address and the block address bits as the next significant, with the word within the 

block as the least significant bits, or with the block address bits as the least significant bits and 

the word within the block as the middle bits.  

Notice that the association between the stored tags and the incoming tag is done using 

comparators and can be shared for each associative search, and all the information, tags and data, 

can be stored in ordinary random access memory. The number of comparators required in the 

set-associative cache is given by the number of blocks in a set, not the number of blocks in all, as 

in a fully associative memory. The set can be selected quickly and all the blocks of the set can be 

read out simultaneously with the tags before waiting for the tag comparisons to be made. After a 

tag has been identified, the corresponding block can be selected.  

The replacement algorithm for set-associative mapping need only consider the lines in one set, as 

the choice of set is predetermined by the index in the address. Hence, with two blocks in each 

set, for example, only one additional bit is necessary in each set to identify the block to replace. 
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4. Sector mapping  

In sector mapping, the main memory and the cache are both divided into sectors; each sector is 

composed of a number of blocks. Any sector in the main memory can map into any sector in the 

cache and a tag is stored with each sector in the cache to identify the main memory sector 

address. However, a complete sector is not transferred to the cache or back to the main memory 

as one unit. Instead, individual blocks are transferred as required. On cache sector miss, the 

required block of the sector is transferred into a specific location within one sector. The sector 

location in the cache is selected and all the other existing blocks in the sector in the cache are 

from a previous sector.  

Sector mapping might be regarded as a fully associative mapping scheme with valid bits, as in 

some microprocessor caches. Each block in the fully associative mapped cache corresponds to a 

sector, and each byte corresponds to a "sector block". 

 

 

The performance of a cache can be quantified in terms of the hit and miss rates, the cost of a hit, 

and the miss penalty, where a cache hit is a memory access that finds data in the cache and a 

cache miss is one that does not. When reading, the cost of a cache hit is roughly the time to 

access an entry in the cache. The miss penalty is the additional cost of replacing a cache line with 

one containing the desired data. 

 

(Access time) = (hit cost) + (miss rate)*(miss penalty) => 

(Fast memory access time) + (miss rate)*(slow memory access time) 

 

Note that the approximation is an underestimate - control costs have been left out. Also note that 

only one word is being loaded from the faster memory while a whole cache block's worth of data 

is being loaded from the slower memory.  

Since the speeds of the actual memory used will be improving ``independently'', most effort in 

cache design is spent on fast control and decreasing the miss rates. We can classify misses into 

three categories, compulsory misses, capacity misses and conflict misses. Compulsory misses are 

when data is loaded into the cache for the first time (e.g. program startup) and are unavoidable. 

Capacity misses are when data is reloaded because the cache is not large enough to hold all the 

data no matter how we organize the data (i.e. even if we changed the hash function and made it 

omniscient). All other misses are conflict misses - there is theoretically enough space in the 

cache to avoid the miss but our fast hash function caused a miss anyway. 

3.3 Memory access patterns 
A memory access is triggered by specific instructions issued by the processor. These instructions 

usually contain actions which require memory store or load operations in order to be 

accomplished. In such cases a piece of data is either required to be fetched from the memory or 

stored in it [28,29].  
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When a memory operation is initiated, the processor needs the location of a specific memory 

address for loading or storing data. In order to obtain it, an address retrieve protocol is put into 

action which utilizes the current memory hierarchy for the search to be more efficient. At the 

beginning the requested address is searched in lower cache level which is closer to the processor. 

That cache is called level one (L1) cache. If the information is found, it is sent back to the 

processor so as to continue its function. If not, the search goes deeper in cache levels, 

specifically in level 2 (L2) and level 3 (L3) cache correspondingly. At any time during this 

search the information is retrieved, further search is prohibited and the processor proceeds in 

using the data fetch. If the cache memory fails to deliver the requested address then the search 

takes place in the main memory which is located further away from the processor. The main 

memory, also known as random access memory (RAM), is significantly slower than cache 

memory. If the search also fails and the requested address is not retrieved in RAM, then it has to 

be search on the hard disc or solid state drive of the system. This comes with performance heavy 

cost as the above devices have vast latency timings compared to a cache memory.  

 

The smallest cell in a cache is known as block. Blocks can contain from 1 to even 256 words. 

Each piece of data is stored in a specific way according to current compiler optimization options. 

Although each compiler tends to introduce or change certain data storage options, there are 

global storage patterns which remain unchanged due to their effectiveness and ease of usage. The 

most common of such patterns is the way arrays and matrixes. Each matrix or vector element is 

always stored sequentially meaning that each element is stored next to its previous one. This 

storage pattern is widely exploited by cache memories as it is the main reason that data locality is 

a widely known phenomenon.   

 

 

 

3.4 Adaptive caches 

An adaptive cache is a cache which is able to resize itself on the fly in order to increase hit rate 

for the current workload [23]. Resizable caches can trade-off capacity for access speed to 

dynamically match the needs of the currently executed code. To do this, the adaptive cache needs 

to maintain some more information than a traditional cache. This information is translated into 

more complex hardware design and comes with a considerable area cost.  

In general there are two types of adaptive cache memories, one which is resizable and other 

which can change its replacement policies. In this study we focus on a cache which can change it 

size rather than one changing its replacement policy. This cache can be configured so that either 

its block size or associativity changes but not it total size, as it is restricted by physical 

characteristics. Although relatively new to the industry, the concept of adaptive cache is still 

under research as experimental prototypes are underway [23,24]. 
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4. New cache design organization 

In today’s microprocessors, the cache architecture is highly optimized for one particular design 

and cannot be changed after fabrication. While allowing efficient implementations in dedicated 

logic, this inflexibility also implies that new techniques cannot be deployed in the field. The best 

cache configuration depends on the application characteristics and design constraints, like 

performance, power consumption or area, which has promoted the diversity of cache 

architectures found in different processors. Since no cache organization satisfies the 

requirements of all applications, a promising approach to this problem is to add reconfiguration 

capabilities to the cache memory. 

In this thesis, we propose one method for dynamic reconfiguration of a properly designed cache 

memory. The reconfigurable cache memory, designed and simulated in C code, bases its 

functionality on our existing cache designs but the new design has 3 different cache modes 

enhancing the previous designs for obtaining resource usage and speed improvement. 

4.1 Cache operation 
 

The cache organization resembles that of standard cache memory as it contains sets, blocks and 

word of data. The very function which diversifies our design from a standard industrial cache is 

the reconfiguration capabilities it presents. Below the data flow of the new design is described 

during a series of cache memory requests from the processing unit. 

In this scenario let us assume that the processor is to execute a load/store instruction which has to 

send or retrieve data from the cache memory. The transaction is fulfilled as normal except for a 

specifically design circuit for snooping the cache instruction and data flow. That circuit collects 

data correlated with the number of hits or misses and the number of blocks evicted from a set due 

to block overcrowding and cache replacing policy. When the number of blocks evicted or the 

number of misses overcome a predefined threshold, the control circuit sends a reconfiguration 

signal to the cache memory.  

Reconfiguration may occur infrequently (e.g., just once at the start of the application) or 

frequently (e.g., at the beginning of certain loops), depending on the characteristics of the 

application and the processor activities for which the adaptive is used. The mechanism to detect 

when to reconfigure can be software or hardware controlled. A software-controlled approach can 

expose the cache status register to the code-generator (user or compiler) which can use 

information about the program behavior to invoke appropriate reconfiguration at the appropriate 

points in the program. Alternatively, a hardware approach could use hardware performance 

monitoring support to automatically decide when and how to change the partitions. 

The event monitor would be used to send a message to the control circuit fabric and the control 

circuit controller on cache events that are configured to be monitored. These messages contain 

the event type such as read hit, read miss, write hit and write miss, along with additional 

information on the details of the event. In our current design, the detailed information includes 

the instruction address (PC), the memory address of the access, the data value (only for a write 
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operation) and the cache set number in a set-associative cache. In most cases, the monitoring 

messages do not affect the main cache controller operation. 

The final issue with the reconfigurable cache organization is the level that is reconfigurable in a 

multi-level cache hierarchy. The cache organization described above does not preclude its 

application to any level. Tradeoffs in terms of the size, granularity, access time, and usage of the 

partitions will determine the level to partition. In figure 9 a schematic shows the functionality of 

the new cache design pointing its core modules and the communication occurring between them. 
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Fig 9. Cache organization 
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4.2 Reconfiguration options 
 

The simulator developed supports a wide range of reconfigurable ache memories sorted by their 

size and associativity. As the user explicitly configures the cache’s initial size, associativity and 

block size, the system saves the data collected and uses them in order to complete the simulation. 

During the runtime the cache is reconfigured any number of times depending on the application 

requirements. Specifically, the cache can be reconfigured as far as associativity and block size is 

concerned. The more cache misses occur the more the simulator tends to reconfigure the cache’s 

associativity, raising the number of blocks contained in a single set, thus lowering the total 

number of sets. On the other hand the more block evictions (due to cache replacement policy and 

block overcrowding) occur, the more the likelihood the simulator will increase the number of 

existing blocks in a single set. In that way, the cache is reconfigurable in two ways: In the 

number of sets and the number of blocks. 

 

4.3 Distributed computing with adaptive cache 
Although the new cache design we proposed works great in a single processor system whether 

this processor supports multithreading or not it is initially meant to exist in a cluster of 

processors called grid. In this cluster, each core of the participating processor utilizes a level one 

cache similar to our design. This would greatly improve the hit rate of the corresponding 

processor resulting in greater system performance as the whole cluster would suffer a cache miss 

less often. As we mentioned in the chapter 1, the most widely used algorithm for task 

compartmentalization in such systems is called MapReduce. We noticed that in the first stages 

during the execution of Mapreduce, when the major tasks are broken into smaller and simpler 

ones, the compiler has complete awareness of the code to be executed in different terminals. 

Exploiting its awareness, the compiler can predict the memory access patterns of the application, 

but not the exact memory addresses that will be used. In this case the compiler can send a signal 

to the cache, informing it whether more sets or more blocks per set are needed. For example, if 

the compiler identifies a matrix or vector multiplication, more sets will be needed soon. On the 

other hand, if a tridiagonal matrix access is identified, then the hardware will be in need of more 

blocks per set. This type of information is easily extracted by the compiled code and can be used 

to further increase the efficiency of our cache. 

We use a signal called “spatial locality” to depict such information flown by the compiler. While 

this signal has zero value, we assume that no predictions are made and the cache works as 

intended. If “spatial locality” has the value of “1” then we assume that the compiler has predicted 

some memory access patterns and we use them to our advantage.  

Depending on the compiler prediction, we initially configure the cache (before the code 

execution begins) either with high associativity or with a relative high number of blocks in each 

set. Configuring the cache with initial high blocks size, enables it to achieve high hit rates when 

data structures with high locality are used (such are arrays and matrices). On the other hand, 

initially configuring the cache with high associativity we increase the hit rate of cache when data 
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structures with more relaxed access patterns (such as lists) are involved. Either way this is an 

initial configuration only as the cache organization can (and probably will) change during the 

code execution. This initial configuration is a decision based on the compiler’s prediction. What 

is more we can also reconfigure each cluster node’s cache exclusively, according to the task that 

this node is about to execute, further improving the whole system’s performance. Above we 

present such an example of Mapreduce and how each node’s cache is configured. In this scenario 

we assume a cluster of 4 nodes, one node responsible for mapping and three nodes responsible 

for the reduce operation. 

In the table above we assume that we have a system of 4 nodes. The node 0 is responsible for the 

map of resources while the nodes 1-3 are responsible for code execution and reduction. 

Moreover we are monitoring the cache behavior of each node except for the node 0. 

Time unit 0: During this period of time the central node (node 0) is compiling and 

compartmentalizing the code of the application, distributing it to the other 3 nodes for execution. 

So, during this period the nodes 1-3 are idle waiting for the node 0 to finish its task. 

Time unit 1: During this time period the central node is making predictions for the memory 

access patterns that will be encountered. At the end of this period each node is informed through 

the “spatial locality” signal and starts configuring its level one cache according to the predictions 

made by the compiler. In this particular case node 1 does not make any initial configurations 

while node 2 increases the associativity of its cache and node 3 increases the number of blocks in 

each set. 

Time unit 2: During this time window the central node is inactive waiting for other nodes to 

execute the distributed code. The other nodes are all in code execution phase while their caches 

work separately from each other, each one gathering data that will enable it reconfigure itself in 

the future. 

Time unit 3: While node 0is still idle, the other nodes continue code execution. Here we can see 

the first cache reconfigurations take place depending on the needs of each code segment. 

Specifically, node one cache increases its associativity and node 3 cache further increases the 

number of block in each set while node 2 cache does not reconfigure itself as its miss threshold is 

not yet surpassed. 

Time unit Node 0 Node 1 Node 1 cache Node 2 Node 2 cache Node 3 Node 3 cache 

0 Mapping Idle Idle Idle Idle Idle Idle 

1 Predicting Idle Default init. Idle Assoc. init. Idle Block init. 

2 Idle Executing Working Executing Working Executing Working 

3 Idle Executing Reconfiguring 

assoc. 

Executing Working Executing Reconfiguring 

block 

4 Idle  Executing Reconfiguring 

block 

Executing Reconfiguring 

assoc. 

Executing  working 

5 Executing Reducing Working Reducing Working Reducing working. 
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Time unit 4: During this period of time node 0 remains idle as the other nodes have not yet 

finished code execution. Moreover node one cache increases the number of blocks in each set 

while node 2 cache is increasing its associativity. Node 3 cache remains as it is as the total 

misses are still lower than the established threshold. 

Time unit 5: In the last time window the nodes 1-3 have executed the distributed code are on the 

reduce phase where all the results are collected and sent back to the central node 0. From this 

point node 0 starts collecting all the results and combining them into one consistent format. After 

the completion of this task, the code is executed and all the results are available. 
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5. Performance 

The designed cache memory was evaluated using different types of benchmarks. We developed 6 

different types of benchmark programs which present similar memory access pattern with big 

data applications. Those patterns include vector multiplication, diagonal matrix access, list 

element access, column based matrix access, matrix multiplication and random access patterns. 

Each benchmark generates 10.000 memory addresses based on its specific pattern and uses them 

to gain access to the designed cache. The total misses and hits are counted in order to correctly 

calculate the delivered performance. 

We provide analytical results based on the hit rates achieved by our new cache design compared 

to those of a same size cache which is not adaptive. Moreover, we also present the performance 

results while the flag “spatial locality” is active.  

 

Vector multiplication. 

In this benchmark we consider two vectors as inputs and one vector as a output. In that way 

10.000 load and store instructions are generated in order to read the elements of the two first 

vectors and to store the result on a third vector which is created. In this scenario an common 

access pattern is implemented, that which each element of a specific vector is the word following 

the previous element, a common technique for storing vectors in the cache memory. Specifically 

the table below depicts the exact pattern by which the addresses are generated. 

Vector A Vector B Vector C (Result) 

Load 0xAF000000 Load 0xAFFF0000 Store 0xAFDD0000 

Load 0xAF000004 Load 0xAFFF0004 Store 0xAFDD0004 

Load 0xAF000008 Load 0xAFFF0008 Store 0xAFDD0008 

Load 0xAF00000C Load 0xAFFF000C Store 0xAFDD000C 

Load 0xAF000010 Load 0xAFFF0010 Store 0xAFDD0010 

This is a very common case in any industrial program, as vector multiplication is an arithmetic 

operation which is commonly used not only in the majority of applications but also in big data 

industry. The results in hit rate per cent are shown in the figure below. 
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Fig 10.Vector multiplication hit rates 

 

List access. 

A list is a data structure widely used in any programming language. It is consisted of several 

nodes stored in different memory locations, but all stored in the data segment of the memory. 

Thus the memory addresses generated are random with an upper and lower threshold which 

cannot be surpassed. Finally we keep in mind that each struct’s size is proportional to the amount 

of elements it contains, so as not to surpass the designated generated memory addresses. In the 

table below a typical address generation for a list is depicted. For this paradigm we presume that 

each struct has 64 bits of data. The results we obtained are shown in the figure 10. 

Generated address 
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Fig 11.List access hit rate 

Tridiagonal matrix access.  

In linear algebra, a tridiagonal matrix is a matrix that has nonzero elements only on the main 

diagonal, the first diagonal below this, and the first diagonal above the main diagonal. 

Tridiagonal matrixes are widely used in memory intensive applications because sparse memory 

libraries (like cs sparse) make many uses of them. Figure 11 shows the hit rates we obtained by 

accessing such a matrix. 

 
Fig 12.  Tridiagonal matrix access hit rate. 
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Column based matrix access. 

In this benchmark we study another, not so common access pattern for matrixes. Although 

consecutive elements are stored in sequential order in a matrix, in some cases developers choose 

to access such elements in a different order than the stored one. This access type is ineffective 

and expensive as far as performance is concerned but in some cases the only solution. Figure 12 

shows the effective performance of such an access pattern. 

  

 
Fig 13.Column based matrix access hit rate. 

Matrix multiplication. 

When matrix multiplication code is executed, two (or more) matrices are accessed element by 

element and the product is store to a third matrix. The memory access pattern is very similar to 

the vector multiplication process. Specifically, in the table below we present a sample memory 

address generation during a multiplication of two 2x2 matrices. 

Matrix A Matrix B Result (matrix C) 

0xAFB00000 0xAFBAA000 0xAFBAAB00 

0xAFB00004 0xAFBAA004 0xAFBAAB04 

0xAFB00008 0xAFBAA008 0xAFBAAB08 

0xAFB0000C 0xAFBAA00C 0xAFBAAB0C 

In the figure 14 we present the performance results in such operation. 
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Fig 14.Matrix multiplication hit rate. 

 

 

 

Random access. 

We also created a random address generation in order to test real time memory accesses after a 

context switch. After a context switch, the new memory access addresses should not correlate 

with previous addresses generated by the previous application and should be nearly random. 

Thus a random generation could closely simulate such a state. The performance results we 

obtained are shown in the figure 15.   

 
Fig 15.Random access hit rate 
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Overall hit rate 

The figure 16 show the overall performance we obtained from the benchmarking process of our 

new cache design. The benchmarks were written in correspondence with the most common 

memory access patterns of big data applications, having in mind the vast volume of the data 

being processed. The figure 16 is the proof we need in order to assume that our cache delivered 

the required performance, while maintaining the functionality needed. 

 
Fig 16.Overall hit rate. 
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6. Future work 

Although this new scheme presented delivers noticeable better performance in big data 

applications, compared to standard static cache memories, there are a lot of research concerns 

and ideas which can be implemented in order to further improve its performance and lower its 

complexity. First of all, this configurable cache is restrained to level one only cache memories. 

This restrain, although tolerable in this project, is not a fully complete solution for a fully 

functional cache memory. Thus, an extension of this simulator can be programmed in order to 

include level 2 and 3 caches. Moreover there could be another extension concerning power 

dissipation. The number of blocks and sets is (according to this implementation) changing in 

conjunction with the performance needed. This can change to include power consumption 

criteria in order to reduce power consumption. What is more, reconfiguration could also be 

achieved in the cache block replace policy, enabling it to change it according to the requirements 

of the executed application. On the whole we can deduce that numerous changes can be done in 

order to improve the existing schema in the direction the researcher wishes. 
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