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Abstract

Petros Le m o n o p o u l o s

Utilizing unstructured data for business intelligence

Nowadays, the volume of data is increasing rapidly. In addition, unstructured data 
comprises the vast majority of data. Accordingly, the large volume of information, 
the highly hectic business environment and the fact that most enterprises cannot uti­
lize the unstructured data pave the avenue for further research. Specifically, our the­
sis examines effective ways to search and derive insights from non-structured data 
in the context of Business Intelligence (BI) for enterprises, especially for Small and 
Medium Enterprises (SMEs). This includes data acquisition, cleansing, formatting, 
text extraction, mining, natural language processing, automatic text summarization 
and sentiment analysis. Moreover, our research focuses on information from var­
ious online platforms and social media such as SEC Edgar database, TripAdvisor, 
YouTube and Hellenic Chamber of Hotels. In particular, our thesis mainly deals 
with text summarization of financial disclosures and web data analysis of Greek 
restaurants from the region of Thessaly. Finally, the purpose of this study is to har­
ness valuable unstructured data from various web sources in order to support the 
modern needs of enterprises.
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Περίληψη

Πέτρος Λεμονόπουλος

Αξιοποίηση αδόμητων δεδομένων για επιχειρηματική ευφυΐα

Σήμερα, ο όγκος των δεδομένων αυξάνεται ραγδαία. Επιπλέον, τα μη δομημένα δεδο­
μένα αποτελούν τη συντριπτική πλειονότητα των δεδομένων. Κατά συνέπεια, ο μεγάλος 
όγκος πληροφοριών, το ιδιαίτερα έντονο επιχειρηματικό περιβάλλον και το γεγονός ότι 
οι περισσότερες επιχειρήσεις δεν μπορούν να χρησιμοποιήσουν τα μη δομημένα δεδομένα 
ανοίγουν το δρόμο για περαιτέρω έρευνα. Ειδικότερα, η διατριβή μας εξετάζει αποτελε­
σματικούς τρόπους αναζήτησης και απόκτησης πληροφοριών από μη δομημένα δεδομένα 
στο πλαίσιο της Επιχειρηματικής Ευφυΐας για επιχειρήσεις, ειδικά για Μικρές και Μεσαίες 
Επιχειρήσεις. Αυτό περιλαμβάνει την απόκτηση δεδομένων, τον καθαρισμό, τη μορφο­
ποίηση, την εξαγωγή κειμένου, την εξόρυξη, την επεξεργασία φυσικής γλώσσας, την 
αυτόματη σύνοψη κειμένου και την ανάλυση συναισθημάτων. Επιπλέον, η έρευνά μας 
εστιάζει σε πληροφορίες από διάφορες διαδικτυακές πλατφόρμες και μέσα κοινωνικής 
δικτύωσης, όπως η βάση δεδομένων SEC Edgar, το TripAdvisor, το YouTube και το 
Ξενοδοχειακό Επιμελητήριο Ελλάδος. Συγκεκριμένα, η διατριβή μας ασχολείται κυρίως 
με την περίληψη κειμένων των οικονομικών γνωστοποιήσεων και την ανάλυση δεδομένων 
ιστού ελληνικών εστιατορίων από την περιοχή της Θεσσαλίας. Τέλος, ο σκοπός αυτής 
της μελέτης είναι να αξιοποιήσει πολύτιμα μη δομημένα δεδομένα από διάφορες πηγές 
Ιστού για να υποστηρίξει τις σύγχρονες ανάγκες των επιχειρήσεων.
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Introduction

Chapter 1

The most frequently used data in Business Intelligence (BI) and machine learning 
tasks are structured data. Specifically, most tasks deal with data which is in tabular 
form in either spreadsheets or relational databases [1] [2]. It is fact that structured 
data offers us some important insights in numerical form. However, nowadays, 
the volume of data is increasing rapidly. Also, most of this data is unstructured 
and comes from social media, websites, comments and financial documents. Con­
sequently, as Paul Hoffman, CTO of Space-Time Insight mentioned "If you want to 
understand people, especially your customers then you have to be able to possess a 
strong capability to analyze text" [3].

Accordingly, the possibility of utilizing unstructured data is significant and nec­
essary in order to support and enhance enterprises, especially Small and Medium 
Enterprises (SMEs). Thus, the first step in exploiting data is to find ways to extract, 
collect, clean and preprocess them so that to extract useful information and conclu­
sions. For this reason, our research presents methods of web crawling and scraping 
data from different web sources such as SEC (Securities and Exchange Commission) 
filings from EDGAR database, TripAdvisor, YouTube and Hellenic Chamber of Ho­
tels. Moreover, our thesis presents Natural Language processing (NLP) methods in 
order to clean and format data and give us the ability to harness them.

Furthermore, automatic text summarization is one of the most challenging fields 
of NLP. The amount of textual insights is often unmanageable by humans. This prob­
lem began to concern researchers as early as 1958, when Hans Peter Luhn published 
a paper titled "The automatic creation of literature abstracts". Since then until today 
there has been a lot of research in this area. For instance, the experimental research 
conducted in 2019 by E. Cardinaels, S. Hollander and B.J. White titled "Automatic 
summarization of earnings releases: attributes and effects on investors' judgments". 
In our thesis, we applied various techniques of text summarization on financial dis­
closures that came from SEC filings in order to extract significant textual informa­
tion.

In addition, another challenging aspect in business intelligence is the utilization 
of customer's feedback from social media and websites. In particular, our thesis ex­
amines TripAdvisor's insights for Greek restaurants. For this purpose, we extract 
both detailed information and customer's reviews for restaurants. Thus, analyzing 
the sentiment of these comments can lead us both to understand the opinion of cus­
tomers and to deeper insights to improve the weaknesses of the enterprise.

In conclusion, the aim of this thesis is to examine effective ways to search, acquire 
and derive non-structured data from various web sources in the context of Business 
Intelligence for enterprises.

The rest of this thesis is organized into two main parts.Specifically, the first part 
includes Chapter 2 and 3. In Chapter 2 we present the required background knowl­
edge about unstructured data for BI, the definition of data management problem for
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enterprises as well as the specification of the basic methods we are going to use in 
order to handle this problem. In Chapter 3, we provide an overview of the previous 
studies related to the subject of this research, while we refer to the top perform­
ing methods identified up to now in the field. On the other hand, the second part 
presents the contribution of our research and consists of Chapters 4, 5, 6, 7 and 8. 
In Chapter 4 we provide web data collection methods for non-structured data from 
various web data sources. Then, data preprocessing and formatting techniques are 
presented in Chapter 5. In addition, Chapter 6 contains automatic text summariza­
tion models for 10-K financial disclosures. Moreover, in Chapter 7, we present data 
visualizations as well as opinion mining techniques from customer reviews of Thes­
saly based restaurants. Finally, in Chapter 8 we make an overall conclusion of the 
thesis and we suggest future research and development prospects.
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Unstructured Data and Business 
Intelligence

Chapter 2

As mentioned in [4] structured data offer quick and achievable insights to businesses 
in numerical form. These data are easily manageable and quickly with algorithms, 
instantaneously turned into stunning data visualizations, and can help guide your 
business decisions with smart predictive insights that they provide. In addition, 
structured data is easier to capture than unstructured data. However, solely captur­
ing and analyzing structured data can only provide you with a small glimpse into 
the world of data. Also, it is true that unstructured data account at least 80% of 
stored information [5].

Unstructured data (or Non-structured information) is data that is not organized 
in a predetermined way or does not have a predetermined data model [6]. Par­
ticularly, unstructured data is commonly text-heavy, but may contain information 
such as dates, numbers, and facts as well. For this reason, this leads to irregularities 
and ambiguities that make it difficult to understand using traditional programs as 
compared to data stored in structured form in databases or annotated (semantically 
tagged) in documents [6].

Figure 2.1 illustrates some features for both structured and unstructured data.

FIGURE 2.1: Structured and Unstructured Data [7]
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As Merrill Lynch claimed in 1998 "unstructured data comprises the vast majority 
of data found in an organization, some estimates run as high as 80 %" [5]. This 
number is generally accepted, but it's unclear what is the source [8]. Additionally, 
there are other sources which support similar or higher percentages of unstructured 
data [6] [7] [9] [10].

According to [11] it is predicted that data will grow to 40 zettabytes by 2020, re­
sulting in a 50-fold growth from the beginning of 2010. More recently, it has been 
claimed that the global volume of data will grow to 163 zettabytes by 2025 and ma­
jority of that will be unstructured [12] [11]. In addition, the magazine "Computer- 
world" argues that unstructured data might account more than 80% of all data in 
organizations [5] [6].

Figure 2.2 illustrates the company data as an iceberg. Particularly, above the wa­
ter is visible only the tip of the mass. The mass above the water represents structured 
data, these data accounts for 20% of all enterprise information. On the other hand, 
unstructured data accounts for 80% and is underneath the surface and constitutes 
the bulk of the iceberg. Also unstructured information is the most underutilized 
resource of a company. Majority of companies focus on mining structured data, be­
cause it is readily visible and accessible. On the contrary, unstructured information 
is a bit trickier on mining [13].

N
2 0 %

........ ....... L
S t r u c t u r e d  Da t a

U n s t r u c t u r e d  Dat a

............................. . P D F S

- ....................... ............ . W O R D  D O C U M E N T S

...................................................  S P R E A D S H E E T S

....................................  P R E S E N T A T I O N S

............................................... S O C I A L  M E D I A  P O S T S

..................................................... B O O K S

FIGURE 2.2: Distribution of a company's data [13].

Therefore, according to [14] as corporate disclosures over time they lengthen 
more and more, it is possible investors with limited attention to find it hard to pro­
cess all of the data [15] [16]. As a result, it is significant to study how summaries help 
or hinder individual investors in making investment-related judgments, policymak­
ers also claim that this issue deem to be relevant [17] [18]. Moreover, the Securities 
and Exchange Commission (SEC) does not offer any guidance on summary size and 
the items that a summary should cover, so it is important to examine how summaries 
affect investors' investment-related judgments [18].

Furthermore, as seen in [14] given the large volume of information and the fact
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that individual investors in most cases are irrational [19] [20], companies often pro­
vide summaries of key disclosures and earnings releases. Nevertheless, they do not 
present a balanced picture of the information disclosed in the underlying document. 
Also, managers may be more optimistic than they should be, selectively highlight 
information that is favorable to the firm [21] [22] [23] [24]. In this context, there 
may be a role for algorithm-based summaries of earnings releases. These algorithms 
utilize statistical heuristics for sentence extraction to summarize large texts without 
human intervention. As a result, automatic summaries have the potential to reduce 
both data overload and bias of managers [14].

Moreover, as mentioned in [4] it is perceived that unstructured information might 
not be well-organized or easy to access, but they provide their key to getting a com­
prehensive answer to the most important business questions. Especially, these ques­
tions can include who your customers are, what customer preferences are, what 
goals and successes your competitors are experiencing, attitudes of top industry 
participants, and so much more. On the other hand, only with structured data, it's 
difficult to ask the right business questions and difficult to find the right answers. 
Also, unstructured data have a crucial role in improving customer experience. Par­
ticularly, firms with the help of unstructured data can come to understand about 
the trends on social media, the opinions of consumers. Consequently, the contri­
bution of unstructured data can improve customer satisfaction rates and Return on 
Investment (ROI). Also, enterprises can innovate with new features according to 
customers and industry needs, because of information about what customers want 
and how current products, services or technologies doesn't satisfy them. Finally, un­
structured data can give valuable insights to enterprises to fill gaps in industry and 
provide services that meet new customer needs [4].

In addition, according to [25] the unstructured data might play an important role 
for Small and Medium Enterprises (SMEs). Specifically, SMEs represent 95% of all 
enterprises, 66% of total employees are employed in SMEs and 55% of the total pro­
duction comes from them [26]. Moreover, recent research shows that the current 
business environment is highly unstable and influenced by modern information, so­
cial media, globalization and employee mobility [27] [28]. In fact, the competition of 
SMEs has increased due to the large number of companies. This results to force SMEs 
to experience more severe challenges in maintaining their existence and expanding 
their business. Also, the majority of SMEs don't have the financial capacity of large 
companies to be supported by financial analysts and managers. Additionally, as 
seen in [25] researchers have been analyzing growth and success factors of SMEs for 
decades in order to support SMEs at improving their competitiveness. Thus, because 
of big data researchers focused on applying data mining techniques to build novel 
risk and growth prediction models. Nevertheless, existing models don't include a 
large number of data types, e.g. financial or operational data [29]. Thus, analyz­
ing unstructured data from SMEs can be very helpful for their viability, growth and 
problem solving.

To sum up, nowadays, as seen in [25] web mining (WM) has emerged as a new 
approach towards obtaining valuable business data. Also, WM gives the opportu­
nity for an automated and large scale collection and analysis of significant informa­
tion from the web such as the national commercial register and websites of enter­
prises. However, WM methods for SMEs support is still scarce. Taking into consid­
eration that as time goes on the amount of data increases, WM provides the ability in 
revealing valuable data hidden in websites and in social media which is valuable for 
building a SME business support model. In particular, our thesis utilizes data from
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10-K Forms, the TripAdvisor, the Hellenic Chamber of Hotels and YouTube. Specif­
ically, the 10-K Form is an annual report required by the SEC [30]. To conclude, the 
purpose of this thesis is the utilization of effective ways to search, acquire and derive 
insights from non-structured data in the context of Business Intelligence mainly for 
SMEs.
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State of the Art

Chapter 3

According to [31] [32] the first research about business intelligence concerned with 
textual unstructured information, rather than numerical data [31]. Specifically, as 
early as 1958, H.P. Luhn and other computer science researchers were particularly 
focused on the extraction and classification of unstructured textual data [31]. Actu­
ally, according to [32] the majority of the available textual information in the SEC 
EDGAR database is weakly structured in technical terms [33] [34] [35] especially 
until 2002 when the usage of markup languages was rarely [36]. Also, a limited 
number of elements with label formatting errors and other inconsistencies results in 
difficulties in accurately identifying and analyzing common text issues in multiple 
filings [34] [37] [38]. Thus, these problems directly affect the ability to automatically 
text data extraction from SEC Submissions [37] [39] [40]. Moreover, the business in­
formation providers offer expensive commercial products (e.g. Academic EDGAR 
and Edgar Pro). Today, it is fact that research in the field of text mining and analysis 
increases [41] [42] [43]. Accordingly, the questions arises as to what specific financial 
statements and disclosures are available to the public free of charge, how to retrieve 
these corporate files and how to decode embedded textual data to be incorporated 
into investment decisions, trading strategies and financial research studies [32] [44].

Nowadays, as mentioned in [32] only a small amount of specific literature is cur­
rently available for extracting textual data from financial statements submitted to the 
SEC and the EDGAR system with the except of [45] [46] [47] [48] [49] [50] [51] [52] 
. Notably, EDGAR is the Electronic Data Gathering, Analysis, and Retrieval system
[53]. Additionally, EDGAR performs automated collection, validation, indexing, ac­
ceptance, and promotion of submissions by enterprises and others who are required 
by law to submit forms to the U.S. Securities and Exchange Commission(SEC) [53]. 
Also, the database contains a large amount of data about the Commission and the 
securities industry which is publicly available via the Internet [53] [54]. This the­
sis, for downloading company filings from the SEC EDGAR database uses a Python 
package named "sec-edgar-downloader" and searches can be conducted either by 
stock ticker or Central Index Key (CIK) [55]. Finally, my research will serve as a 
guide on how to extract financial statements documents from the SEC and how to 
decode the embedded text data provided by the EDGAR system for business and 
research purposes.

According to [14], although the acknowledging that text summary may be useful 
in the area of corporate disclosures, until a few years ago, there has been no system­
atic research on how the summary affects individual investor crisis [56]. However, 
as demonstrated in [14], this research provides data on this significant field in two 
ways. On the one hand, researchers in [14] test the viability of using automated sum­
mary techniques in practice, creating automated summaries of the actual corporate 
earnings circulations and comparing them to management summaries in various di­
mensions. On the other hand, they control the impact of summaries on investors'
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judgments. My research is based on [14] survey, so we utilize algorithms for text 
summarization on 10-K Forms and suggest the use of data from social media for 
more accurate conclusions in the summaries.

Moreover, as mentioned in [25] the bibliography for business development mod­
els started in 1967 and has since been evaluated in various streams related to spe­
cific industries and business sizes. In particular, Lippitt and Schmidt [57] created a 
general growth model for all types of enterprises looking at how personality devel­
opment theories affect the creation, development and maturation of an enterprise. 
Steinmetz [58] dealt with small businesses by qualitatively analyzing their develop­
ment, breaking down the growth curve of small businesses into different stages and 
evaluating the characteristics of each stage. Also, a qualitative research carried out 
by Scott and Bruce [59] proposed a model for small business development which 
supports managers to plan for future development. More specific, the suggested 
model isolates five developmental stages characterized by a unique combination 
of characteristics. As time goes on, small enterprises go through various stages of 
development, this leads to changes in characteristics such as management style, or­
ganizational structure and the use of technology. While stage models are accepted 
by most researchers, however they are criticized in some respects [60]. Specifically, 
empirical surveys conducted only on small sample sizes and clearly defined types 
of enterprises through questionnaire studies and therefore, stage models are special­
ized.

Additionally, according to [25] the web is a popular and interactive medium with 
a large volume of public available data. Particularly, it is a collection of files and 
multimedia information [61]. The abundance of available data on the Web makes it 
a key source of data and enables enterprises to export useful information. Conse­
quently, WM research is growing rapidly as WM has proven to be valuable in both 
the business world and e-commerce [62] [63] [64] [65] [66]. For example, [64] rec­
ommended a system that extracts data from a set of web pages in order to extract 
informative content. Moreover, [65] made an effort to increase sales volume and in­
troduced a system for finding product fame on the Internet to support marketing 
and customer relationship management. As well, [66], with the use of data from 
the top 500 worldwide enterprises, they analyzed how text data from e-commerce 
companies' websites affect commercial success.

On the contrary, as seen in [25] surveys for SME development with WM meth­
ods are very limited. Specifically, the research of [67] focused on the relationship 
between long-term development of SMEs and a web presentation. Additionally,
[62] examined micro-level characteristics and the influence of external relations, gov­
ernmental or academic relations in the development of SMEs. Nevertheless, these 
studies utilize a limited amount of data dealing only with the information available 
on the company's websites and consequently this creates significant research gaps 
and weaknesses. For this reason, further research is needed to analyze and develop 
methods for SMEs in order to exploit the large volume of information from web and 
social media.
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Data Collection

Chapter 4

This chapter focuses on web data collection. Ordinary types of Web data sources are 
blogs, business websites, social media, forums, news websites, governmental sites 
[68]. The present chapter investigates how to collect publicly accessible unstruc­
tured data for enterprises. Also, in my thesis I implemented two basic methods for 
the acquisition of web information. First, web crawling for retrieving publicly avail­
able web documents. Second, Application Programming Interface (API) for web 
data collection. Additionally, it is remarkable that these methods return unstruc­
tured data in the form of web documents such as HTML, XML or XBRL files [68]. 
In conclusion, this chapter presents the process of data collection from SEC filings, 
TripAdvisor, Hellenic Chamber of Hotels and YouTube.

4.1 SEC Filings - 10-K Forms collection

As mentioned in [69] the SEC filing is a formal financial statement submitted to the 
U.S. Securities and Exchange Commission (SEC). Further, public companies, certain 
insiders, and broker-dealers are obliged to make regular SEC filings. These filings 
are used by investors and financial professionals to extract insights about enterprises 
they are evaluating for investment purposes. In SEC's EDGAR database the majority 
of SEC filings are available online.

Additionally, the most frequently SEC forms are the 10-K and the 10-Q. Accord­
ing to [69] these forms are composed of four main sections: The business section, the 
F-pages, the Risk Factors, and the MD&A.

In particular:

• The business section gives an overview of the enterprise.

• The F-pages provide financial statements evaluated by an independent audi­
tor.

• The Risk Factors provide a list the potential risks that exist for the company.

• The MD&A provides a narrative about the financial outcomes of the enter­
prise, also this narrative is accompanied by management's expectations for 
the upcoming year.

The structure of 10-K Forms contains 4 parts and 15 schedules [70]:

• Part 1
Item 1 - "Business"
Item 1A - "Risk Factors"
Item 1B - "Unresolved Staff Comments"
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Item 2 - "Properties"
Item 3 - "Legal Proceedings"
Item 4 - "Mine Safety Disclosures"

• Part 2
Item 5 - "M arket"
Item 6 - "Consolidated Financial Data"
Item 7 - "Management's Discussion and Analysis of Financial Condition and 
Results of Operations"
Item 7A - "Quantitative and Qualitative Disclosures about Market Risks" Item 
8 - "Financial Statements"
Item 9 - "Changes in and Disagreements with Accountants on Accounting and 
Financial Disclosure"
Item 9A- "Controls and Procedures"
Item 9B- "Other Information"

• Part 3
Item 10 -  "Directors, Executive Officers and Corporate Governance"
Item 11 -  "Executive Compensation"
Item 12 -  "Security Ownership of Certain Beneficial Owners and Management 
and Related Stockholder Matters"
Item 13 -  "Certain Relationships and Related Transactions, and Director Inde­
pendence"
Item 14 -  "Principal Accounting Fees and Services"

• Part 4
Item 15 -  "Exhibits, Financial Statement Schedules Signatures"

In my thesis, I utilize the "sec-edgar-downloader" python package to collect 10- 
K Forms. From the downloaded 10-K Forms we extract, preprocess and summarize 
Item 1A, Item 7 and Item 7A. In addition, after contacting Mr. Eddy Cardinaels, he 
sent us the data used in the paper "Automatic summarization of earnings releases: 
attributes and effects on investors' judgments".

More details for items 1A, 7 and 7A:
Item 1A - "Risk Factors" "Includes information about the most significant risks 

that apply to the company or to its securities. Companies generally list the risk 
factors in order of their importance. In practice, this section focuses on the risks 
themselves, not how the company addresses those risks. Some risks may be true 
for the entire economy, some may apply only to the company's industry sector or 
geographic region, and some may be unique to the company" [70].

Item 7 - "Management's Discussion and Analysis of Financial Condition and 
Results of Operations" "Gives the company's perspective on the business results of 
the past financial year. This section, known as the MD&A for short, allows company 
management to tell its story in its own words. The MD&A presents: The company's 
operations and financial results, including information about the company's liquid­
ity and capital resources and any known trends or uncertainties that could materially 
affect the company's results. This section may also discuss management's views of 
key business risks and what it is doing to address them" [70].



4.2. Web Data Source "TripAdvisor.com" 11

Item 7A - "Quantitative and Qualitative Disclosures about Market Risk" "Re­
quires information about the company's exposure to market risk, such as interest 
rate risk, foreign currency exchange risk, commodity price risk or equity price risk. 
The company may discuss how it manages its market risk exposures" [70].

My system returns 10-K Forms as raw text version, this text is a SEC document 
as XML Technical Specification. Thus, it is necessary to process these files with text 
mining techniques in order to extract useful information.

4.2 Web Data Source "TripAdvisor.com"

TripAdvisor, according to [71] is the world's largest travel platform, that serves 463 
million travelers each month for their trip. TripAdvisor founded in early 2000, nowa­
days covers more than 860 million reviews and opinions of 8.7 million accommoda­
tions, restaurants, experiences, airlines and cruises and is available in 49 markets and 
28 languages. Specifically, users can post reviews and opinions for hotels, restau­
rants and attractions. In addition, they have the chance to add multimedia elements 
like photos and videos, travel maps of previous trips and take part in discussion fo­
rums. Further, this platform gives the opportunity to tourists to rate restaurants 
in a 5-star marking system from four separate criteria: food, service, value and 
atmosphere. Also, these four aspects have a crucial role to consumers' restaurant 
decision-making [72] [68].

In my thesis I collect information about Greek restaurants in Thessaly. Specifi­
cally, to collect information from TripAdvisor I used Python's library BeautifulSoup 
to extract the web links from restaurants [73] and Python's library urllib2 which is 
used to access the detailed data from restaurants [74]. My crawler deployed to col­
lect detailed information about every restaurant.

Notably, the collected data is stored in Excel files and includes records of 591 
Thessaly's restaurants, which covers the majority of restaurants enterprise from the 
area of Larissa, Volos, Trikala and Karditsa. In particular, the collected data con­
sist of insights about the restaurant's name, location, street, cuisine type, number 
of Cuisines, price category, low price(Price-l), high price(Price-2), ranking, number 
of reviews, total ratings, ratings of the four criteria(food, service, value and atmo­
sphere) and url of restaurant on TripAdvisor. In fact, these insights are extracted 
using methods from Python's library BeautifulSoup and urllib2.

In conclusion, in addition to the data mentioned above for each restaurant, we 
also created a system for collecting and storing reviews published by customers of 
restaurants.

Figure 4.1 presents an example of a restaurant on the publicly accessible and 
viewable TripAdvisor website [68].
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Restaurant name

Rating, reviews, 
price, cuisine, 
location

Rating details

Rating category

Specialities of the 
restaurant

FIGURE 4.1: Restaurant's details on TripAdvisor [68]

4.3 Web Data Source "Hellenic Chamber of Hotels"

According to [75] the "Hellenic Chamber of Hotels" has operated since 1935 as a 
Legal Entity of Public Law. Additionally, it is the institutional consultant of the 
Government as far as tourism and hospitality issues are concerned. Moreover, its 
members are, by law, all the hotels and camping sites of Greece.

In addition, as mentioned in [76] the administration of "Hellenic Chamber of 
Hotels" belongs to an Administrative Council of elected representatives of hotels 
and camping sites as well as of representatives of the State. Also, it is a member of 
the Confederation of National Associations of Hotels, Restaurants and Cafeterias of 
EU member-states (HOTREC). As well, the Chamber's membership is about 10.000 
and classical hotels are the most numerous. It is remarkable that the highest number 
of hotels-members are in Crete, followed by Macedonia and Central Greece regions.

In my research, I follow a similar approach as described for the TripAdvisor's 
data collection using BeautifulSoup and urllib2 libraries. However, despite the sim­
ilarity of data collection methods the website structure of "Hellenic Chamber of Ho­
tels" is significantly different from the one of TripAdvisor. For this reason, I devel­
oped a separate system to collect data about all Greek hotels. Specifically, I stored 
the data of the Hotels in csv files. These files contain information about hotels across 
the country and are broken down by geographical region. These regions are Attica, 
Central Greece, Central Macedonia, Crete, Eastern Macedonia and Thrace, Ioanian 
Islands, Ipeiros, Northen Aegean, Pelloponissos, Southern Aegean, Thessalia, West­
ern Greece, Western Macedonia. Finally, the collected data provides insights about 
hotel's name, distance from hospital, stars of hotel, website url, e-mail, phone num­
ber, phone number 2, alternate phone number, community, city, address and zip 
code.
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Figure 4.2 presents an example of a hotel in "Hellenic Chamber of Hotels" plat­
form.

Information Distances

Website: www.agiakyriaki.gr 

E-Mail: iDfo@agiakyriaki.gr

Phone Number: 6978771831 

Phone Number 2:2423091112  

Alternate Phone Number: 2423091112 

Community: TRIKERI 

City: Aghia Kyriaki

Address: Αγια Κυριακή, Ν ότιο  Πήλιο 

Zip Code: 370 09

Airport: 110 km  

Port: 0.15 km 
Town: 80 km 

Seach: 0.05 km 
Hospital: 40 km

Distances appear as stated by the hotel

|  Google

F IGURE 4.2: Hotel's details example [77]

4.4 Web Data Source "YouTube"

A very important source of knowledge and public opinion, wouldn't be something 
else than Youtube. As mentioned in [78] YouTube is an American online video­
sharing platform which has its registered office in San Bruno, California. Particu­
larly, YouTube enables users to upload, view, rate, share, add to playlists, report, 
comment on videos, and subscribe to other users. Nowdays, Youtube provides a 
massive volume of different forms of unstructured data. It succesfully combines 
video, audio but also text data. Huge amount of text data can be found in the com­
ments of each video. These comments often express some kind of feedback or criti- 
sism about the video or its content that it attempts to issue. Based on this realization 
I decided to create a script API based on the official Youtube API. Using this app, 
after entering the necessary credentials needed, I enter the Youtube video's search 
identifier (Which is basically the title of video(s) I want to search for) from which I 
want to extract the comments , and the number of videos, the Youtube search en­
gine extracted, based on their popularity. Finally, I collect the comments and save 
them into a file. Except from the raw text of each comment I also hold its number of 
replies, likes and also the title of the video where the comment came from.

http://www.agiakyriaki.gr
mailto:iDfo@agiakyriaki.gr
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Chapter 5

Data Preprocessing

This chapter focuses on the techniques used to extract useful insights from the un­
structured SEC documents, especially in 10-K Forms. More specifically, because of 
SEC document syntax preprocessing techniques need to be applied before conven­
tional Natural Language Preprocessing (NLP) methods can be employed. Therefore, 
at first I process the characteristics of SEC documents, followed by common methods 
such as regular expressions(regex), BeautifulSoup and NLP to find useful financial 
information in 10-K Forms. In particular, I extract text from Items 1A, 7, and 7A of 
10-K Forms. Consequently, I describe common text mining techniques which pre­
pare the data for oncoming machine learning tasks and text summarization.

5.1 SEC Document Preprocessing

In general, web documents are very heterogeneous and differ in several ways, for 
instance the format in which the document is displayed, the type of information 
it contains, the extent to which it is structured and whether it contains metadata 
[68]. In addition, according to [79] a web document can be divided into three levels. 
Specifically, these layers are content, structure and layout. The content related to 
the actual insights of a document such as the form of textual, numerical or visual 
data. Additionally, structure refers to the organization of the document, i.e. the 
links, paragraphs, headings and elements of visual communication such as lists or 
tables. Finally, layout describes the style and visual representation of the document 
and includes the size, position, color and font of the structural part. Further, web 
documents might contain metadata that supplies insights about the document itself 
[68].

In my thesis I applied regex and BeautifulSoup to find useful financial insights 
in 10-K Forms. In fact, I extracted text from Items 1A, 7, and 7A of 10-K Form. At 
first I used regex to find the 10-K Section from the SEC document. Also, I identify 
patterns of Items 1A, 7, and 7A of a 10-K document.

As shown in Figure 5.1 the items are pretty messy and they contain HTML tags, 
unicode characters, etc.
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1 item_la_raw[0:1000]
' >Ifcem lA.</fontx/divx/tdxtd style="vertical-align: top; "xdiv style=wline-height :·Ϊ20%;text-align: justify; f ont-siz 
e : 9pt; "xfont 3tyle— "font—family:Helvetica, 3ans-3erif ;fant—3ize : 9pt; font-weight :bald; ">Risk Factors</font></divx/td> 
</tr></tableXdiv style—"line-height: 120%/padding-top: 8px; text-align: jU3tif y; font-size : 9pt; "xfont 3tyle—"font—famil 
y :Helvetica,sans—3erif;font-size:Opt;”>The following discussion of risk factors contains forward-looking statements. 
These risk factors may be important to understanding other statements in this Form 10—K. The following information sh 
ould be read in conjunction with Part II, ItemS#160;7, &#8220/Management5#8217;s Discussion and Analysis of Financial 
Condition and Results of 0perations£#8221; and the consolidated financial statements and related notes in Part II, It 
em5#16Q;8, &#8220;Financial Statements and Supplementary Datafi#8221; of this Form 10-K.</fontx/div><div style="line- 
height: 120%,"padding-top: 16px; text—align: justify; font-3ize: 9pt; " x f  "

FIGURE 5.1: Raw data of Item 1A

Thus, it is necessary to clean these data before we can do Natural Language Pro­
cessing. As a result, this means we need to remove all HTML tags and unicode 
characters. For this reason, I used 'lxml' BeautifulSoup's parser to remove html tags 
and see the content of items 1A, 7 and 7A. Thus, the combination of regex and Beau- 
tifulSoup lead us to extracting and scraping content from 10-K documents of SEC 
filings.

Figure 5.2 shows an example of Item 1A content after cleaning.

>Item 1A.

Ri3k Factors

The following discussion of risk factors contains forward-looking statements. These risk factors may be important t 
o understanding other statements in this Form 10-K. The following information should be read in conjunction with Pa 
rt II, Item 7, "Management's Discussion and Analy3i3 of Financial Condition and Re3ult3 of Operations" and the con3 
olidated financial statements and related notes in Part II, Item S, "Financial Statements and Supplementary Data" o 
f this Form 10-K.

The business, financial condition and operating results of the Company can be affected by a number of factors, whet 
her currently known or unknown, including but not limited to those described below, any one or more of which could, 
directly or indirectly, cause the Company's actual financial condition and operating results to vary materially fro 
m past, or from anticipated future, financial condition and operating results. Any of these factors, in whole or in 
part, could materially and adversely affect the Company's business, financial condition, operating results and stoc 
k price.

F IGURE 5.2: Content of Item 1A

5.2 Natural Language Preprocessing

As mentioned in previous chapters, unstructured data accounts for about 80%, and 
the majority of this data exists in the textual form which is a highly unstructured 
format [80] . For this reason, Text Analysis methods are necessary in order to produce 
meaningful insights from the text. Particularly, the process of deriving meaningful 
insights from natural language text called Text Mining.

More specifically, we used NLP which deals with human languages and is a part 
of computer science and artificial intelligence [80]. In fact, NLP is a component of 
text mining that performs a special kind of linguistic analysis that essentially helps 
a machine "read" text [80]. Further, NLP uses a different methodology to decipher 
the ambiguities in human language. These methods are automatic summarization, 
disambiguation and natural language understanding and recognition.

5.2.1 Main steps in NLP pipeline

The main steps that appear in the NLP pipeline include:
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Natural Language Toolkit (NLTK) library
At first it is necessary to install the NLTK library. This library provides an easy 

to use interface and a toolkit for building Python programs to work with human 
language information [80] [81].

Tokenization
As mentioned in [80] tokenization is the process of breaking strings into tokens 

which in turn are small structures or units. Also, tokenization includes three steps: 
(a) breaking a complex sentence into words, (b) understanding the importance of 
each word with respect to the sentence and (c) producing structural description on 
an input sentence.

Stemming
"Stemming usually refers to normalizing words into its base form or root form" 

[80]. Figure 5.3 gives an example of stemming with words waited, waiting and waits. 
As seen from these words the root word is "wait". Further, there are two methods 
in Stemming. First, Porter Stemming which removes common morphological and 
inflectional endings from words. Second, Lancaster Stemming which is a more ag­
gressive stemming algorithm [80].

FIGURE 5.3: Stemming example [80]

Lemmatization
Lemmatization is the method of converting a word to its base form. However, 

the difference between stemming and lemmatization is that lemmatization reflects 
on the context and converts the word to its meaningful base form. On the contrary, 
stemming just removes the last few characters, often leading to incorrect meanings 
and spelling errors. For instance, lemmatization would correctly identify the base 
form of "caring" to "care" while stemming would remove the 'ing' part and convert 
it to car. Finally, lemmatization can be used in python by applying Wordnet Lem- 
matizer, Spacy Lemmatizer, TextBlob, Stanford Core NLP [80].

Stop Words
"Stopwords" are the most usual words in a language (e.g. "the", "a ", "at", "for", 

"above", "on", "is", "all"). In fact, these words do not lead to any meaning and 
are commonly removed from texts. So, we remove these "stopwords" using the nltk 
library [80].
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5.2.2 Word embeddings for Text

A s m e n tio n e d  earlier, N L P  is  a  p ro ce ss  o f a n a ly sis  a n d  in te ra c tio n  w ith  h u m a n  la n ­
g u a g e , in  o rd er to  e x tra c t u se fu l in s ig h ts  su ch  as  se n tim e n t or to  su m m a riz e  th e 
d o cu m en t. In  p a rticu la r, a cco rd in g  to  [8 2 ], w o rd  e m b e d d in g s  are  a  ty p e  o f w o rd  
re p re se n ta tio n  th a t a llo w s w o rd s  w ith  s im ila r m e a n in g  to  h a v e  a  s im ila r  re p re se n ­
ta tio n . M o re  sp e c ific , th e se  te ch n iq u e s  m a p p in g  w o rd s  a n d  se n te n ce s  to  v e c to rs  o f 
rea l n u m b e rs  a n d  th e  b a s ic  id e a  is  th a t th e  m o re  s im ila r  se n te n ce s  are , th e  c lo se r  th e 
v e c to rs  are. In  s im p le  w o rd s , w o rd  e m b e d d in g s  are  te ch n iq u e s  b y  w h ic h  w e  ca n  
u n d e rs ta n d  w h e th e r  th e  se n te n ce s  a n d  w o rd s  h a v e  s im ila r  m ea n in g .

T h e n  I w ill m e n tio n  th ree  o f th e se  m e th o d s  th a t I h a v e  u se d  in  m y  th e sis :

1. TF-IDF

A s m e n tio n e d  in  [8 3 ] "T f-id f s ta n d s fo r  te rm  fre q u e n cy -in v e rse  d o cu m e n t fre ­
qu en cy , a n d  th e  tf- id f w e ig h t is  a  w e ig h t o ften  u se d  in  in fo rm a tio n  re tr ie v a l 
a n d  te x t m in in g . T h is  w e ig h t is  a  s ta tis tica l m e a su re  u se d  to  e v a lu a te  h o w  
im p o rta n t a  w o rd  is  to  a  d o cu m e n t in  a  c o lle c tio n  or co rp u s. T h e  im p o rta n ce  
in cre a se s  p ro p o rtio n a lly  to  th e  n u m b e r  o f tim e s  a  w o rd  a p p e a rs  in  th e  d o cu ­
m e n t b u t  is  o ffse t b y  th e  fre q u e n cy  o f th e  w o rd  in  th e  co rp u s". In  a d d itio n , 
se a rch  e n g in e s  o fte n  u tiliz e  th is  te ch n iq u e  as  a  to o l in  sco rin g  a n d  ra n k in g  a 
d o c u m e n t's  re le v a n ce  g iv e n  a  u se r  q u e ry  [8 3 ] . A lso , T f-id f ca n  b e  su cc e ss fu lly  
u se d  fo r  s to p w o rd s  filte r in g , te x t su m m a riz a tio n  a n d  c la ss ifica tio n  [8 3 ] .

Term frequency (TF) sh o w s u s  h o w  fre q u e n tly  a  w o rd  a p p e a rs  in  a  d o cu m en t. 
In  fa c t, it is  th e  n u m b e r  o f tim e s  th e  te rm  o ccu rs  in  a  d o cu m e n t d iv id e d  b y  
th e  to ta l n u m b e r  o f w o rd s  in  th a t d o cu m en t. A s  a  re su lt, T F  in cre a se s  as th e 
n u m b e r  o f a p p e a ra n ce s  o f th a t te rm  w ith in  th e  d o cu m e n t in cre a se s  [8 4 ] .

TF(term)
N u m b e r  o f tim e s  te rm  a p p e a rs  in  a  d o cu m e n t 

T otal n u m b e r  o f ite m s in  th e  d o cu m e n t
(5.1)

Inverse Data Frequency (IDF) p re se n t th e  im p o rta n ce  o f a  te rm  in  th e  d o cu ­
m e n t. S p ecifica lly , th e  ra re r  th e  te rm , th e  g re a te r  its  ID F  v a lu e . It is  tru e  th a t 
so m e  sto p w o rd s  (e.g . "th e", " is" , "a ", "are") are  c o m m o n ly  u se d  in  d o cu m e n ts , 
so  th e y  h a v e  h ig h  sco re  in  TF. T h e re fo re , in  o rd er to  w e ig h  d o w n  th e  fre q u e n t 
w o rd s  it is  n e e d e d  to  co m p u te  ID F  [8 3 ] [8 5 ] .

IDF (term) =  lo g
T o ta l n u m b e r  o f d o cu m e n ts  

N u m b e r  o f d o cu m e n ts  w ith  te rm  in  it
(5.2)

T F -ID F  is  th e  co m b in a tio n  o f th e  a b o v e  tw o  ty p e s , so  th e  sco re  (w ) fo r  a  w o rd  
in  a  d o cu m e n t is :

TFIDF(term) =  TF(term) *  IDF (term) (5.3)

2. Bag-of-Words

T h e  b a g -o f-w o rd s  m o d e l is  an  a lg o r ith m  w h ic h  is  u se d  in  N L P  a n d  in fo rm a tio n  
re tr ie v a l (IR ) [8 6 ] . In  p a rticu la r , th is  te ch n iq u e  re p re se n ts  th e  d o cu m e n t as  a 
"b ag " o f w o rd s  w ith o u t ca r in g  a b o u t g ra m m a r or s tru ctu re  o f w o rd s. In  o th er 
w o rd s , th is  m o d e l is  in te rs te d  o n ly  a b o u t w h e th e r  k n o w n  w o rd s  a p p e a r in  th e 
tex t. A lso , th is  m o d e l is  c o m m o n ly  u se d  in  c la ss ifica tio n  m e th o d s  [8 7 ] .
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As mentioned in [88] the bag-of-words model includes two basic steps:

Step 1
A vocabulary of known words: In this step the model collects all the words 
that occurs in document and creates a vocabulary with unique words of docu­
ments.

For instance, if we have the following documents:
D1: He is a lazy boy. She is also lazy.
D2: Smith is a lazy person.

These documents create a unique vocabulary (whithout stopwords)

('He', 'She', 'lazy', 'boy', 'Smith', 'person')

Step 2
Measuring of the presence of known words. In our case the length of words 
in vocabulary is six and the number of documents is two. Therefore, we will 
create a matrix of size 2 X 6 .  Each document is represented by a row and the 
cells of row give us the amount of the word appearances.

He She lazy boy Smith person
D1 1 1 2 i 0 0
D2 0 0 1 0 1 1

F IGURE 5.4: Bag-of-Words matrix [88]

3. GloVe
According to [89] GloVe is an unsupervised learning algorithm for obtaining 
vector representations for words. Especially, training is carried out on aggre­
gated global word-word co-occurrence statistics from a document, and the re­
sulting representations show interesting linear substructures of the word vec­
tor space.
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Chapter 6

Text Summarization

As mentioned in [90] summaries are the most efficient way of reducing the length of 
a document. Particularly, in books, abstracts is a way of representing the condensed 
form of the document. However, according to the literature summary of a docu­
ment is a reduced and precise, representation of the text which seeks to convey the 
exact idea of its content [90]. More specific, automatic summarization is generated 
by software or an algorithm and is a process of generating a concise and meaning­
ful summary of text from multiple text resources such as books, news articles, blog 
posts, research papers, emails, and tweets. In fact, Automatic Text Summarization is 
one of the most significant and interesting problems in the field of NLP [85].

Nowadays, due to the availability of huge amounts of textual data, automatic 
text summarization systems are necessary [85]. Also, the most of this huge amount 
of data are documents in non-structured format. Therefore, processing documents 
is a challenging task [90]. In conclusion, the plethora of data, the lack of manpower 
and the time that is required to interpret the insights gives to Automatic Text Sum­
marization methods a crucial role in business intelligence.

In general, there are two types of Automatic Text Summarization techniques: (a) 
abstractive summarization and (b) extractive summarization.

Abstractive summarization: Abstractive methods select words based on seman­
tic understanding. Also, some words may not even appear in the source documents. 
In addition, it aims at producing important material in a new way. Thus, they in­
terpret and examine the text using advanced natural language techniques in order 
to generate an entirely new summary that conveys the most significant insights 
from the original text [91]. However, due to advanced automatic summarization 
techniques abstraction-based summarization has not been widely developed. In 
fact, only a few abstract summarization systems have been created and is almost 
unattainable to develop a genuine automatic text understanding [90] [92].

Extractive summarization: Extractive Summarization: Extractive methods based 
on selecting several parts of text like phrases and sentences and stack them together 
to make a summary. Thus, identifying the most important sentences for summa­
rization is crucial in an extractive method [85]. Specifically, the basic idea is to first 
separate the document into sentences. Then, the algorithm evaluates the sentences 
using statistical methods and extracts the sentences with the highest scores. So, the 
algorithm utilizes the most significant points to create the summary [92].

There are several algorithms and techniques that are used to evaluate the sen­
tences and rank them based on significance and similarity among each other. In my 
thesis, I focused on the extractive summarization technique and I have developed 
seven algorithms that I used to generate the automatic summaries for the Items 1A, 
7 and 7A of 10-K Forms. These algorithms are Luhns Heuristic Method, SumBasic, 
LexRank, Latent Semantic Analysis, KLSum, Edmundson Heuristic and TextRank. 
In the following paragraphs I provide an analysis of how each algorithm works.
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6.1 Luhns Heuristic Method

Luhn algorithm is one of the first text summarization algorithms was published in 
1958 by Hans Peter Luhn, working at IBM research [92]. In particular, this algo­
rithm is based on TF-IDF technique, that generates a summary from given words. 
According to [93] there are two main phases for its implementation:

1. Defining the words that are most important to the meaning of the text. This is 
achieved with doing a frequency analysis and finding words which are impor­
tant, but not stopwords.

2. Finding out the most ordinary words in the text, and then take a subset of those 
that are not stopwords, but are still significant. This process consists of three 
steps: (a) Transforming the content of sentences into a mathematical expres­
sion or vector and measuring the value of sentence, (b) Evaluating sentences 
using sentence scoring technique, specifically,

S (Number of meaningful words)2 ( 6 1)
(Span of meaningful words)

and (c) selection of sentences with the highest overall rankings.

In Figure 6.1 is displayed an example of a sentence with ten words and four of 
the words are important. As we can observe, the span of meaningful words is six. 
Therefore, the score of sentence is given by the equation:

S co re  =  42/6 =  2.7 (6.2)

SENTENCE

Γ
SIGNIFICANT WORDS

ALL WORDS

"\

J

FIGURE 6.1: Sentence example [93]

6.2 SumBasic

The SumBasic algorithm was developed in 2005 and relies only on word probability 
to calculate significance. More specifically, SumBasic first computes the probability 
of each content-word p ( w { ) by simply counting its frequency in the document set. 
Then, the average of the probabilities of the words in a sentence computes the weight 
of a sentence. Subsequently, SumBasic selects the best scoring sentence that contains 
the word that currently has the highest probability. Accordingly, the selection loop 
is repeated until the specified summary length is achieved. Furthermore, SumBasic 
updates probabilities of the words in the selected sentence by squaring them, in 
order to avoid the likelihood of a word appearance twice in a summary [92] [94] 
[95].
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6.3 Latent Semantic Analysis

Document term 
matrix

Singular value 
decomposition

'Topic Encoded 
. Data

Fig. LSA processing

LSA Dictionary

Encoding matrix

F IGURE 6.2: LSA processing[96]

According to [96] Latent Semantic Analysis (LSA) is an unsupervised method 
along with the usage of NLP. Notably, is an Algebraic-Statistical method which ex­
tracts semantic structures of words and sentences like features that cannot be directly 
mentioned. Also, these characteristics are essential to data, but are not original char­
acteristics of the dataset.

Particularly, the LSA has three main stages:

1. Creation of input matrix: The input text is represented as a matrix to perform 
calculations on it. So, the algorithm generates a text term matrix. Additionally, 
the cells are used to represent the significance of words in sentences. Also, 
there are some different methods that can be used for filling out the cell values. 
These methods are: (a) Frequency of word, (b) Binary representation, (c) TF- 
IDF, (d) Log entropy and (e) Root type [96]. 2

2. Singular Value decomposition (SVD): In this step we perform the decompo­
sition of singular value on the generated document term matrix. Specifically, 
SVD is an algebraic method that can model relationships among words, phrases 
and sentences. Also, the main idea of SVD is that the document term matrix 
can be represented as points in Euclidean space known as vectors. Thus, these 
vectors are used to show the sentences in this space. However, having the 
capability of modelling relationships among sentences, SVD has the helps to 
improve accuracy as well as noise reduction [96].
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FIGURE 6.3: Euclidean plane[96]

3. Sentence Selection: there are several algorithms to select important sentences. 
In the above figure we see Topic method to extract concepts from the SVD 
calculations and are called topics of the input document [96].

6.4 KLSum

The KLSum algorithm (Kullback-Lieber (KL) Sum algorithm) as mentioned in [92] 
selects a set of sentences from the source text, D, thus the distribution of words in 
the selected sentences, S, is as close as possible to distribution of words in document 
D. Also, the algorithm introduces the following criteria for selecting a summary S 
from given document D:

S* =  m i n ( K L ( P D ||PS)) (6.3)

S : w o r d s ( S )  <  L  (6.4)

where Ps  (Pd  ) is the empirical unigram distribution of candidate summary S 
(document D). To measure similarity across the word distributions, PS and PD, the 
Kullback-Lieber (KL) divergence measure is used. Finally, as mentioned in [97] the 
definition of KL is:

n p ·
K L ( P ,  Q) =  Σ [Pi * log p ]

i=1 qi
(6.5)

6.5 Edmundson Heuristic

According to [98] Edmundson Heuristic Method for text summarization named af­
ter its creator Harold Edmundson in 1969, when he developed his text summariza­
tion method. Especially, this algorithm suggests the use of a subjectively weighted 
combination of features unlike traditionally used feature weights generated using a 
corpus. As mentioned in this method there are some features which are more im­
portant for the summarization. Edmundson considered these features such as Cue 
Words (C) and Document structure (S) (i.e. headlines, titles, sub-titles etc.) as "bonus 
words". In total, before 1969 there were two already known features Position (P) and
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Word frequency (F) and two new from Edmundson Cue Words (C) Document struc­
ture (S).

For scroing, these 4 features we consider:

S co re  =  (w 1 * P) +  (w2 * F) +  (w3 * C) +  (w4 * S)

Moreover, there are four sub-methods for weighing the words and sentences. 
These methods are Cue method, Key method, Title method, Location method.

Sue -T i t l a  -LccftT- tor.
I--------- 1-------—I

Ouf-JiBj-Tit1—----11--------1
LosAtion|-------------------------- 1

Cut
I 1 -- -I

n t ui— —i
KtT-------- 1---------1

M itt I----- ■-----1
I h— t— I----1 P 1—( f— I— p .1 - t <— η 1-— I— <---- 1­
0 10 So to  i *  60 70 SO 90

Fig. Mean 
Correlation 
scores of 
the
methods

^ Fjirttnt 
1 0 0

FIGURE 6.4: Mean Correlation scores of the methods[99]

6.6 LexRank

LexRank is an unsupervised graph based method for automatic text summarization. 
This method is based on the logic of the PageRank algorithm. In fact, PageRank is 
used to calculate rank of web pages and is used by search engines such as Google 
[100]. More specific, according to [101] the scoring of sentences is done using the 
graph method. Also, LexRank for sentence significance computing is based on the 
concept of eigen vector centrality in a graph representation of sentences. Thereafter, 
a  sentence node is ranked according to its similarity with other nodes. Particularly, 
Si is represented as a set of words:

Si =  wi, w2, · · · w|s.| (6.6)

Thus, the similarity between two sentences Si and Sj is defined as:

S i m ( S i ,  S j )
|wk : w k G S i Λ w k G Sj | 

log (|Si |) +  log (|Sj |)
(6.7)

Moreover, the connectivity matrix is based on intra-sentence cosine similarity 
which is used as the vicinity matrix of the graph representation of sentences. In 
other words, the algorithm finds the relative significance of all words in a text and 
selects the sentences which contain the most of those high-scoring words. Then, the 
N highest ranked sentences are selected for the summary, where N is the number of 
sentences we defined for the summary [92].

The following Figure(6.5) presents the graphical approach, which is based on 
Eigen vector centrality. As we can observe sentences are placed at the vertices of the
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graphs and the weight on the Edges are calculated using cosine similarity metric. 
Also, in the following figure Si are the sentences at the vertices respectively and Wij 
are weights on the edges [101].

FIGURE 6.5: LexRank graphical approach [101]

6.7 TextRank

In Addition, a similar algorithm with LexRank is the TextRank. In particular,TextRank 
is an extractive and unsupervised text summarization technique [85].

Figure 6.6 give us the way in which this algorithm works.

F IGURE 6.6: TextRank processing[85]

As mentrioned in [85], we can observe the main stages of the TextRank algorithm
are:

1. Combination of texts that are contained in the documents.

2. Extraction of sentences from text, namely splitting the text into sentences.

3. Vector representation for each sentence.

4. Similarities of vectors are then calculated and create a matrix.

5. A Graph is created from the similarity matrix. Specifically, the sentences rep­
resented as nodes and the similarity scores on the edges between two nodes 
is calculated with a Similarity function such as Cosine Similarity or Jaccard 
Similarity.
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6. At the end, scores of sentences are sorted in a descending order and the top N 
ranked sentences are selected to create the summary.

6.8 Conclusion

To sum up, according to [92], LexRank technique constitutes the most remarkable 
algorithm in relation to the other algorithms. In addition, LexRank produces sum­
maries that are consistently rated as equal or superior to management summaries. 
This result is demonstrated through the experiment they performed to evaluate au­
tomated summary algorithms in relation to managers' summaries. It is fact that the 
management summaries are prone to bias and often have a positive and strategic 
tone. In contrast, automatic summaries are objective and may lead investors to safer 
judgments.





29

Web Data Analysis

Chapter 7

In this chapter I present methods in order to analyze data from TripAdvisor. Specifi­
cally, in paragraph 7 .11 provide data visualizations and basic features of my dataset. 
Then, paragraph 7.2 contains sentiment analysis models for reviews of customers 
and word frequency analysis.

7.1 Data Visualizations

It is a fact that in order to make my dataset more understandable it is important 
to create data visualizations. Our TripAdvisor dataset contains insights from 591 
Thessaly restaurants region of Greece. Particularly, these data come from Larissa, 
Volos, Trikala and Karditsa. The pictures below give us answers to questions, such 
as, how the restaurants are distributed in each area, what cuisines do these restau­
rants represent, what are the average restaurant ratings, and what is the average cost 
of restaurants in Thessaly. As a result, these visualizations make the understanding 
of the dataset clearer and help us to continue in further analysis of the data.

Location of Restaurants
In total I have collected 591 restaurants from Thessaly. Therefore, the restaurants 

come from four different cities of Thessaly, Larissa, Volos, Trikala and Karditsa as 
the following figure presents.

P e rcentage  of re stau ran ts p re sen t  in tha t  location

FIGURE 7.1: Percentage of restaurants present in that location
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Cuisines
In general, as we can perceive in these restaurants the Greek cuisine excels in 

comparison to other cuisines.

F IGURE 7.2: Top 10 cuisines in Thessaly

Ratings
As we observe most restaurants are rated almost excellent from customers.

FIGURE 7.3: Average rating for restaurants
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Average cost
The following plot presents average costs of restaurants grouped into categories. 

The cost depends on restaurant type, dishes and cuisine.

7.2 Sentiment Analysis

This paragraph provides various techniques for sentiment analysis and word fre­
quency analysis in comments of customers. By Applying these methods I predict 
whether a comment is positive or negative. I also compare the different techniques 
with each other in order to use the most effective one. Sentiment analysis is a neces­
sary and very useful tool for any enterprise. Especially, restaurant owners can use it 
to develop their strategies and to understand customers' feelings [102].

7.2.1 Machine Learning models

In my thesis in order to analyze comments from restaurants in TripAdvisor, I ap­
plied supervised machine learning algorithms. In particular, supervised learning is 
the machine learning task of learning a function that maps an input (x) to an output 
(Y) based on example input-output pairs [103]. The basic concept is to approach the 
mapping function in order to predict the output variables (Y) well, utilizing input 
data (x) [88]. Also, these algorithms are learning from the training dataset. There­
fore, it is understood that this procedure looks like a teacher who supervises the 
process. Further, the algorithm is trained by making predictions on data to which 
we know the answers and thus is corrected by the teacher [88].

Supervised learning methods can be used for both regression and classification 
problems. More specifically, classification belongs to the problems which the output 
variable is a category, such as "w hite" or "black" or in our case "Positive" or "Neg­
ative". On the other hand, in regression belongs the problems which the output 
variable is a real value, such as "dollars" or "weight" [88].



32 Chapter 7. Web Data Analysis

In my case I will examine the classification problems, because I have to classify 
my results as "Positive" or "Negative". Particularly, my dataset consists of comments 
posted by people who visited the restaurants. Thus, I split my dataset into train­
ing and test-set and I used features from Bag-of-Words and TF-IDF for my machine 
learning models. Moreover, I applied two different models: (a) Logistic Regression 
and (b) Decision Trees.

Figure 7.5 give us the basic metrics of confusion matrix i.e. Precision, Recall, 
Accuracy.

Actual

FIGURE 7.5: Precision-Recall-Accuracy metrics[88]

However, in my case I used F1 Score in order to examine the machine learning 
models. I selected F1 Score because as Figure 7.6 shown, my dataset is extremely 
imbalanced, as it has a high percentage of positive reviews.

F1 Score
Percision * Recall 
Percision + Recall (7.1)

Dataset GroundTruth

FIGURE 7.6: Percentage of positive and negative comments

As is evident from the above plot, my dataset is quite imbalanced. As we see my 
dataset has 91.3% of "Positive" comments and 8.7% of "Negative". In particular, the 
comments which have ratings with a higher score than 3 of 5 bubbles are "Positive" 
and the others are "Negative". So, because the data is quite imbalanced I will use F1 
score, to examine the performance of methods, instead of accuracy. Also, because
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the positive comments are much more than the negative ones, it is possible to come 
across a large number of false positives. Therefore, F1 score will be more reliable in 
terms of Accuracy metric.

FIGURE 7.7: Supervised models vs Score

1 2 3 4

Model LogisticRegression(Bag-of-Words) DecisionTree(Bag-of-Words) LogisticRegression(TF-IDF) DecisionTree(TF-IDF)

F1_Score 0.731707 0641509 0 590909 0.71875

FIGURE 7.8: Supervised models score

As we observe, I tested the two algorithms for both Bag-of-Words and TF-IDF 
techniques. As a result, the best possible method from both Logistic Regression and 
Decision Trees is Logistic Regression using Bag-of-Words features.

7.2.2 Vader sentiment analysis

The way TripAdvisor comments are structured poses serious challenges for success­
fully analyzing the sentiment of the comments. A fairly successful tool for sentiment 
analysis in texts coming from social media is VADER (Valence Aware Dictionary and 
sEntiment Reasoner). More specific, VADER is a lexicon and rule-based sentiment 
analysis tool. This tool uses a list of lexical features which are classified according to 
their semantic orientation as either positive or negative [3]. Also, it is significant that 
this tool not only informs us whether a comment is positive or negative but shows 
us how positive or negative it is. In addition, other benefits of VADER are its accu­
racy on social media type text, the non-requirement of training data, the speed and 
the flexibility [3] [104].

In my research I used the Compound score of VADER. Especially, according to 
[102] the Compound score is a metric that calculates the sum of all the lexicon rat­
ings which have been normalized between -1(most extreme negative) and +1 (most 
extreme positive). To sum up, as it seems in the following figure this method gives 
us 93% accuracy.

In [58]: 1 print (accuracy_score (restaurantDf[' Ground! ruth' ], restaurantDf [' corr.p_score']) )

0.93365384€1538462

FIGURE 7.9: Vader accuracy
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7.2.3 Word frequency Analysis

In this paragraph I calculate word frequency in order to present the most important 
positive and negative unigrams and bigrams. Hence, I calculate mutual information 
(MI) and pointwise mutual information (PMI) to better understand the correlations 
between the words. In this way, enterprises can identify what are the complaints of 
customers or what restaurant customers like best.

More specifically in this paragraph I will examine 3 methods: (a) word frequency, 
(b) mutual information (MI) and (c) pointwise mutual information (PMI).

The mutual information (MI) is also named as information gain and is a metric 
that gives us information about the presence or absence of a word. More specifically, 
this metric shows us how independent a pair of words is. Also MI is based on PMI, 
but MI examines the average of all possible events [105] [106].

On the other hand, the Pointwise mutual information (PMI) is a metric that ex­
amines single events. More specific, I use PMI in order to find out when a couple 
of words are independent or are a single expression. For instance, in the expression 
"social media" both the words can have independent meaning, but, when they are 
together, they express a different meaning. From the above it is understood that this 
aspect of NLP is very challenging. Thus, PMI is called upon to face this challenge 
quantifying the probability of two words coexisting, taking into account the fact that 
it can be caused by the frequency of individual words [107]. Therefore, the algorithm 
calculates the (log) probability of coexistence as follows:

PM1 <* ' b) = log ( w ( b) )  <7-2>

Consequently, from the above formula it follows that when 'a ' and 'b ' are inde­
pendent the ratio equals 1 and the log equals 0 [107].

The following figures give the results obtained for (a) word frequency, (b) mutual 
information (MI) and (c) pointwise mutual information (PMI).

The nc3t fraqnentiy c
Word Count

0 lari^sa 140
1 ana zing 97
2 3alad 77
3 3U3t 72
4 recommended 61

cooked 61
6 definitely 52
7 visited 51
8 highly 4S
Cr helioful 40

FIGURE 7.10: Top 10 words in positive reviews
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The n o 3 t  f r e a u e n t l y
Word C o u n t

0 t a b l e 17
1 v i 3 i t e d 15
2 i n f o r m e d 14
2 a v a i l a b l e 14
4 s a l a a 3 11

c r u i t e 10
g w e n t 10
7 don g

3 p l a c e s g
g lo w g

FIGURE 7.11: Top 10 words in negative reviews

The most frequently occured top 10 bigrams in pc3
Word C ount

0 fresh ingredients 33
1 highly recommended 33
2 vegetarian options 15
3 make feel 15
4 day3 ago 13

places laris3a 12
£ trip advisor 12
7 amazing totally 11
8 just winebar 11
9 don hesitate 10

ive reviews

FIGURE 7.12: Top 10 bigrams in positive reviews

The most frequently occured top
Word C o u n t

0 table available 14
1 engli3h communication 7
2 speak english 7
3 deserved resort 7
4 immediately informed 7
ς visited friday 7
6 mainly watery 7
7 friday late 7
8 joint students 7
c satisfaction low 7

in negative reviews

FIGURE 7.13: Top 10 bigrams in negative reviews

35
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mainly 0019147 

half 0.019147 

gives 0.019147 

available 0.017446 

informed 0 016959 

offer 0 016890 

table 0.016840 

great 0 015808 

friendly 0 014277 

exhausting 0.013900

FIGURE 7.14: Mutual Information unigram

Mutual Information - Bigram

Out 169]
Ml Score

half dishes 0 019147

greeted door 0 016717

deserved restaurant 0.016717

exhausting offer 0.016717

far higher 0 016717

hard exhausting 0 016717

table available 0.016717

soon informed 0 016717

staff speak 0 013900

quality ingredients 0 013900

F IGURE 7.15: Mutual Information bigram
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FIGURE 7.17: Top 20 PMI negative words
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Chapter 8

Discussion

8.1 Synopsis

Nowadays, firms are called to manage a huge amount of insights every day regard­
ing the sales, customers, products, services that the enterprises deliver. The majority 
of these insights are unstructured data. This thesis displays how to utilize unstruc­
tured data for Business Intelligence. In particular, I describe the methods and tools 
necessary to collect, preprocess non-structured data from SEC filings, TripAdvisor's 
restaurants, YouTube and "Hellenic Chamber of Hotels". It is remarkable that the 
various web data sources give us the advantage to cover a wide range of business 
factors. Also, this thesis presents text mining components that perform data extrac­
tion, tools and processes such as NLP and Word Embeddings. Finally, my research 
includes methods of automatic text summarization of documents, data visualiza­
tions and sentiment analysis of TripAdvisor's comments.

Moreover, automatic summarization of financial documents is a useful tool in 
various fields. Our research gives seven different algorithms for automatic text sum­
marization. Further, it is fact that management summaries have a bias to be more 
optimistic for the underlying documents they summarize and often leads investors 
to false judgments. As mentioned in [14] automatic summaries, especially those 
which are generated by LexRank can reduce this bias without sacrificing usefulness. 
Also, experiments show that automatic summaries have less bias and give to in­
vestors the confidence for safer decisions [14]. These benefits are due to the fact that 
automatic summaries are based on sentence extraction from text. Lastly, if we take 
into account that the volume of business data is constantly increasing to the point 
that it is often unmanageable by humans, automatic text summarization becomes a 
realistic solution that gives us significant points of business insights [14].

Furthermore, another important aspect of our research is web data analysis. 
More specific, I collected useful information from TripAdvisor's restaurants from 
the region of Thessaly. These insights such as comments, ranking, ratings etc. are 
related to customer relationships, so they are very important for restaurants. Fur­
ther, sentiment analysis that applied to comments is a great method for restaurants 
to have a customer feedback about their satisfaction or the complaints. Accordingly, 
I applied algorithms to classify the comments into two categories, positive and neg­
ative. At first I used Logistic Regression and Decision Trees as traditional machine 
learning methods and then I used VADER which is a lexicon and rule-based senti­
ment analysis tool. Eventually, VADER proved to be superior to the other methods, 
with 93% accuracy.



40 Chapter 8. Discussion

8.2 Research limitations and development prospects

My thesis is subject to limitations, which pave avenues for future research in un­
structured data for BI. First, future research in automatic summarization can exam­
ine specialized summaries for other types of documents such emails, reviews, MDA 
disclosures as well as other files i.e. make summarization of audio or video. Addi­
tionally, future study could investigate text summarization using RNN or the utility 
of abstractive summarization, which requires advanced NLP methods with seman­
tic interpretation. In fact, automatic summaries could give the ability to enterprises 
to reduce the processing time and search costs in order to identify and manage the 
most important insights [14].

In addition, further research could investigate other web data sources. Particu­
larly, could examine data from audio, image or video files. Also, future study could 
explore and preprocess insights from other platforms and social media like Face- 
book, Twitter, Instagram with the goal to enlarge the input information. In this way 
as well as by testing new methods of machine learning and by utilizing all the fea­
tures, further research might achieve more accurate and safe results for firms.

Finally, my thesis is limited to examining non-financial data such as text, com­
ments and reviews from customers. Therefore, further research could harness finan­
cial data of enterprises such as growth of revenues, profits and assets etc. in order 
to combine both non-financial and financial data. As a result, the combination of the 
above could create a complete BI system that could support enterprises. Lastly, data 
constantly increases, the research develops and matures, opening new horizons and 
giving the opportunity for creating useful and intelligent tools.
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Appendix A

Automatic summaries - 
implementations and results

This Appendix presents automatic text summary techniques. In particular, every 
section initially includes code implementation and then text summary result. In my 
case, the original text that I use for summary is an Apple's 10-K Form with acces­
sion number 0000320193-18-000145. So, summaries that are contained in subsections 
A.1.2, A.2.2, A.3.2, A.4.2, A.5.2, A.6.2, A.7.2 and A.8.2 are generated from 10-K Form 
that you can find online on: https://www.sec.gov/Archives/edgar/data/320193/ 
000032019318000145/a10-k20189292018.htm. More specifically, I have cleaned and 
extracted this SEC document and I have selected Item 1A for summarization. Sec­
tion A.1 contains implementation of TextRank using Glove word embedding and 
the corresponding summary result. Lastly, the rest sections A.1 until A.8 includes 
quick implementations of summarization methods Luhn, SumBasic, LexRank, LSA, 
KL-Sum, Edmundson and TextRank, utilizing "sumy" python library, as well as the 
corresponding summaries resulting from these methods.

In conclusion, according to [92] LexRank technique constitutes the most remark­
able algorithm in relation to the other algorithms. However, my personal assess­
ment is that the most efficient algorithms are TextRank with sumy and LexRank 
with sumy.

A.1 TextRank implementation with Glove

A.1.1 Code

item_1a = item_1a_content.get_text() 
sentences = []
sentences = sent_tokenize(item_1a) 
sentences

# remove punctuations, numbers and special characters 
clean_sentences = pd.Series(sentences).str.replace("[~a-zA-Z]", " ") 
print(clean_sentences)
# make alphabets lowercase
clean_sentences = [s.lower() for s in clean_sentences]

# Extract word vectors 
word_embeddings = {}
f = open(’C:\\Users\\glove.6B\\glove.6B.100d.txt’, encoding=’utf-8’) 
for line in f:

values = line.split()

https://www.sec.gov/Archives/edgar/data/320193/000032019318000145/a10-k20189292018.htm
https://www.sec.gov/Archives/edgar/data/320193/000032019318000145/a10-k20189292018.htm
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word = values[0]
coefs = np.asarray(values[1:], dtype=’float32’) 
word_embeddings[word] = coefs 

f.close()

sentence_vectors = [] 
for i in clean_sentences: 

if len(i) != 0:
v = sum([word_embeddings.get(w, np.zeros((100,))) 
for w in i.split()])/(len(i.split())+0.001) 

else:
v = np.zeros((100,)) 

sentence_vectors.append(v)

# similarity matrix
sim_mat = np.zeros([len(sentences), len(sentences)])

for i in range(len(sentences)):
for j in range(len(sentences)): 

if i != j:
sim_mat[i][j] =
cosine_similarity(sentence_vectors[i].reshape(1,10 
0), sentence_vectors[j].reshape(1,100)) [0,0]

import networkx as nx

nx_graph = nx.from_numpy_array(sim_mat) 
scores = nx.pagerank(nx_graph)

ranked_sentences = sorted(((scores[i],s) for i,s in 
enumerate(sentences)), reverse=True)

# Specify number of sentences to form the summary 
sn = 12

# Generate summary 
for i in range(sn):

print(ranked_sentences[i][1])

A.1.2 Summary

Any such costs, which may rise in the future as a result of changes in these laws and 
regulations or in their interpretation, could individually or in the aggregate make the 
Company's products and services less attractive to the Company's customers, delay 
the introduction of new products in one or more regions, or cause the Company to 
change or limit its business practices.

Quality problems could also adversely affect the experience for users of the Com­
pany's products and services, and result in harm to the Company's reputation, loss 
of competitive advantage, poor market acceptance, reduced demand for products 
and services, delay in new product and services introductions and lost revenue.The 
Company relies on access to third-party digital content, which may not be available
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to the Company on commercially reasonable terms or at all.The Company contracts 
with numerous third parties to offer their digital content to customers.

Such an incident could, among other things, impair the Company's ability to at­
tract and retain customers for its products and services, impact the Company's stock 
price, materially damage supplier relationships, and expose the Company to litiga­
tion or government investigations, which could result in penalties, fines or judg­
ments against the Company.Although malicious attacks perpetrated to gain access 
to confidential information, including PII, affect many companies across various in­
dustries, the Company is at a relatively greater risk of being targeted because of 
its high profile and the value of the confidential information it creates, owns, man­
ages, stores and processes.The Company has implemented systems and processes 
intended to secure its information technology systems and prevent unauthorized 
access to or loss of sensitive data, including through the use of encryption and au­
thentication technologies.

While the Company has procedures to monitor and limit exposure to credit risk 
on its trade and vendor non-trade receivables, as well as long-term prepayments, 
there can be no assurance such procedures will effectively limit its credit risk and 
avoid losses.The Company could be subject to changes in its tax rates, the adop­
tion of new U.S. or international tax legislation or exposure to additional tax liabili- 
ties.The Company is subject to taxes in the U.S. and numerous foreign jurisdictions, 
including Ireland, where a number of the Company's subsidiaries are organized.

Because the Company relies on single or limited sources for the supply and man­
ufacture of many critical components, a business interruption affecting such sources 
would exacerbate any negative consequences to the Company.Apple Inc. | 2018 
Form 10-K | 15The Company's operations are also subject to the risks of industrial 
accidents at its suppliers and contract manufacturers.

The success of new product and service introductions depends on a number of 
factors including, but not limited to, timely and successful development, market ac­
ceptance, the Company's ability to manage the risks associated with new product 
production ramp-up issues, the availability of application software for new prod­
ucts, the effective management of purchase commitments and inventory levels in 
line with anticipated product demand, the availability of products in appropriate 
quantities and at expected costs to meet anticipated demand and the risk that new 
products and services may have quality or other defects or deficiencies.

In addition, certain countries have passed or may propose and adopt legislation 
that would force the Company to license its digital rights management, which could 
lessen the protection of content and subject it to piracy and also could negatively 
affect arrangements with the Company's content providers.The Company's future 
performance depends in part on support from third-party software developers.The 
Company believes decisions by customers to purchase its hardware products de­
pend in part on the availability of third-party software applications and services.

To help protect customers and the Company, the Company monitors its services 
and systems for unusual activity and may freeze accounts under suspicious circum­
stances, which, among other things, may result in the delay or loss of customer or­
ders or impede customer access to the Company's products and services.In addition 
to the risks relating to general confidential information described above, the Com­
pany may also be subject to specific obligations relating to health data and payment 
card data.

If developers reduce their use of these platforms to distribute their applications 
and offer in-app purchases to customers, then the volume of sales, and the commis­
sion that the Company earns on those sales, would decrease.The Company relies on
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access to third-party intellectual property, which may not be available to the Com­
pany on commercially reasonable terms or at all.Many of the Company's products 
include third-party intellectual property, which requires licenses from those third 
parties.

In addition, manufacturing or logistics in these locations or transit to final desti­
nations may be disrupted for a variety of reasons including, but not limited to, nat­
ural and man-made disasters, information technology system failures, commercial 
disputes, military actions, economic, business, labor, environmental, public health 
or political issues, or international trade disputes.Apple Inc. | 2018 Form 10-K | 
10The Company has invested in manufacturing process equipment, much of which 
is held at certain of its outsourcing partners, and has made prepayments to certain 
of its suppliers associated with long-term supply agreements.

The Company could also experience a significant increase in payment card trans­
action costs or lose the ability to process payment cards if it fails to follow payment 
card industry data security standards, which would materially adversely affect the 
Company's reputation, financial condition and operating results.While the Com­
pany maintains insurance coverage that is intended to address certain aspects of 
data security risks, such insurance coverage may be insufficient to cover all losses 
or all types of claims that may arise.The Company's business is subject to a variety 
of U.S. and international laws, rules, policies and other obligations regarding data 
protection.The Company is subject to federal, state and international laws relating 
to the collection, use, retention, security and transfer of PII.

Further, such an outcome could result in significant compensatory, punitive or 
trebled monetary damages, disgorgement of revenue or profits, remedial corporate 
measures or injunctive relief against the Company that could materially adversely 
affect its financial condition and operating results.While the Company maintains 
insurance coverage for certain types of claims, such insurance coverage may be in­
sufficient to cover all losses or all types of claims that may arise.Apple Inc. | 2018 
Form 10-K | 12The Company is subject to laws and regulations worldwide, changes 
to which could increase the Company's costs and individually or in the aggregate 
adversely affect the Company's business.The Company is subject to laws and regu­
lations affecting its domestic and international operations in a number of areas.

A.2 Luhn's summary

A.2.1 Code

#Luhn
from sumy.summarizers.luhn import LuhnSummarizer
# For Strings
parser=PlaintextParser.from_string(filtered_item_1a,Tokenizer("english"))
# Using Luhn
summarizer = LuhnSummarizer()
#Summarize the document with 12 sentences 
summary = summarizer(parser.document,12)

for sentence in summary: 
print(sentence)
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A.2.2 Summary

The following information read conjunction Part II, Item 7, "Management's Discus­
sion Analysis Financial Condition Results Operations" consolidated financial state­
ments related notes Part II, Item 8, "Financial Statements Supplementary Data" Form 
10-K.The business, financial condition operating results Company affected number 
factors, currently known unknown, including limited described below, could, di­
rectly indirectly, cause Company's actual financial condition operating results vary 
materially past, anticipated future, financial condition operating results.

Any factors, part, materially adversely affect Company's business, financial con­
dition, operating results stock price.Because following factors, factors affecting Com­
pany's financial condition operating results, past financial performance considered 
reliable indicator future performance, investors use historical trends anticipate re­
sults trends future periods.Global regional economic conditions materially adversely 
affect Company's business, results operations, financial condition growth.The Com­
pany international operations sales outside U.S. representing majority Company's 
total net sales.

These economic factors materially adversely affect Company's business, results 
operations, financial condition growth.Global markets Company's products services 
highly competitive subject rapid technological change, Company unable compete ef­
fectively markets.The Company's products services offered highly competitive global 
markets characterized aggressive price competition resulting downward pressure 
gross margins, frequent introduction new products services, short product life cy­
cles, evolving industry standards, continual improvement product price/performance 
characteristics, rapid adoption technological advancements competitors price sensi­
tivity consumers businesses.The Company's ability compete successfully depends 
heavily ability ensure continuing timely introduction innovative new products, ser­
vices technologies marketplace.

There assurance Company able continue provide products services compete ef- 
fectively.To remain competitive stimulate customer demand, Company successfully 
manage frequent introductions transitions products services.Due highly volatile com­
petitive nature industries Company competes, Company continually introduce new 
products, services technologies, enhance existing products services, effectively stim­
ulate customer demand new upgraded products services successfully manage tran­
sition new upgraded products services.

The success new product service introductions depends number factors includ­
ing, limited to, timely successful development, market acceptance, Company's abil­
ity manage risks associated new product production ramp-up issues, availability 
application software new products, effective management purchase commitments 
inventory levels line anticipated product demand, availability products appropri­
ate quantities expected costs meet anticipated demand risk new products services 
quality defects deficiencies.

While arrangements help ensure supply components finished goods, outsourc­
ing partners suppliers experience severe financial problems disruptions business, 
continued supply reduced terminated recoverability manufacturing process equip­
ment prepayments negatively impacted.The Company's products services affected 
time time design manufacturing defects materially adversely affect Company's busi­
ness result harm Company's reputation.The Company offers complex hardware soft­
ware products services affected design manufacturing defects.

These U.S. foreign laws regulations affect Company's activities areas includ­
ing, limited to, labor, advertising, digital content, consumer protection, real estate,
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billing, e-commerce, promotions, quality services, telecommunications, mobile com­
munications media, television, intellectual property ownership infringement, tax, 
import export requirements, anti-corruption, foreign exchange controls cash repatri­
ation restrictions, data privacy data localization requirements, anti-competition, en­
vironmental, health safety.By way example, laws regulations related mobile commu­
nications media devices jurisdictions Company operates extensive subject change.

Other factors include, limited to, Company's ability manage costs associated re­
tail store construction operation; manage relationships existing retail partners; man­
age costs associated fluctuations value retail inventory; obtain renew leases quality 
retail locations reasonable cost.Apple Inc. | 2018 Form 10-K | 13Investment new 
business strategies acquisitions disrupt Company's ongoing business present risks 
originally contemplated.The Company invested, future invest, new business strate­
gies acquisitions.

Such incident could, things, impair Company's ability attract retain customers 
products services, impact Company's stock price, materially damage supplier re­
lationships, expose Company litigation government investigations, result penalties, 
fines judgments Company.Although malicious attacks perpetrated gain access confi­
dential information, including PII, affect companies industries, Company relatively 
greater risk targeted high profile value confidential information creates, owns, man­
ages, stores processes.The Company implemented systems processes intended se­
cure information technology systems prevent unauthorized access loss sensitive data, 
including use encryption authentication technologies.

The Company experience significant increase payment card transaction costs 
lose ability process payment cards fails follow payment card industry data security 
standards, materially adversely affect Company's reputation, financial condition op­
erating results.While Company maintains insurance coverage intended address cer­
tain aspects data security risks, insurance coverage insufficient cover losses types 
claims arise.The Company's business subject variety U.S. international laws, rules, 
policies obligations data protection.The Company subject federal, state international 
laws relating collection, use, retention, security transfer PII.

Experienced personnel technology industry high demand competition talents in­
tense, especially Silicon Valley, Company's key personnel located.The Company's 
business impacted political events, international trade disputes, war, terrorism, nat­
ural disasters, public health issues, industrial accidents business interruptions.Political 
events, international trade disputes, war, terrorism, natural disasters, public health 
issues, industrial accidents business interruptions harm disrupt international com­
merce global economy, material adverse effect Company customers, suppliers, con­
tract manufacturers, logistics providers, distributors, cellular network carriers chan­
nel partners.International trade disputes result tariffs protectionist measures adversely 
affect Company's business.

Therefore, Company realized significant losses cash, cash equivalents marketable 
securities, future fluctuations value result significant realized losses material adverse 
impact Company's financial condition operating results.The Company exposed credit 
risk trade accounts receivable, vendor non-trade receivables prepayments related 
long-term supply agreements, risk heightened periods economic conditions worsen.The 
Company distributes products third-party cellular network carriers, wholesalers, re­
tailers resellers.
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A.3 SumBasic summary

A.3.1 Code

from sumy.summarizers.sum_basic import SumBasicSummarizer

parser=PlaintextParser.from_string(filtered_item_1a,Tokenizer("english")) 
summarizer_sum_basic = SumBasicSummarizer() 
summary_sum_basic =summarizer_sum_basic(parser.document,12) 
for sentence in summary_sum_basic: 

print(sentence)

A.3.2 Summary

These risk factors important understanding statements Form 10-K.
Many components, including available multiple sources, times subject industry­

wide shortages significant commodity pricing fluctuations materially adversely af­
fect Company's financial condition operating results.

A significant concentration manufacturing currently performed small number 
outsourcing partners, single locations.

Other content owners, providers distributors seek limit Company's access to, 
increase cost of, content.

There assurance third-party developers continue develop maintain software ap­
plications services Company's products.

Such changes include, others, restrictions production, manufacture, distribution 
use devices, locking devices carrier's network, mandating use devices carrier's net­
work.

Compliance applicable U.S. foreign laws regulations, import export requirements, 
anti-corruption laws, tax laws, foreign exchange controls cash repatriation restric­
tions, data privacy data localization requirements, environmental laws, labor laws 
anti-competition regulations, increases costs business foreign jurisdictions.

The Company exposed credit collectibility risk trade receivables customers cer­
tain international markets.

Tariffs Company's products expensive customers, Company's products compet­
itive reduce consumer demand.

Additionally, new product introductions significantly impact net sales, product 
costs operating expenses.

The Company believes stock price reflect expectations future growth profitabil­
ity.

In addition, Company prepayments associated long-term supply agreements se­
cure supply inventory components.

A.4 LexRank summary

A.4.1 Code

#LexRank

from sumy.summarizers.lex_rank import LexRankSummarizer

parser=PlaintextParser.from_string(filtered_item_1a,Tokenizer("english"))
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summarizer = LexRankSummarizer()
#Summarize the document with 12 sentences 
summary = summarizer(parser.document,12) 
for sentence in summary: 

print(sentence)

A.4.2 Summary

Any factors, part, materially adversely affect Company's business, financial condi­
tion, operating results stock price.Because following factors, factors affecting Com­
pany's financial condition operating results, past financial performance considered 
reliable indicator future performance, investors use historical trends anticipate re­
sults trends future periods.Global regional economic conditions materially adversely 
affect Company's business, results operations, financial condition growth.The Com­
pany international operations sales outside U.S. representing majority Company's 
total net sales.

In addition adverse impact demand Company's products, uncertainty about, de­
cline in, global regional economic conditions significant impact Company's suppli­
ers, contract manufacturers, logistics providers, distributors, cellular network carri­
ers channel partners.

The success new product service introductions depends number factors includ­
ing, limited to, timely successful development, market acceptance, Company's abil­
ity manage risks associated new product production ramp-up issues, availability 
application software new products, effective management purchase commitments 
inventory levels line anticipated product demand, availability products appropri­
ate quantities expected costs meet anticipated demand risk new products services 
quality defects deficiencies.

In addition, manufacturing logistics locations transit final destinations disrupted 
variety reasons including, limited to, natural man-made disasters, information tech­
nology failures, commercial disputes, military actions, economic, business, labor, 
environmental, public health political issues, international trade disputes.Apple Inc.
| 2018 Form 10-K | 10The Company invested manufacturing process equipment, 

held certain outsourcing partners, prepayments certain suppliers associated long­
term supply agreements.

While arrangements help ensure supply components finished goods, outsourc­
ing partners suppliers experience severe financial problems disruptions business, 
continued supply reduced terminated recoverability manufacturing process equip­
ment prepayments negatively impacted.The Company's products services affected 
time time design manufacturing defects materially adversely affect Company's busi­
ness result harm Company's reputation.The Company offers complex hardware soft­
ware products services affected design manufacturing defects.

Quality problems adversely affect experience users Company's products ser­
vices, result harm Company's reputation, loss competitive advantage, poor market 
acceptance, reduced demand products services, delay new product services intro­
ductions lost revenue.The Company relies access third-party digital content, avail­
able Company commercially reasonable terms all.The Company contracts numerous 
parties offer digital content customers.

Failure obtain right third-party digital content available, content available com­
mercially reasonable terms, material adverse impact Company's financial condition
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operating results.Some third-party digital content providers require Company pro­
vide digital rights management security solutions.

There assurance third-party developers continue develop maintain software ap­
plications services Company's products.

If developers reduce use platforms distribute applications offer in-app purchases 
customers, volume sales, commission Company earns sales, decrease.The Company 
relies access third-party intellectual property, available Company commercially rea­
sonable terms all.Many Company's products include third-party intellectual prop­
erty, requires licenses parties.

Compliance applicable U.S. foreign laws regulations, import export requirements, 
anti-corruption laws, tax laws, foreign exchange controls cash repatriation restric­
tions, data privacy data localization requirements, environmental laws, labor laws 
anti-competition regulations, increases costs business foreign jurisdictions.

Violations laws regulations materially adversely affect Company's brand, inter­
national growth efforts business.The Company significantly affected risks associated 
international activities including, limited to, economic labor conditions, increased 
duties, taxes costs, political instability international trade disputes.

Gross margins Company's products foreign countries, products include compo­
nents obtained foreign suppliers, materially adversely affected international trade 
regulations, including duties, tariffs antidumping penalties.

A.5 LSA summary

A.5.1 Code

## LSA
from sumy.summarizers.lsa import LsaSummarizer

parser=PlaintextParser.from_string(filtered_item_1a,Tokenizer("english")) 
summarizer_lsa = LsaSummarizer() 
summary_lsa =summarizer_lsa(parser.document,12) 
for sentence in summary_lsa: 

print(sentence)

A.5.2 Summary

The Company believes unique designs develops nearly entire solution products, in­
cluding hardware, operating system, numerous software applications related ser­
vices.

The Company faces substantial competition markets companies significant tech­
nical, marketing, distribution resources, established hardware, software digital con­
tent supplier relationships.

Many components, including available multiple sources, times subject industry­
wide shortages significant commodity pricing fluctuations materially adversely af­
fect Company's financial condition operating results.

Component suppliers suffer poor financial conditions, lead business failure sup­
plier consolidation particular industry, limiting Company's ability obtain sufficient 
quantities components commercially reasonable terms.

In addition, manufacturing logistics locations transit final destinations disrupted 
variety reasons including, limited to, natural man-made disasters, information tech­
nology failures, commercial disputes, military actions, economic, business, labor,
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environmental, public health political issues, international trade disputes.Apple Inc.
I 2018 Form 10-K | 10The Company invested manufacturing process equipment, 

held certain outsourcing partners, prepayments certain suppliers associated long­
term supply agreements.

For example, technology patent-holding companies frequently assert patents seek 
royalties enter litigation based allegations patent infringement violations intellectual 
property rights.

The plaintiffs actions frequently seek injunctions substantial damages.Regardless 
merit particular claims, litigation expensive, time consuming, disruptive Company's 
operations distracting management.

These U.S. foreign laws regulations affect Company's activities areas includ­
ing, limited to, labor, advertising, digital content, consumer protection, real estate, 
billing, e-commerce, promotions, quality services, telecommunications, mobile com­
munications media, television, intellectual property ownership infringement, tax, 
import export requirements, anti-corruption, foreign exchange controls cash repatri­
ation restrictions, data privacy data localization requirements, anti-competition, en­
vironmental, health safety.By way example, laws regulations related mobile commu­
nications media devices jurisdictions Company operates extensive subject change.

Such endeavors involve significant risks uncertainties, including distraction man­
agement current operations, greater expected liabilities expenses, inadequate return 
capital unidentified issues discovered Company's diligence.

In addition reputational impacts, penalties include ongoing audit requirements 
significant legal liability.The Company's success depends largely continued service 
availability key personnel.Much Company's future success depends continued avail­
ability service key personnel, including Chief Executive Officer, executive team highly 
skilled employees.

A substantial majority Company's outstanding trade receivables covered collat­
eral, third-party bank support financing arrangements, credit insurance.

The Company's exposure credit collectibility risk trade receivables higher certain 
international markets ability mitigate risks limited.

A.6 KLSum summary

A.6.1 Code

#KL algorithm
from sumy.summarizers.kl import KLSummarizer

# For Strings
parser=PlaintextParser.from_string(filtered_item_1a,Tokenizer("english"))
# Using KL
summarizer_kl = KLSummarizer()
#Summarize the document with 12 sentences 
summary_kl = summarizer_kl(parser.document,12)

#printing the summarized sentences 
for sentence in summary_kl: 

print(sentence)
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A.6.2 Summary

Item lA.Risk FactorsThe following discussion risk factors contains forward-looking 
statements.

These risk factors important understanding statements Form 10-K. A significant 
concentration manufacturing currently performed small number outsourcing part­
ners, single locations.

Quality problems adversely affect experience users Company's products ser­
vices, result harm Company's reputation, loss competitive advantage, poor market 
acceptance, reduced demand products services, delay new product services intro­
ductions lost revenue.The Company relies access third-party digital content, avail­
able Company commercially reasonable terms all.The Company contracts numerous 
parties offer digital content customers. No assurance given agreements obtained ac­
ceptable terms litigation occur.

Such changes include, others, restrictions production, manufacture, distribution 
use devices, locking devices carrier's network, mandating use devices carrier's net­
work.

Global climate change result certain types natural disasters occurring frequently 
intense effects.

Additionally, new product introductions significantly impact net sales, product 
costs operating expenses.

The Company subject unexpected developments, lower-than-anticipated demand 
Company's products, issues new product introductions, information technology fail­
ures network disruptions, failure Company's logistics, components supply, manu­
facturing partners.The Company's stock price subject volatility.The Company's stock 
price experienced substantial price volatility past continue future. 

dollar-denominated sales operating expenses worldwide.
Due economic political conditions, tax rates jurisdictions subject significant change.
There assurance outcome examinations.

A.7 Edmundson's summary

A.7.1 Code

##Edmundson Heuristic Method for text summarization 
from sumy.summarizers.edmundson import EdmundsonSummarizer

# For String type documents
parser=PlaintextParser.from_string(filtered_item_1a,Tokenizer("english"))

summarizeri = EdmundsonSummarizer(cue_weight=1, key_weight=1, title_weight=0, location_weig 
summarizer1.bonus_words = ( "Discourse", "GitHub","internship")
summarizeri.stigma_words = ("positivity", "innovation","organisation","generation")

summary = summarizer1(parser.document,12) 
for sentence in summary: 

print(sentence)
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A.7.2 Summary

Item lA.Risk FactorsThe following discussion risk factors contains forward-looking 
statements.

These risk factors important understanding statements Form 10-K.
The following information read conjunction Part II, Item 7, "Management's Dis­

cussion Analysis Financial Condition Results Operations" consolidated financial state­
ments related notes Part II, Item 8, "Financial Statements Supplementary Data" Form 
10-K.The business, financial condition operating results Company affected number 
factors, currently known unknown, including limited described below, could, di­
rectly indirectly, cause Company's actual financial condition operating results vary 
materially past, anticipated future, financial condition operating results.

Any factors, part, materially adversely affect Company's business, financial con­
dition, operating results stock price.Because following factors, factors affecting Com­
pany's financial condition operating results, past financial performance considered 
reliable indicator future performance, investors use historical trends anticipate re­
sults trends future periods.Global regional economic conditions materially adversely 
affect Company's business, results operations, financial condition growth.The Com­
pany international operations sales outside U.S. representing majority Company's 
total net sales.

In addition, majority Company's supply chain, manufacturing assembly activi­
ties, located outside U.S. As result, Company's operations performance depend sig­
nificantly global regional economic conditions.Adverse macroeconomic conditions, 
including inflation, slower growth recession, new increased tariffs, changes fiscal 
monetary policy, tighter credit, higher rates, high unemployment currency fluctua­
tions materially adversely affect demand Company's products services.

In addition, consumer confidence spending adversely affected response financial 
market volatility, negative financial news, conditions real estate mortgage markets, 
declines income asset values, changes fuel energy costs, labor healthcare costs eco­
nomic factors.

In addition adverse impact demand Company's products, uncertainty about, de­
cline in, global regional economic conditions significant impact Company's suppli­
ers, contract manufacturers, logistics providers, distributors, cellular network carri­
ers channel partners.

Potential effects include financial instability; inability obtain credit finance oper­
ations purchases Company's products; insolvency.A downturn economic environ­
ment lead increased credit collectibility risk Company's trade receivables; failure 
derivative counterparties financial institutions; limitations Company's ability issue 
new debt; reduced liquidity; declines fair value Company's financial instruments.

These economic factors materially adversely affect Company's business, results 
operations, financial condition growth.Global markets Company's products services 
highly competitive subject rapid technological change, Company unable compete ef­
fectively markets.The Company's products services offered highly competitive global 
markets characterized aggressive price competition resulting downward pressure 
gross margins, frequent introduction new products services, short product life cy­
cles, evolving industry standards, continual improvement product price/performance 
characteristics, rapid adoption technological advancements competitors price sensi­
tivity consumers businesses.The Company's ability compete successfully depends 
heavily ability ensure continuing timely introduction innovative new products, ser­
vices technologies marketplace.
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The Company believes unique designs develops nearly entire solution products, 
including hardware, operating system, numerous software applications related ser­
vices.

As result, Company significant investments RD.
There assurance investments achieve expected returns, Company able develop 

market new products services successfully.The Company currently holds significant 
number patents copyrights registered, applied register, numerous patents, trade­
marks service marks.

A.8 TextRank summary

A.8.1 Code

#TextRank
from sumy.summarizers.text_rank import TextRankSummarizer

# For Strings
parser=PlaintextParser.from_string(filtered_item_1a,Tokenizer("english"))
# Using TextRank
summarizer_textRank = TextRankSummarizer()

#Summarize the document with 12 sentences 
summary_textRank = summarizer_textRank(parser.document,12) 
for sentence in summary_textRank: 

print(sentence)

A.8.2 Summary

Any factors, part, materially adversely affect Company's business, financial condi­
tion, operating results stock price.Because following factors, factors affecting Com­
pany's financial condition operating results, past financial performance considered 
reliable indicator future performance, investors use historical trends anticipate re­
sults trends future periods.Global regional economic conditions materially adversely 
affect Company's business, results operations, financial condition growth.The Com­
pany international operations sales outside U.S. representing majority Company's 
total net sales.

These economic factors materially adversely affect Company's business, results 
operations, financial condition growth.Global markets Company's products services 
highly competitive subject rapid technological change, Company unable compete ef­
fectively markets.The Company's products services offered highly competitive global 
markets characterized aggressive price competition resulting downward pressure 
gross margins, frequent introduction new products services, short product life cy­
cles, evolving industry standards, continual improvement product price/performance 
characteristics, rapid adoption technological advancements competitors price sensi­
tivity consumers businesses.The Company's ability compete successfully depends 
heavily ability ensure continuing timely introduction innovative new products, ser­
vices technologies marketplace.

The financial condition resellers weaken, resellers stop distributing Company's 
products, uncertainty demand Company's products cause resellers reduce ordering 
marketing Company's products.Apple Inc. | 2018 Form 10-K | 9The Company faces 
substantial inventory asset risk addition purchase commitment cancellation risk.The
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Company records write-down product component inventories obsolete exceed an­
ticipated demand, cost exceeds net realizable value.

Because Company's markets volatile, competitive subject rapid technology price 
changes, risk Company forecast incorrectly order produce excess insufficient amounts 
components products, fully utilize firm purchase commitments.Future operating re­
sults depend Company's ability obtain components sufficient quantities commer­
cially reasonable terms.Because Company currently obtains certain components sin­
gle limited sources, Company subject significant supply pricing risks.

While arrangements help ensure supply components finished goods, outsourc­
ing partners suppliers experience severe financial problems disruptions business, 
continued supply reduced terminated recoverability manufacturing process equip­
ment prepayments negatively impacted.The Company's products services affected 
time time design manufacturing defects materially adversely affect Company's busi­
ness result harm Company's reputation.The Company offers complex hardware soft­
ware products services affected design manufacturing defects.

Quality problems adversely affect experience users Company's products ser­
vices, result harm Company's reputation, loss competitive advantage, poor market 
acceptance, reduced demand products services, delay new product services intro­
ductions lost revenue.The Company relies access third-party digital content, avail­
able Company commercially reasonable terms all.The Company contracts numerous 
parties offer digital content customers.

Further, outcome result significant compensatory, punitive trebled monetary dam­
ages, disgorgement revenue profits, remedial corporate measures injunctive relief 
Company materially adversely affect financial condition operating results.While Com­
pany maintains insurance coverage certain types claims, insurance coverage insuffi­
cient cover losses types claims arise.Apple Inc. | 2018 Form 10-K | 12The Company 
subject laws regulations worldwide, changes increase Company's costs individually 
aggregate adversely affect Company's business.The Company subject laws regula­
tions affecting domestic international operations number areas.

The Company implemented policies procedures designed ensure compliance ap­
plicable laws regulations, assurance Company's employees, contractors, agents vio­
late laws regulations Company's policies procedures.The Company's business sub­
ject risks international operations.The Company derives majority revenue earnings 
international operations.

Such incident could, things, impair Company's ability attract retain customers 
products services, impact Company's stock price, materially damage supplier re­
lationships, expose Company litigation government investigations, result penalties, 
fines judgments Company.Although malicious attacks perpetrated gain access confi­
dential information, including PII, affect companies industries, Company relatively 
greater risk targeted high profile value confidential information creates, owns, man­
ages, stores processes.The Company implemented systems processes intended se­
cure information technology systems prevent unauthorized access loss sensitive data, 
including use encryption authentication technologies.

The Company experience significant increase payment card transaction costs 
lose ability process payment cards fails follow payment card industry data security 
standards, materially adversely affect Company's reputation, financial condition op­
erating results.While Company maintains insurance coverage intended address cer­
tain aspects data security risks, insurance coverage insufficient cover losses types 
claims arise.The Company's business subject variety U.S. international laws, rules, 
policies obligations data protection.The Company subject federal, state international 
laws relating collection, use, retention, security transfer PII.
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The Company subject unexpected developments, lower-than-anticipated demand 
Company's products, issues new product introductions, information technology fail­
ures network disruptions, failure Company's logistics, components supply, manu­
facturing partners.The Company's stock price subject volatility.The Company's stock 
price experienced substantial price volatility past continue future.

Gross margins Company's products foreign countries products include compo­
nents obtained foreign suppliers materially adversely affected foreign currency ex­
change rate fluctuations.Weakening foreign currencies relative U.S. dollar adversely 
affects U.S. dollar value Company's foreign currency-denominated sales earnings, 
generally leads Company raise international pricing, potentially reducing demand 
Company's products.
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