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Mnxaviopoi yia TV autTopdaToTroinon Tng diaxeipiong
0edoUéVWYV O EVa TTPOCWTTIKO CUOTNMA ME TTOAAEG
QPOPNTEG OUOKEUEG

Eicaywyn

Oco 0 0ykog TV JEOOUEVOV TOV TOPAYOVUE, GULAAEYOLHE KOl YPNGLUOTOLOVUE
AVEAVETOL GUVEYMG, TOGO O dLOYEPNS YiveTal N cuuPatikn dayeiplon TOV apyeiov,
N omoio. cVVNO®G amottel CNUAVTIKY EUTAOKN TOL ¥pNnotn. O peydhog aplBuog tov
QOPNTAOV KOl EVOOUOTOUEVOV GLOKELAOV oV €xel pall Tov o Kabévag pag amid
EMOEWVAOVEL TN Katdotaotn. H emommuovikn kowdtnto £yel HoKpAV COUP®VIAGEL OTL
TOL VTOAOYIGTIKA GLGTILOTA TTOV TPAKELTAL va, OlayvBodv 6To avBpdmivo epiBaiiov
Ba mpémel va 6YedOGTOVV DGTE VA vTOGTHPILOVY TOV AVOP®TO GTIC dPASTNPLOTNTES
OV, OYl VO OITOGTOVV T TPOCOYN TOL OO OLTEG. AVTN N €PYNCIO. GUVEIGPEPEL GE
aLTO TO OTOYO WEWDVOVTIOG TN TOALTAOKOTNTO TNg Olayeipiong apyeiov oe éva
TPOGMOTIKO VITOAOYIGTIKO TEPPAAALOV TOV ATOTEAEITOL OTO TOAAEG POPNTES CLGKEVEC,.
IMo tov okond avtd oyedidoape Kot vAoromcape to “OmniStore”, évo GOGTNUA TOV
amTOALAGGEL TO YpNoT omd ypovoPopeg epyacieg Owyeipiong apyeiwv. Avtd
EMTLYYAVETOL HECH EMKOWVOVING TOV GLOKELAOV TOGO LE VANPEGIES VTOOOUNG, OGO
Kot petald tovg (addunTn emowwvia), HE OTOYO TNV OVLTOUATOTOINCT TV
OlEPYACIDV TOL OPOPOVV TNV dlayeEiplon apyeiwv.

Kdabe ypnotg owbétel mpocmmikd ymdpo omobNKeLoNG 6TV VITOJOUN|, UE TOV
omoio cvoyetilel TIc cLokKeLEG oV Tov avikovy. Ta apyeio Tov dnpovVpyovVTOL GE
AUTEC GLYKEVIPMOVOVIOL OVTOUATOS oty amobnkevon vrodouns. O ypniotng €xet
npdsPocn oe aUTV omd OTMOVINTOTE KOl UTOPEl HECH KOTAAANANG OlEmapng va
TPOYPOUUOTICEL TN HETAPOPA apyeiwV 68 GLOKEVEC TG apeokeiag Tov. H amoostoAn
apyelov amd TG OCLOKEVEG TPOG TNV OmMOOKELGTN VTOSOUNG KOl OVTIGTPOPMG
TPOAYLOTOTOIEITOL OTOV OTEG EMKOVOVOLV, KATL TO 0m0i0 cupPaivel TeEPLodKd.

EmumAéov, o1 6uoKeLEC EMKOVOVOLV KOl PETAED TOVS, e OKOTO Vo emtevyBei M
GUAAOYIKT AELTOVPYIOL TOVG. XVYKEKPUUEVO, OAVIOAAAGGOLY TANPOPOPIESG OYETIKA L
TIG emkpatovoeg cuvOnkes (tomobecia, OBepuokpacio, EOTIGHOG, KAT.) Ol omoieg
e€dyoviar amd TOLg SLAPOPOVG acONTPEG TOL PPIoKOVIOL EVOOUATOUEVOL GTIC
GUOKEVEG, KO Ol OTOIEG OTN CUVEXEL TPOCAPTMOVTOL GTO APYEI TOV ONOVPYOVV,
wote va etvar gbkoAn 1 avalnmon pe Paon avtéc. Emiong, dnuovpyodv avtiypago
ONUOVTIKOV apyel®V Yia vo. avENcovV TN O10HECILOTNTA OVTMV, 1] LETOKIVOLV OpyEia
YL VO OVOKOTOVEILOVY TOV €AeVBEPO YOPO MGTE VO amOoGLUEOPNBOVY ot €viova
YPNOUOTOLOVUEVES CLOKEVES. TENOG, emTpEMOLY TV AmOUAKPLOUEVT] TPOGPaoT oE
apyeiol oG CLOKELNG OO EPOPUOYEC GE GAAN, TOPEXOVTOC GKOUN KOU OVOYN OE
PAdPec Otav 1o apyelo eivor dobéowo oe mePLocdTEPES Omd pio cvokevég. O
oLVOLACUOG CLTOV TV YOUPOKINPIOTIKOV OTUALAGGEL TO YPNOTN ONO TOAAEC
gpyacieg mov mpémel v mpaypoatomolel oe OTL agopd TV dlayeipion  Tov
amoONKELTIKOV YDPOV.

AOYIOHIKO UTTOOTHPIENG AdOUNTNG ETTIKOIVWVIAG

H Aertovpyla 100 ovotiuotog mpoimobéter v OLVATOTNTO  EVKOUPIOKTG
emKowvmviog pHetald GLGKEVAV, KATL TOV GLVETAYETOL CTLLOVTIKO TPOYPUUUATIOTIKO
KOGTOG AOY® TNG ALTOYEVOVG LYNANG OSLUVOIKOTNTAG TOV EUTEPLEYOLV T OOOUNTO
diktva. Avoantdéope Aoumov AOYISUIKO LTOGTNPIENG OV TOPEYXEL VANPEGIES Yol TN
OlELKOALVON NG AVATTLENG €QPOPUOYDV GE TETOWO TEPPAALOV, TO Omoio TapEyet:
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AVOKAALYN VINPECIOV TOV VILEAPYOLY GTO AOOUNTO OIKTVO GTO OOI0 GUUUETEYXEL [
oLoKELY, &uploTiKy HEBOSO EMAOYNG VINPESOV pHe PdAon TV avapevOUEVN
O0ecUOTNTO TG GLOKELNC TOV TIG TOPEYEL, EMKOWMOVIOL HETAED EQUPUOYDV GE
SLPOPETIKEG GUOKEVES KOl OLOLUOIPOGLO TATNPOPOPLDV Y10 TIG EXKPATOVGEG GUVONKES
GTO Y®PO OOV GLVELPICKOVTOL TOALES GUGKEVEC.

[Mo v vAomoinon OA®V TV TPOOVOEEPHEVTIOV AEITOVPYLOV, TO AOYIGHIKO
VRTOGTAPIENG EKTEUTEL TEPLOJIKA €va. “unvouo mopovoios” 610 adOUNTO diKTVLO, TO
OoToil0 YPMNOUOTOlEITOL PE TOAATAODG TPOTMOVE (MOTE VO TOPEXOVTAL OAEC Ol
napondve vanpecies. H opBomta towv aiyopiBuwv mov ypnoyomotodvior dev
emmpedletatl omd ToV pLOUO EKTOUTNG ALTOV TOV “UNVLIATOV Topovsias”. MaAiiota
0 pLOUdS VTG peTafAALETOL OVAAOYO LLE TO POPTO TTOV ONLOVPYOVV Ol EQUPLOYEG
TOL YPNOYWOTOWOVY TIG VANPECiEG OOTE Vo €ELANPETOVVIOL Ol AVAYKES TOVG.
ZVYKEKPEVO, VITAPYOVV TPELS PLOUOT EKTOUTNC:

«  Apyoég: Avtdc o puBuodg ypnoiponoteitonr dtav dev VIAPYEL KOpd epyacio
Pog eELINPETNON Ao TIG EPOPLOYES TTOL YPTGLLOTOLOVV TO GUGTILLAL.

«  Kavovikdg: Avtog o puBudg ypnoyonoteital 0Tav VAP ovV EPYNCIES TPOG
eEummpémon and TG EPAPLOYES OV YPNGLOTOOVV TO GUGTNLM, Ol OTOlEG
OL®G dev glval kovovpleg kat £xel LITAPEEL NON ene&epyacia yio AVTES.

«  I'piyopog: Avtdg o pvBuodg ypnoyomoteitar 6tV VITAPYOLY EPYACIES TPOG
eEumnpétnon and TG EPAPUOYEC TOL YPNOCLUOTOOVV TO GUGTNUA, Ol OTOIES
etvar kavovpleg kat ogv €xovv emegepyaotel kaboAov.

Apyid to choTua ypnoiponotel tov apyd pvbud, petofaivoviag Gtov ypryopo
OmoTE KATOwL EQOpUoYr Onpovpyncetl po véa gpyacio. Otav OAEC Ol VITAPYOVCES
epyacieg &xovv enelepyaotel, YPNOLOTOIEITOL O KAVOVIKOG PLOUOG, EMGTPEPOVTOG
otov ypNyopo KaBe @opd mov dnuovpyeiton véa epyacia. Av KAmOWL GTIYUN
apapeBovv OAeG 01 epyaciec, TO CUGTNLA EMGTPEPEL GTOV apYO pLOUO.

EupioTikn emiAoyn umrnpeoiwv oro adounto SikTuo ue Baon
TNV avauesvousvn diabsoiuornra

H evkoiploxnm emikovovia epappoymy pe LVanpecieg o £vo adOUNTO dikTvo givor
oLVNONG TPOKTIKY. ZNUAVTIKY] TOPAUETPOS YO TNV EMIAOYN TNG GLOKELNG UE TNV
omoio o epoapuoyr Ba emkotvoviostl (6tav VIAPYOLV TEPIGGOTEPEG EMAOYEG) 1)
akoun Koty to av Oa emiyepnOel kav emkowmvia, omotedel 1 avopevopevn
dwbecpdmTa g GAANG cvokevnc. 'Evoc unyoaviopdg mov mapéyel mAnpopopieg yio
TO 1GTOPIKO GULVEVPECTG GLUCKELMV pPmopel vor Pondnoel ot ANYn G CYETIKNG
amOPACTG.

To Aoyopkd vToosTNPIENS XPNOYLOTOLEL TO TEPLOJIKG UNVOLATO TOPOVGIOG Y1 VoL
Kataypaesl To TAN00¢ Kot ) péon ddpkeln Twv cvuvevpéoemv. o kKabe cvokevn
TOL CLVAVTATAL, TOPAKOAOLOEITAL 1] dLdpKE TG cLVEVPESNS (oL TTPpocdlopileTal
amd TN OdpKew ANYNG UNVOUATOV Topovciag) KOl XPNOLOTOolEiTal Yoo Vol
VTOAOYIOTEL O TPEYOV PECOG OPOC OBPKELNG TV GLVELPECEWMYV GUVOAKE, KOOMDS Kot
t0 mAn0oc touvg. H ypovikn mepiodog (mapdbvpo) yioo tnv omoio KoToypaeovTal
otolyela eivol TeEmEPACUEVN KOl GE TAKTA YPOVIKA SLOGTLOTO YIVETOL OUAAOTOINGoN
TOV UETPNOEDV LIOBETOVTOG 10 KAVOVIKT] KOTOVOUN TOWV GUVEVPEGEMY GTO YPOVO.
Me Bdon Tic TANPoPOpies aVTEG Lo EQAPLOYT UTOPEL VO EKTULGL TV OVOLLLEVOLLEVT
HUEALOVTIKY] OLAPKELDL GUVEDPESNG LE U0 AAAT] GLGKELN, G TO YIVOUEVO TOL TANO0VG
TOV GLVELPEGEMV KOl TNG HECTG OIBPKELNG OVTMV GTO TPEXOV TaLpABupo.
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AvakdaAuyn umrnpsociwv

To Aoyopkd vroompiEng mapéyel ™ dvvatodHTTO avakdAvymg g Vmapéng
Kdmolog VAN pesiog 6To adOUNTO dikTLO, KABMG Kot TN d1evBvvon oty omoia umopel
L0 EPOPUOYN VO EMKOWVOVIGEL Le avtiv. Ot vanpecieg Bewpeital 6TL xpNGYLOTOIOVV
TPOGVUEMOVIUEVE aApaplOunTikd ovopata pe Bdon ta oroia yiveron | avalntnon.

H viomoinon avtng g ActtovpykdtnTog yivetal Le TV EMGUVOYT TANPOPOPLDOV
avalnmong / S@oNG LANPECIOV OTO UNVOUOTO TOPOLGIOC. ZVYKEKPLUEVA,
avdAloyo, PE TO OUTAUOTO 7OV OEXETOL, TO AOYIOMKO LROoTNPIENG uUmopel gite va
EKTEUTEL  UNVOUATO  TOPOVGIOG HE GLVVNUEVO €POTNUO  avalNTnonsg KAmowog
vanpeciog (aitnuo ePappoyng), eite vor EKTEUTEL UNVOLOTO TOPOVGIOG LE GLVVIUEVT
dwenuon g 6evbuvon piag vanpeciog (aitnua g vanpeciog). Evallaktikd, ot
EQOPLOYES WITOPOVV VO, TEPLOPIGTOVY GTO Vo, {NTNGOVY amd TO AOYIGHKO ovalTnong
v Katoypdeetl tn o1evbuvon vampectdv KAToov TOTov Otov AauBAveTol oyeTIKN
dwenuon, yopic duwg vo amootédiovior avoaintmoels. [Hopopoiog ot vanpeocieg
umopotv vo. {ntoovv amd 10 AOYICUIKO VTOGTAPIENG VO EKTTEUTEL AP UICELS Yo
avTéS Hovo epdsov AaPet oyetikd punqvopa avalntnong. Me Bdorn avtd vapyovy ot
€ENG 600 pEBOOOL YL TNV AVOKAALYT VTN PECIDOV:

MéBodogs Aitqua Avalitnons Aitnua oropyuiong

Exmoun pévo katd m Aym
Evepyn avoalntnon [Teprodikn| ekmoumn GYETIKNG avalntnong
TEPLOOIKT] EKTTOUTY)

AT katoypaen yopig

EKTONTTY] ovaATNONG [Meproducr| ekmounny

HoOnuixn ovalntnon

Emikoivwvia

To Aoyiopikd vmoot)piéng emrpémel v onuovpyic. cuvoéocewv OVo onueiwv
HEC® TOV OmOlV UTOPOLV VO UETASIOOVTOL APQIOPOUO POEG OEOOUEVMV, Y10 TIG
omoieg mapéyxetar €yyimon mapddoong pe opdn oepd. o v omovpyio pog
oLVOEDN G TTPETEL VoL YpNGILOTOmBel 0 UNYAVIGUOS avakdAVYNG MOTE VO EVTOMIGTEL M
devBvvon pe v omoia givar emtBount) cvvoeon.

EmimAéov, mapéyetal vmootpicn yio TV EMKOVOVIO LE VINPESIEG 6TO d10dIKTLO.
IMa Tov oxomd avtd avantdydnke pio vanpesio 7oAy diadiktdoov, N omoia LTOpEl va.
owPipaler 11g poég mov petadidovror HEGH pOG oVVOECNG GE VLANPECIES GTO
dwdiktvo. H vimpecia mdHAng eykabiotd o ocuvoeon SadtkTuOL LLE THV VANPEGia
7oV eMBVUEL 1) EPAPHOYT] TEAATNG KO GTI GUVEYELD ATOCTEAAEL TV EIGEPYOUEVT] ATTO
TO TEAATY POT| OTNV VANPESIO GTO S10OTKTLO, EVED TOPOUOIMG ATOGTEALEL GTOV TEAATN
™ pon dedopévev mov AauPdvel omd v vanpecio 6to dadiktvo. Me ToV TPOTO
aVTO, UTOPOVV GVOKEVEG TTOV AVAKOADTTOVV TNV VANPECID TOANG O1OIKTVOV TANGIOV
TOUG VO GLVOEOVTOL LE OVTHV KOl VO ETKOWVOVOLV HECH OVTNG LE OMOLNONTOTE
vanpecio 6To H1001KTLO.

Aiauoipaouog mANPoYopIwyY EMIKPATOUCWY OUVONKWY

To hoyiopikd vwoot)piEng €xet T duvatdTTa Vo S1opolpalet Tig TANPOPOPIeEg TOV
Ol0BETEL L GLOKELT YO TIG EMIKPATOVGES GUVONKEG, GTO GUVOAO TV GLGKEVOV TOV
ocvvevpiokovtar minciov . 'Etol, pmopel kGbe cvokevn vo eKUETOAAEVETAL TIG
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SvvaTOTNTEG TOV VIOAOIT®Y Vva yapoaktnpilovv 10 TEPPAALOV YOP® TOLG HECH
TANPOPOPLOV TTOV AopPEvouy amd eVeOUATOUEVOVS aentipes 1 e&dyouy amd v
aAANAETIOpOON LLE TO YPNOTN.

O pnyovicpdg dapopacpod otnpiletar oe €vav Tivake TOL  AOYIGHIKOD
vTooTNPIENG OTOV OO0 Ol E€POPUOYES  KATOYPAPOLV TIG TANPOPOPIES Yo
EMKPOTOVGES GLVONKEG Tov dtabéTovy. To AOYIGUIKO VITOGTNPIENG EMGLVATTEL TIG
TANPOQOpPieg aVTEC GTOL UNVOUOTO TOPOLGIOG OV EKTEUTEL 1| GLUOKELYT, (OOTE VO
petadobovv ot cvokevég mov Ppickovror o guPéreta. TlapdAinia, To Aoyiouikd
vrooTPIENG epmiovtilel Tov mivaka avtd pe TANpoopiec mov Aaupdvel omd dAAeg
KOVTIVEG GLUOKEVEC, KOOIGTMOVTOS OVTEG SIOOEGILES KO OTIG TOTIKEG EQAPLOYEC.

AuTtoparoTtroinon diaxeipiong dedopéEvwy

H avtopatoroinon g dwyeipiong 0e0opEVOVY EMTUYYXAVETOL HE TN OPAGT TOL
GLGTNUATOG GE dVO GEOVEG: TN CLVEPYNGIN TMV GUOKELAOV UE KATAAANAES VIINPECIES
VTOSOUNG KOl TN GUVEPYAGIO TOV GLOKEVMV HETOED TOVG.

Ymnpeoisc urrodoung

Kdabe ypnotmg d100étet Eva mpocomKd YDdpo amodnKeuong 6TV VOO, UE TOV
omoio ovoyeTilel TIC GLOKEVEG OV TOV avnkoLvy. Katd TV cuoyETIon Ol CLGKELEG
amoKTOOV KOOOAIKA HOVAOIKA OovoyvoploTIKe HE To omoio. pumopel Kovelg va
AVOQEPETAL LOVOST|LAVTO GE aWTEC. EmmAgoy, amokTovv ToTOTomTIKG e To omoia
UTopovV Vo, amodEKVOOLY N pio. otnv GAAN OTL aviAKOLV GTOoV 1010 Ypnotn Otov
CLUVOVTAOVIOL G€ €va adOUNTO OIKTLO, YWPIG VO OMOLTEITOL EMIKOWVOVIDL HE TNV
vanpecioc vwodounG. TEAOC, TO AVAYVOPISTIKA OUTE YPNOUOTO0VVTAL OO TIG
OLOKEVEG DOTE VO UTOpPovV  OUTOVOUO. VO ONUovpYolv  KoBOAIKA LOVAOIKA
aVOYVOPISTIKA Yoo To. apyeio wov dmpovpyel o ypnomg oe avtés. Ta apyeio Tov
GLGTNUOTOG UTOPOVV VO £X0VV OmEPLOPIOTO OPOUd GLVVIUEVOV TTANPOGOPLOV, Ol
omoieg ypnoomoovvtal Yoo TV taSvounon tovs. Mécm TV cUVVNUEVOY QVTOV
TANPOPOPLOV TO GUOTNUA — UEAETV AAL®Y — JlaTNPEl KOl 1GTOPIKO Yol TIG OLAPOPES
ekd00elg apyeiwv Ta omoia VTEGTNoOV LETAPOAES 0l TO XPNOTN.

O eyyeypapéveg OULOKELEC  EMIKOWVMOVOUV  TEPLOOKA LE TNV  LANPEGIQ
amofNKELONG VIOSOUNG DGTE VO LETAPEPOVY apyeio O Kol TPOG OVTH, COLPOVA LLE
T1¢ emBopieg Tov ¥PNOTN Kol TIG AVAYKES TOV EPUpPUOYDV. OGOV apopd TNV HETAPOPA
apyei®v amd TG CLGKEVEG TPOG TNV LITOOOUN, TO GVOTNU VAoTolel “Padid wAnpy
apyelobétnon” cLALEYOVTOG OAa Ta apyeio TOV dNOLPYEL O ¥PNOTNG GTNV VINPEGIQ
vrodopns. o to Adyo 0vTd, OMOTE Ol GUOKEVEG EMKOVOVOVV LE TNV LANPECIA,
LETAPEPOVY GE VTN Oda T véa apyeia mov €yovv onovpyndel oe avtéc. o
HETOQOPE apyei®mV amd TNV VINPESIA LTOOOUNG GE KATO10 GLGKELT, Ba TPEmeL Kdmoln
epappoyn va £xel vroPdaidlel oxetikd aitmuo. H vmpecio vrodoung evnuepaovetl
OLGKELY TOV TPEMEL Vo TAPOAAPeL To apyeio OTaV OVTH EMKOWMVIAGEL KOl OTN
GLVEYEWD, TPAYUOTOTOlEL TN peTOPOopd. Ol aIThOES OVTEG UTOPOVV VO QLPOPOVV
GLYKEKPLUEVO XPOVIKO SLACTNHA Yo TO 0moio To apyeio Ba mpémet va PpiokeTon otn
ovokevn, kabmg kot va opilovv 0Tl 11 cvokevn Ba TPEMEL VoL EVIUEPDVETOL KOl VOl
AVOKTA VEOTEPES EKDOCELS TOV apyelov Mote va dabétel Tavta v teAevtaio £Kdoom
aVTOV.

Ouadikn Asiroupyia cuoKeuwv

H ovokevég emxovovouv petald Tovg ywoo v onuovpyio  avitypaeov
ONUAVTIKOV opyeiov (0ote va avéndel 1 dtobectudTnTd TOVG) N Yo TN HETOKIVNON
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apyeiov omd po cvokevy] o dAAN (Oote va amocvuopndel Kamol GuoKELT GTNV
omoila. e€avtieiton o Swbéoyog amodnkevtikde yopog). H avtiypaer opyeiov
TPAYUATOTOLEITOL  KATOTY VROOEENG KATOw0G €QapHoyns OtL 10 apyeio elvar
onUavtikd (tétota vdOEEN dnpovpyeital VTOHATA OO TO GVCTNUO Yo apyEia To
omoio.  eANeOnoav amd TNV vanpecic. VWOOOUNG KOl Yo TO omoia  efvon
TPOYPUUUOTIGUEVT] CUYKEKPLUEV YPOVIKT Ttepiodog mapovsiag). Ot peTapopés yio
mv e€okovounomn ydpov kabodnyovviol amd dV0 TOPAPETPOVS TNG GLCKEVNG: TOV
elyoto dbéoo ydpo kot Tov embBountd dwbéoyo ywpo. Omote o drobEécOC
YOPOG  etvar  AydTeEPOg Omd TOV  €AAYIOTO EMUITPENTO, €KKvel M drodikacio
OTOGLUEOPNONG TNG GLOKELNG, M Omoio TeEPAaUPavel kol peTOPOPE apyeimv oe
dAAheg cLOKEVEG TANGIOV NG, KO 1) OOl GTOUATA HOMG O O100EGLOG YDPOG avELDEL
010 emBountod eninedo.

Mo v vrootpiEn ¢ tavoumong kot avalntnong opyeiov ot GLoKEVEG
YPNOILOTOOVV TIG SLOUOPALOUEVES TANPOPOPIEG EMKPATOVCHV GLVONK®OV Yo TNV
TPOGONKN GYETIKOV GUVVIUEVOV TANPOQOPIOV oTa. apyeion Tov dnpovpyovvrol. Me
OV TPOTO aVTO, 0 ¥PNoTNG Umopel va avalntd apyeio pe Paon 115 cvvinkeg ToL
eMKpATOVGAV OTAV LTA dNUIOLPYNONKAY.

TéMOG, Ol GLOKEVEG EMTPEMOVV TNV AMOUAKPLGUEVT] TpOGPacT og apyeio oe pia
OLOKELY OO €PUPUOYEG o KAmowa GAAN. Xe mepimtwon mov To opyeio eivar
Ol00€0110 GE TEPIOGATEPEG OO 0L GLOKEVEC, €ivat dvuvatn 1 peTdfoor amd ™ po
oV GAAN og mepimtwon mov vrdpEel aoToyi NG CLOKEVNG amd TNV oMol
TPOCTELAGETOL TO OPYELO.
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Abstract

As the volume of data people generate, collect and use continuously grows, so
do the burdens associated with conventional file management, which typically
requires considerable user involvement. The large number of portable and em-
bedded devices we carry with us, merely aggravate the situation. The scientific
community has long stipulated that the computing systems that will pervade the
human habitat will be designed to assist people in, rather than distract them from,
their activities. This work contributes towards achieving this objective by reducing
the complexity of file management in a personal computing environment compris-
ing several portable devices with ad-hoc networking capability.

To this end, we have designed and implemented OmniStore, a system that
combines portable devices and infrastructure-based services to relieve the user
from explicit and time consuming file management tasks. In Omnistore, all ver-
sions of all files created on any device are incrementally forwarded to a repos-
itory. Conversely, a file (and subsequent versions thereof) may be copied from
the repository to any device, in an asynchronous and flexible way. Furthermore,
portable devices collaborate with each other in the background to replicate files
for increased availability, to migrate files for storage reclamation, and to provide
transparent and fault-tolerant remote file access within the personal area network.
New files are also annotated with context information generated from nearby de-
vices, enabling their flexible organization and lookup. Notably, the mechanisms
and protocols of OmniStore have been designed taking into account the intermit-

tent nature of mobile and ad-hoc communication.
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As a basis of our system, we have developed a runtime environment which
provides core facilities, such as service discovery, device co-location statistics,
remote communication and context aggregation, paying special attention to the
characteristics of personal area networks. The file management functionality is
implemented on top of this runtime and is made available to the application pro-
grammer via a library that augments the conventional file system API with the

necessary primitives.

11

Institutional Repository - Library & Information Centre - University of Thessaly
05/06/2024 10:09:07 EEST - 18.191.150.2



Chapter 1

Introduction

Since its inception and through the present day, we have systematically broadened
our use of computing technology by applying it to an increasing number of do-
mains. In addition to its steadily growing scope, it deployment has also expanded
in depth: we are gradually adapting our lifestyle to suit computer intricacies. This
realization became cause for legitimate concern more than ten years ago, inspiring
the Ubiquitous Computing vision [Wei91]]. The scientific community then stipu-
lated that, even though computing elements will unavoidably proliferate in human
habitats, they would be designed to serve people by unobtrusively assisting their
activities, otherwise constraining themselves to the background of human atten-
tion.

Indeed, by continuously transcending new boundaries, computing is gradually
establishing its presence in our daily routine. Meanwhile, the ubiquitous comput-
ing concept has affected all areas of computer science, such as: hardware design,
operating systems, networking, middleware, user interfaces, etc. As numerous

objects are augmented with computing and (wireless) networking functionality,
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new applications become possible, while at the same time old applications have
to be rethought. Personal data management, one of the typical uses of computing

technology, is among the areas which need to be revisited.

1.1 The information explosion

With computing elements permeating all aspects of our lives, the volume of data
that users must typically manage is escalating. People now employ the use of
digital information in a growing number of areas. For example, compared to one
or two decades ago, a lot of paperwork has been replaced by electronic documents,
both in business and in government. Books, music, photographs and videos are
now digitally stored.

In addition to the expanded use of digital storage formats and mediums, the
rise in the amount of data managed by a person may also be attributed to the fact
that data generation and collection now starts to occur at small ages. Consider
for example that, submitting hand-written essays is now outdated even in primary
education, as children quickly catch on to word processing software and prefer
to type their essays on computers. In fact, nobody has faced the personal data
management problem to its full extent so far, as people accompanied by a lifetime
of all-digital data do not exist yet: even early-adopters of personal computers are
now in their fourties. Moreover, they have created and collected relatively little
data, as computing was not pervasively deployed until recently.

Another contributing factor to the bulk of data managed per person is the ease
with which we generate it nowadays, given the multitude of digital appliances that

are available for such purposes. PDAs, mobile phones, digital cameras, voice-
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memo recorders and other such devices are casually carried and used to create
data, even when one is on the move. As a result, data generating activities in
human lives have increased substantially.

In a recent study [LVO3]] it was determined that around 800MB of information
were produced per person in the year 2003. The study further estimates [[VarO3]]
that well over 90% of information currently produced is created in a digital for-
mat, anticipating that this percentage will keep increasing in the future. Citing
the findings of this report, several storage-organization and information-retrieval
challenges were included in a list of meritable long-term research goals [Gra03]

for the future.

1.2 The personal data management problem

The growing number of devices via which data is collected with or distributed to
for use, in combination with increased data volumes, is causing the amount of ef-
fort required for personal data management to reach alarming levels. This problem
is quickly becoming a considerable burden, indicating that storage management
systems must be adapted to support this new state of affairs.

Specifically, the activities which personal data management entails may be

classified into two categories:

e Organization tasks: the annotation of files with names and other meta-
information, the grouping of files in logical structures (e.g. directory hier-

archies) for convenient review and access, etc.

e Placement tasks: the transfer of files from one location to another, the
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replication of files on multiple storage mediums for availability and fault-
tolerance, the removal of files from a storage medium in order to make

space, etc.

We next review how each category of storage-related activities is affected by

the increasing volumes of data which one must manage.

1.2.1 Organization

File organization is one of the most common — but also fairly awkward — tasks
which people must deal with when using personal computing systems. Typically,
it is addressed by assigning human-readable names to files and arranging them in
hierarchical directory structures that are formed according to the envisaged infor-
mation access pattern. While this approach works well for most conventional data
processing scenarios, it becomes less appropriate when files are being generated
via personal mobile devices such as cameras, memo recorders, phones and music
players. In this case, the number of files generated can be very large and finding
good names and directory structures for storing them becomes increasingly hard;
even more so if this should be done on the move. Aggravating the situation is the
fact that persistent memory prices are dropping to levels which render efficient
use of storage space obsolete; the storage capacity available makes it possible to
simply keep all data we create. This trend intensifies the severity of the file orga-
nization problem, keeping the concept of a personal “memex” [Bus96] elusive.
An accumulating body of work that addresses this issue [GJSO91, \(GM99,
SKWT02, MTXO03] is converging to the solution of using unrestricted metadata

annotation as a better alternative to traditional hierarchical file systems. In such
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so-called semantic file systems, applications and users may attach any number and
type of annotations to files. File lookup operations are then expressed as queries
with respect to these annotations, whereas browsing is supported through flexible
virtual directory hierarchies that are dynamically generated using data clustering
techniques. Due to the inherent flexibility of metadata-based browsing, time is
admittedly better invested in annotating files as opposed to trying to define fixed
directory structures, which most likely will be changed (more than once) anyway.

There is no free lunch though. While the user is relieved from having to de-
fine and manage file names and directory structures, semantic file systems require
files to be decorated with annotations. Still, the process of annotating files in suf-
ficient detail as to enable efficient and flexible lookup can be equally cumbersome
and time consuming. For this reason, the research community is now turning
its attention towards finding ways to facilitate — or even automate — this process
[SGO3]]. A significant challenge is therefore to allow for seamless organization of
files through computer-generated meta-data annotations, not just on the desktop,

but also on mobile devices such as cameras, phones, PDAs, etc.

1.2.2 Placement

Given efficient means for organizing and accessing files, the next major hurdle in-
volves transferring files from one storage medium to another. Such transfers may
be desired in several cases. For example: to create copies for increased availabil-
ity (replication), to backup files (archival), to increase access locality (caching),
or to move data from a heavily-used storage medium to another in order to make

space (load distribution).
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Again, users are responsible for performing such awkward tasks. Through file
managers they explicitly issue commands to create copies of files on portable me-
dia and subsequently update their original location by copying them back, delete
files when a storage medium is full, etc. To make things worse, management tasks
must usually be performed in synchronous fashion and in real-time. For example,
the user is interrupted when storage is depleted and is required to create free space
at that instant in order to proceed. Similarly, copying a file to a portable storage
medium is a task which requires the user to combine: having the medium handy,

issuing the transfer command and waiting until the copy operation is complete.

1.3 Distraction-free personal data management

The extensive adoption of computing in various devices has dispersed the points
of data production and consumption across numerous storage elements that may
reside in different locations, or be casually carried or worn by the user. As a con-
sequence, data management tasks are becoming increasingly distributed in space
and time. Consequently, we must perform such operations on several storage
mediums, while on the move, struggling with the limited user interaction facili-
ties that are in place at the time. This is hardly convenient, or unobtrusive. The
essence of ubiquitous computing however, lies in allowing users to attend to what-
ever tasks must be accomplished, without diverting their attention to the technical-
ities involved in operating computers. In other words, people should be assisted
in achieving their goals, rather than be distracted by computing systems.

Our thesis is that personal data management can be automated so as to mini-

mize its reliance on user input.
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Chapter 2

Data management in ubiquitous

computing environments

Technological advances have allowed an increasing number of objects to be aug-
mented with computing resources. A wealth of devices is now available for as-
sisting people in performing various tasks, such as: communicating with oth-
ers using mobile phones, navigating assisted by positioning systems, entertaining
themselves with music players or gaming consoles, taking photographs with dig-
ital cameras, etc. We point out that, in most cases, computing-assisted activities
are accompanied by the production and / or consumption of data; Table gives
examples of the data-related actions made possible with typical devices of our
time.

This work attempts to tackle the issue of managing personal dat:ﬂ in ubiqui-
tous computing environments, where people generate or consume data in a mul-

titude of ways. In this chapter, we review how storage elements are utilized, con-

!System files and binaries our outside the scope of this work.
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Device Data production Data consumption

Mobile Phone | Record voice-memos | Playback recordings
Record phone-calls
Take photographs Review photographs and clips
Create video clips
Digital camera | Take photographs Review photographs and clips
Create video clips
Music player | Record radio shows | Playback music

Record voice-memos | Playback recordings

Game console | - Play games
e-book reader | - Read books
Navigator Record route Plot course

Table 2.1: Data-related activies of typical portable devices.

sidering their characteristics, discussing which of these are desirable or not and
pinpointing how user experience can be improved. We thus outline the require-
ments of a storage management system in line with the ubiquitous computing

vision.

2.1 Storage element characteristics and challenges

2.1.1 A plethora of portable devices with storage

An important recent development is that the number of devices with storage has
increased significantly. Consequently, data organization and placement becomes
more complicated, requiring increased effort from the user both mentally and
in volume of work. Most of these newly introduced storage elements reside in
portable, special-purpose gadgets: digital cameras, music players, gaming con-
soles, voice-memo recorders and mobile phones are just some examples. One

should also consider the novel devices being introduced by researchers, such as
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the Personal Server [WPD™'02], or even every-day objects augmented with com-
puting capability (wallets [LKSS03], watches [NKR™02], etc.). This is a major
deviation from prior computing environments where people handled data using
“real” computers, such as personal workstations and laptops.

Another aspect which needs to be taken into account is that, given the mul-
titude and diversity of devices with storage, several of them being wearable or
portable, it is quite likely for one to carry more than one such device. Further-
more, it is common to change the set of devices accompanying the mobile user,
as it is easy to pick up or drop off such a device (which may even happen inadver-
tently). Effort must be put into dealing with such user activity by arranging device

contents to efficiently use storage space.

2.1.2 Ad-hoc networking potential

The increasing adoption of ad-hoc wireless networking technologies in portable
devices is changing the landscape of data management. Until recently, portable
storage elements typically had to be placed into a suitable host device, or con-
nected with a computer, in order for their contents to be accessible. Nowadays,
by exploiting ad-hoc networking capabilities, the data on any device can be made
available to all applications in nearby devices. Each storage element can, in prin-
ciple, act as a network-accessible storage server.

There is a more important aspect to this networking ability though: a portable
storage element which can initiate communication with other devices is no longer
constrained to a passive role, but is free to observe its environment autonomously

and interact with other elements and services in its vicinity. We can thus de-
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part from the traditional “dumb” storage medium model and move on to the ac-
tive store model, in which devices can discover and communicate among them-
selves or with servers residing on the Internet. By embedding appropriate logic in
portable devices, we can turn them into smart, collaborating and self-organizing

storage elements. The potential of such an approach has not yet been investigated.

2.1.3 User interaction restrictions

As the number of computing elements in typical human environments grows, the
various processes requiring user input to proceed must compete for the privilege
of user attention. However, interaction with computing devices is more often
a source of distraction for the user and is in direct opposition with the ubiqui-
tous computing vision: human attention should be treated as a scarce resource
[CGST02].

We can bring storage management close to our goal by incorporating logic that
initiates storage maintenance tasks without user intervention. In addition, chances
of obtaining implicit input from the user (e.g. through contextual means [Dey01]),
must be exploited, allowing for interaction through “natural” user activity rather
than explicit interaction with a computing system. Furthermore, whenever user
involvement can not be avoided, measures should be taken to reduce the impact of
requiring human attention. Specifically, the situation can be greatly improved by
making it possible for interaction to occur when it is convenient for the user. In
other words, computing elements should avoid seeking out the user to request in-
put, but rather be designed so as to be ready to receive input whenever interaction

is initiated by the user.

10
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We emphasize that, in the case of portable computing elements, the user is
further handicapped by the limited interaction facilities of such devices. This is
due to their small form-factor and the fact that they are used while the user is on
the move. Therefore, the importance of making user input requirements minimal
and convenient can not be exaggerated. Equally useful is the ability to provide

input from alternative, more convenient devices.

2.2 Usage review of storage on portable devices

With these characteristics of storage elements in ubiquitous computing environ-
ments in mind, we next review the typical roles of portable devices with storage:
as producers, consumers and couriers of files. Each role is discussed in the follow-
ing, giving examples for every case. It should be noted that these are not mutually
exclusive, but rather outline the primary usage patterns exhibited. As such, they
can provide insight and help derive the requirements for a storage system that is

adapted to the needs of users.

2.2.1 Producers

Producers create files. Devices assuming this role are capable of producing certain
types of data (pertaining to their application domain) and are especially designed
for achieving that purpose. The general usage pattern in this case is a flow of this
data from the portable device to the infrastructure, where it is archived for later
review and / or processing.

A common example are digital cameras, with which one takes photographs

that are later moved to personal computers in order to archive them and release

11
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storage space on the device. Similarly, digital recorders — often used by inter-
viewers, investigators and other people which must meticulously collect informa-
tion while on the move — produce sound files which serve as audible notes that
may be played back later. Mobile phones with call-recording capability can also
serve this purpose by recording conversations in which the other party is telling

us something we would like to remember.

2.2.2 Consumers

Consumers are devices on which files are accessed. In this case, the device is
designed to provide some kind of service based on the data it holds. The usage
pattern is to select the desired data and place it on the special-purpose device.
The most typical representative of this class is a music player. Applications for
managing music collections allow people to purchase music from Internet stores
and create playlists that are transferred (along with the respective music files)
on the device. In this manner, the desired music selection is made available for
listening on the move. Other examples of the data consumer type are portable
gaming devices and e-book readers. These employ a similar model in which data
(games and books respectively) are downloaded from digital stores and placed on

a device to be used on the move.

2.2.3 Couriers

Couriers transfer files from one location to another. In contrast to producers and
consumers, this type of usage is totally unrelated to the processing capabilities of

a portable device. Any device with storage can be exploited in this manner. In this
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case, one puts selected files on the device to be used as a reliable provider of the
data, which is then carried along to make sure the data will be nearby at the time
when it is needed. This may occur whenever a user feels that a file is so important
as to warrant having it physically available on a carried device, during important
time / location frames.

For example, prior to going to a conference, a user may place her presentation
on her watch, to avoid any access problems. Even if the file were accessible
through the Internet, a portable can be useful in case of rare (but always possible)
network and server failures, or when network security restrictions at the user’s (or

the visiting) site prohibit access to the remote server where the file is stored.

2.3 Storage in ubiquitous computing environments

Based on the characteristics of typical storage elements in the ubiquitous comput-
ing era, outlined in Section [2.1] along with the typical usage patterns exhibited,
discussed in Section we designed OmniStore, a storage management system
for personal computing.

OmniStore facilitates personal data management by addressing the technical-
ities forced upon users with regard to data organization and placement activities.
It automates most of these tasks, both in the case of infrastructure and portable
device storage. Specifically, it employs opportunistic interaction among portable
devices to achieve collaborative storage management among them, also coordi-
nating their contents in reference to an infrastructure storage service that belongs
to the user. To provide this functionality, we have developed both a set of infras-

tructure services required to support devices in their storage-related operations,
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Figure 2.1: OmniStore’s design

Internet

as well as the necessary runtime mechanisms required to support efficient ad-hoc
interaction between wearable and portable devices, when disconnected from the
infrastructure.

Our system forwards all files generated on portable devices to a storage service
referred to as the repository. The newly created files are automatically decorated
with semantic annotations derived from the context-sensing capabilities of de-
vices within range, which are used for organizational purposes. The inverse data
flow is also supported, by allowing the user and applications to select files in the
repository and request that they be cached on portable devices of their choice.

Given that portable devices may also interact with each other, we introduce
collaborative behavior among them. In addition to traditional access to files on
any device, from applications anywhere in the personal area network (PAN), we
implement further functionality such as “off-loading™ of files from one device

to another to distribute storage load, or replication of files on several devices to
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increase availability and reliability. With this design the various portable caches
are merged into a single collective portable cache that accompanies the user.

This combination of features, as is discussed in detail in Chapter@, addresses
the requirements analyzed in this Section, allowing for convenient personal data
management with significantly reduced human effort. We believe that our ap-

proach contributes towards the realization of the ubiquitous computing vision.
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Chapter 3

Core runtime mechanisms

Portable and wearable devices with significant processing and networking capa-
bility are becoming increasingly common. Their growing use is altering the con-
ventional personal computing paradigm. What we usually refer to as the “personal
computer” becomes a collection of separate and possibly autonomous elements
that co-operate with each other without relying on external infrastructure or a pre-
arranged setup. As we move beyond the physical — and mental — boundaries of the
desktop, one of the key challenges becomes to combine the devices and artifacts
that are available, whether carried by people or situated in a given environment,
to accommodate personal computing.

Functions and applications are distributed on different platforms, that can be
widely heterogeneous in terms of computing resources and user interaction capa-
bility. Also, the system configuration can change several times during application
execution, due to devices being switched on and off, or moved into and out of
range. In order to cope with this dynamic nature, suitable supporting mechanisms

are required.
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The results of our initial work in this area can be found in [LKS05, [LKSS03],
which discusses a runtime system designed to support application execution on
multi-device platforms that are formed in ad-hoc fashion. Since OmniStore tar-
gets such environments, we went on to evolve those mechanisms, adding impor-
tant facilities that better support opportunistic collaboration among devices. In
this Chapter, we present the functionality offered by our refined version the run-
time: discovery of services in the PAN, intelligent selection among several pos-
sible matching services, communication among nodes and acquisition of context

information.

[ Application

oz 1

Communication J Context

Component Component
i /A i
Y v
C Discovery Component D

A
A A J

< Engine )

Core Runtime

Storage
Component

Figure 3.1: Core runtime components

Figure shows the design of our underlying runtime. Our implementation
is written in the Java language. However, we restricted ourselves to the use of only
certain basic classes from the java . lang package of the J2SE (Java 2 Standard
Edition) libraries. Therefore, the runtime can execute on virtually any Java virtual
machine, even on restricted J2ME (Java 2 Micro Edition) implementations. The

binary size of the runtime is about 350KB.
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It should be noted that all the algorithms and protocols discussed in the fol-
lowing are designed assuming the existence of a broadcast primitive for sending a
data packet to all nodes in the network. At the lowest layer of the communication
component lies an abstract class providing this broadcast primitive. To create a
network driver for a specific type of networking technology, one must implement
this function in a subclass of the abstract network driver, along with a means to de-
liver received network packets to the network driver for processing. Also, a class
representing the device address must be implemented. This design makes it easy
to support most types of wireless networks (e.g. ZigBee and WLAN). Further-
more, it is easy to create drivers for wired networks (e.g. using multicast UDP/IP

or Ethernet broadcasts) for testing purposes.

3.1 Beaconing: the runtime’s heartbeat

Broadcasts are an essential tool for implementing functionality targeting ad-hoc
networking environments. For example, source routing algorithms [JM96, HJ04]
use broadcasts for route discovery, whereas their distance-vector counterparts
[PB94, (CBRO4] rely on them even more heavily, as they perform them period-
ically in order to keep routing tables up-to-date. Most service discovery mecha-
nisms also typically base their operation on broadcasts to varying degrees [Cha06),
YauO3]]. Evidently, cross-layered approaches which exploit broadcasts for multi-
ple purposes can be very beneficial [VRALOS].

Our system is no exception. Specifically, it uses broadcasts for: (a) main-
taining device co-location information which is used to guide service selection,

(b) discovering services present in the network, and (c) disseminating context in-
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formation. In the interest of efficiency, we have designed all of these functions
around a single periodic packet broadcast (beaconing). The algorithms are de-
signed to work orthogonally, with their correctness being immune to the beacon-
ing frequency. In fact, this can be adjusted at runtime, to facilitate the operational
requirements of services and applications executing on top of our runtime. The
beaconing rate varies in order to accommodate higher-layer tasks, using one of

three different intervals among consecutive beacons: idle, normal and fast:

Idle This is the lowest rate at which a device will emit consecutive beacons when

no tasks exist.

Normal This is the interval among consecutive beacons when pending tasks exist,

none of which was added within the last processing iteration over such tasks.

Fast This is the interval among consecutive beacons when a new task has just
been added. The new task is normally processed immediately after its addi-
tion. The fast beaconing cycle persists until the new task is processed for a

second time, at which point the system falls back to normal beaconing rate.

Figure depicts the transition diagram among these states. The reader will
be referred to it in the following sections, where each of these mechanisms is

discussed in detail.

3.2 Maintaining co-location history for service selection

Ad-hoc computing systems rely on spontaneous interaction among computing el-

ements which collaborate in order to achieve some goal. The first requirement
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Figure 3.2: State transition diagram for the cycling rates used by the runtime.

for this to occur is to detect the presence of nearby services, a process which is
referred to as discovery. However, simple service discovery is not a sufficient so-
lution to the association problem of locating suitable partners for interac-
tion. When multiple options exist, the selection between competing service offer-
ings is non-trivial and requires more elaborate matchmaking between consumers
and providers, otherwise systems may exhibit undesirable behavior. Mechanisms
that go beyond static property matching are needed to automate such decisions.
In the context of storage management, a most significant factor in service se-
lection is that of expected availability. When an application stores data on a device
that is present in the ad-hoc network, it is — at best — a risky venture: the target
device may at any time exit the network and render the data unavailable. It is
therefore desirable to take into account expected availability when performing file
transfers for load distribution or fault-tolerance purposes. In fact, as discussed
in [KLOS], a means of estimating future availability of services can be benefi-
cial when selecting an interaction candidate for many other types of services (in

addition to storage).
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3.2.1 Collecting co-location statistics

Our approach towards “educated” service selection, is based on capturing the co-
location relationship between a local device (and potential application host) and
other remote devices (offering services to applications). To keep both current and
historic information about such encounters, we adopt a simple information model
comprising the following information for each remote device: (a) duration of the
current encounter, (b) number and mean duration of previous encounters, and (c)
time of the last encounter.

Table shows co-location entries for a user’s mobile phone. Based on these
entries it can be inferred that the phone is constantly near the wristwatch, having
only two stable encounters of very high duration. The user seems to have entered
her office half an hour ago, where she has been roughly 22 times this week, aver-
aging three hours for every stay. Moreover, she was previously in a car (probably
driving to work) which was used about 34 times, with an average driving time
of about half an hour. Earlier, the user was at home, as can be inferred from the
bedroom and living room entries. At present, another (unknown) phone has been

encountered, indicating that a person is perhaps visiting the user at the office.

. Current | Previous Mean Time of
Device . .
duration | encounters | duration | last encounter

Wristwatch | 50 hours 2 82 hours 53 hours

Office room | 30 mins 22 3 hours 16 hours

Car N/A 34 25 mins 40 mins

Living room N/A 28 4 hours 55 mins

Bedroom N/A 15 6 hours 45 mins
Other Phone 1 min N/A N/A N/A

Table 3.1: Sample co-location information maintained by a mobile phone.

A more elaborate information model could be employed. For example it would
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be possible to record a (bounded) number of separate entries for each encounter
thus allowing us to deduce the distribution of co-location occurrence over time.
One could then perform more informed analysis of co-location history and pre-
diction of future behavior. Nevertheless, considerable information can already be
deduced even from simple co-location data which can be maintained using a very
small memory footprint. More importantly, it becomes possible to capture the ba-
sic relationship of familiarity among devices, which in turn can be easily exploited
to guide service selection: Devices with a high previous encounters count can be
expected (statistically) to meet frequently. Devices with a high mean duration can
be expected (again, statistically) to be available in the PAN for significant time
spans. The extent of expected availability can be deduced by the product of these
two metrics.

We now describe how this information is efficiently maintained by our runtime
system.

Each device emits beacons periodically, to make its presence known to nearby
devices. Based on the receipt of such beacons, which we refer to as “sensing
events”, the discovery component keeps a set of device history records, shown
in Listing A record holds the time of the first sensing event (t sCurEnc-—
StartEvnt) and the time of the last sensing event (t sCurEncLastEvnt)
contributing to the current encounter. It also holds the number (prvEncCnt)
and mean duration (meanPrvEncDur) of previous encounters as well as the
time (t sLastPrvEnc) when the last encounter occurred. The start time of the
so-called observation window is stored (for purposes which will be discussed later
on) in tsObsrvWinStart. Finally, the maxBeaconPeriod field holds the

maximum interval among subsequent beacon emissions from that device. Table
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public class DeviceHistory {
AbstractDeviceAddress addr;
long maxBeaconPeriod, tsObsrvWinStart;
long tsCurEncStartEvnt, tsCurEnclLastEvnt;
long tsLastPrvEnc, meanPrvEncDur;
int prvEncCnt;
// .
long getCurEncDuration () {
return
tsCurEncLastEvnt — tsCurEncStartEvnt;

int getPrevEncCount () {
return prvEncCnt;

int getMeanPrevEncDuration () {
return meanPrvEncDur;

public interface IDiscovery {
// .
DeviceHistory getDeviceHistory (
AbstractDeviceAddress a);

//

Listing 3.1: The DeviceHistory class

3.2 summarizes how these fields map to the elements of the co-location informa-
tion model shown in Table 3.1l

When a device is sensed for the first time, a new history record is created
for it and properly initialized. The tsCurEncStartEvnt and tsCurEnc—
LastEvnt fields in the (new) history record are set equal to the time of the
sensing event that triggered the encounter. The running duration of the encounter

is maintained as subsequent sensing events cause updates to the t sCurEnc—
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History Information Implementation

Device d.getAddress ()
Current duration tsCurEnclLastEvnt - tsCurEncStartEvnt
Previous encounters prvEncCnt
Mean duration meanPrvEncDur
Last encounter tsLastPrvEnc
Time to next beacon maxBeaconPeriod

Table 3.2: Mapping of co-location data model to DeviceHistory fields.

LastEvnt field. The device’s maximum beaconing period is retrieved from the
beacon packet and stored in maxBeaconPeriod.

The encounter with the device is considered active until the expiration of the
maxBeaconPeriod timeout: if the elapsed time since the last sensing event for
that device (t sCurEncLastEvnt) exceeds the stated maximum beaconing pe-
riod, the encounter is declared inactive. Whenever a runtime emits is own beacon,
it checks all active history records to see whether any have expired. In this case,
the record’s fields are updated as follows: the prvEncCnt is incremented by one,
the t sLastPrvEnc is updated to hold the value of t sCurEncLastEvnt, the
meanPrvEncDur is recalculated to incorporate the duration of the encounter,
and the tsCurEncStartEvnt and tsCurEncLastEvnt are reset to zero,
indicating that the device is no longer co-located with the local host. Figure [3.3]
illustrates a sample series of sensing events and the corresponding device history

record updates performed by device A with respect to the presence of device B.

3.2.2 Pruning co-location history

The large number of devices that can be encountered in a ubiquitous computing

setting, along with the typical resource constraints of embedded devices, makes
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Figure 3.3: Time diagram of sensing events for co-location history recording.

it unrealistic to let co-location information grow ad infinitum. This necessitates a
policy for replacing or collecting device history records.

For this purpose, co-location history is maintained with respect to an obser-
vation period P (e.g. one week), which is a system configuration parameter that
makes it possible to remove old co-location records. Since we do not keep a sepa-
rate timestamp for each previous encounter, garbage collection is done by approx-
imation, as follows. When a new history record is created, its t sObsrvWin—
Start field is initialized with the time of the first corresponding sensing event.
This field is used to periodically check whether the record contains data beyond
the observation period P, i.e. currentTime - tsObsrvWinStart > P.
In this case the co-location history is pruned by increasing the value of the t s—
ObsrvWinStart field by an advancement time slot T. Assuming a uniform dis-
tribution of encounters in time, the number of previous encounters can be adjusted
by decreasing the prvEncCnt field in proportion to T. The meanPrvEncDur
field remains unchanged. As a result of this update process a history record may
end up containing merely “outdated” information and can be removed. We con-

sider this to be the case when: prvEncCnt < T/P, which allows a record based
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on a single encounter to persist for at least two consecutive periods. Other metrics
could easily be employed for discarding records.

Even with this garbage-collecting procedure in place, it is still possible that
a new history record may need to be created, while the system’s device history
table is full. In this case, a victim record is chosen (randomly) for removal, out
of all records concerning devices that (a) are currently not co-located, (b) have
the smallest total duration of previous encounters (approximated as the product
of the number of previous encounters and mean duration) and (c) have the oldest
latest encounter. If no such record exists, i.e. all records are about devices that are
currently co-located, then the new encounter is ignored.

This approach results in the system being “blind” to new devices if the size of
the set is smaller than the number of currently co-located devices, in the sense that
no co-location statistics are collected for them. Nevertheless, this limitation is of
minor practical importance, as the memory requirements of our approach are very
modest and allow the monitoring of thousands of devices using small amounts of
memor Finally, it is important to stress the fact that co-location information is
an auxiliary hint, and that it is possible to discover and access a device and service
independently of whether a corresponding device history record exists.

As a last point we stress that, as was discussed in Section [3.1] the algorithm
presented here is not dependent on the beaconing rate of devices, which may
be adjusted at runtime without affecting the validity of results. Specifically, in-
creased beaconing rates merely translate into greater sampling rates, thus provid-

ing greater accuracy for the statistics collected. The idle beaconing rate of a device

' Assuming 16-byte device addresses, one thousand device records can be maintained in
roughly 64KB of memory
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defines the smallest granularity of statistics for it.

3.3 Service discovery

The discovery mechanism supports two modes of operation: active and passive.
Active discovery allows an application in need of a service to probe the PAN in
order to locate it. On the other hand, passive discovery relies on overhearing
information regarding services in the PAN. The names used for the two modes
reflect the service client’s perspective in the discovery proces Active discovery
is useful when an application needs a service in order to perform some task the
soonest possible and therefore does not want to miss out on opportunities to do so.
Passive discovery is preferable when an application is not eager to perform some
task immediately, but may opportunistically do so when circumstances permit.

This functionality is accessed via the programmatic interface shown in Listing
[3.2] in which service types are represented by strings whose values are presumably
agreed upon by application developers. Communication occurs via Endpoint
objects (see Section [3.4)) which represent unique addresses on hosts and allow for
multiplexed communication among them.

Discovery is implemented by exploiting the beaconing cycle discussed in Sec-
tion [3.2] Specifically, we use the emitted beacons to piggy-back lookup and ad-
vertisement information. The mechanism used to decorate beacons is based on
two lists maintained by the discovery component: one with lookup tasks and the
other with advertisement tasks.

Lookup tasks are created by applications when they require services of a cer-

ZEvidently, the exact opposite holds from the service provider’s perspective.
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public interface IDiscovery {
// .

// register a local service provider

public void registerService (String serviceType,
Endpoint ep);

// support passive discovery of a local service
public void setActiveAdvertise (Endpoint ep,
boolean persistentAds);

// register interest in specific service types
public void registerInterest (String serviceType,
IServiceFoundListener listener);

// enable active discovery for some service type
public void setActiveDiscovery (String serviceType,
boolean activeDiscovery);

// list known service providers in the PAN
public List getProviders (String serviceType);

//

Listing 3.2: The discovery component API

tain type to be actively discovered; these tasks cause the runtime to emit lookup re-
quests, informing nearby devices of its need to locate service offerings of that type.
The runtime notifies local applications whenever it discovers a suitable provider.
Advertisement tasks on the other hand are used to advertise the existence of a
service to other entities in the PAN. They cause the runtime to emit advertisements
that contain contact information for the local service provider, so that nearby en-
tities may detect it. These tasks are created by the runtime when lookup requests
are received from the PAN, causing an advertisement to be sent as a reply for the
actively searching entity. In addition, a service provider may also create an adver-

tisement task, to periodically advertise the service, regardless of whether lookup
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requests are received for it. Doing so allows the service to be passively discovered
by nearby clients.

Advertisement and lookup tasks are processed by alternating among them with
a ratio equal to that of the respective list lengths. For example, if twice as many
lookup as advertisement tasks exist, then two beacons will be sent out with lookup
information attached, for every beacon that is emitted with advertisement informa-
tion. Respectively, whenever a beacon is received (and after co-location statistics
are updated as discussed in Section [3.2), it is passed on to the discovery com-
ponent for processing. The discovery component then extracts and processes any
piggy-backed discovery information which may exist in the beacon. In the follow-
ing sections, we discuss each of the two modes of discovery (active and passive)
in detail.

We point out that, as was discussed in Section the creation of advertise-
ment and lookup tasks affects the beaconing rate according to the state transition
diagram of Figure[3.2] In short, when a task is added, the runtime beacons at fast
rate. It then falls back to normal rate unless another (new) task is added in the

meantime. When all tasks have been serviced, beacons are emitted at idle rate.

3.3.1 Active discovery

Active discovery is triggered by applications that wish to locate a service in or-
der to perform some task. The process is initiated by the interested application
through a call to the registerInterest () method, with the desired service
type as a parameter, along with a listener method to be called when a service of-

fering is found. A subsequent call to the setActiveDiscovery () method is
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required to create a lookup task for this service type, which periodically broad-
casts requests for it.

The discovery component distributes lookup requests evenly among the ser-
vice types registered in its lookup task list. It selects the first node in the list to
piggy-back a request to the outgoing beacon and then adds the node back to the
end of the list. New registrations are added to the beginning of the list so that the
first beacon for them is emitted with priority to older running lookups.

Whenever a beacon is received, the list of locally available services, populated
by applications via registerService () calls, is checked to see if matching
services exist. If a match is found, a one-off advertisement task is added to the
head of the advertisement tasks list.

Figure [3.4] depicts the active discovery process. The application on the left
creates an endpoint (step 1) and calls registerInterest () and setActi-
veDiscovery () (step 2). A lookup task is thus created by the discovery com-
ponent for that service type, which also records the submitted listener method to
be used when matches are found. The application on the right creates an endpoint
(step 3) for providing this service. It then calls registerService () in order
to notify the discovery component of its existence (step 4). At some point, the
application on the left emits beacons with a lookup request for the desired service
type (step 5). The runtime of the application on the right, upon receiving such bea-
cons, enqueues advertisements for the endpoint providing the service (we assume
that both applications are using the same service type resulting in a match) and
therefore emits advertisements beacons (step 6) with contact information for the
endpoint. Finally, the application’s listener is called (step 7) to deliver the address

of the service to the application.
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Figure 3.4: Active service discovery using lookup requests.

3.3.2 Passive discovery

i

The runtime maintains a list of service types of interest to local applications.

When an advertisement beacon is received, the service type is looked up to de-

termine whether local interest exists. In this case, the contact address for the

service is recorded in this list. The contact information (if any exists) is returned

to the application when it calls the getProviders () method. In addition, the

listeners provided by registerInterest () method calls are used to deliver

notifications to the applications interested in that service type, every time a new

service offering is found.

Clients that are interested in exploiting passive discovery call the register—

Interest () method to declare their interest for a service type, but do not call

the setActiveDiscovery () method. This means that even though the ap-
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plication will be notified when a service offering is detected, the runtime will not
emit any lookup requests for the service. Instead, discovery relies on overhearing
advertisements sent out by service providers. While this may occur coincidentally
if another nearby device happens to emit a lookup request for that service type,
the mechanism is intended for use by service providers that periodically advertise
their presence, without being provoked to do so by lookup requests. To this end,
the runtime can be instructed to emit advertisement beacons for services, inde-
pendently of whether a lookup request was received for them. In other words, the
advertisements are broadcast in a “to whom it may concern” fashion.

To cause this type of advertising the service provider must call the regi-
sterService () method, followed by a call to setActiveAdvertize ().
This creates a periodic advertisement task in the discovery component that re-
peatedly sends out advertisements for the service offering, regardless of whether
a lookup request was received for the service. Figure [3.5depicts the passive dis-

COVery process.
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Figure 3.5: Passive service discovery using persistent advertisements.
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3.4 Communication

The communication component provides support for applications wishing to ex-
change messages with peers on other devices in the PAN. The basic element of
this mechanism is the endpoint, a uniquely addressable element which can be used
as a contact point when exporting a service to the PAN. Its address consists of the
device’s network adapter address (which is network technology dependent) and a
16-bit integer that is guaranteed to be locally unique for each endpoint in a run-
time. The endpoint’s address can be obtained using the discovery mechanisms

discussed in Section [3.3]

3.4.1 Unreliable communication

Applications can exchange datagrams by creating an Endpoint object, which al-
lows its holder to send packets of data to other endpoints in the PAN. This is done
via the sendPacket () method, which emits a packet targeted to the endpoint
whose address is given as a parameter. The source endpoint’s address is auto-
matically placed in the packet’s header. The runtime processes packets received
from the PAN and delivers them accordingly to local endpoints for processing.
Specifically, each endpoint can define a callback method (processPacket ())
via setPacketListener (). The runtime calls this method for all packets
targeting the endpoint, also giving the source address of the incoming packet to
the listener, so that its origin can be reviewed (and optionally used to send replies).

The most relevant parts of the communication API can be seen in Listing[3.3]
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public interface IPacketListener {
public void processPacket (Address sourceAddr,
byte [] payload);

public class Endpoint {
VYA
public int getLocalId();

public int sendPacket (Address targetAddr,
byte [] payload);

public void setPacketListener (
IPacketlListener callbackMethod) ;

//

public class ReliableBidiEndpoint extends Endpoint {
// .

public void connect (Address targetAddr);

public ReliableBidiEndpoint accept();

public void close();

public int writeBytes (byte[] outDataBuf);
public int readBytes (byte[] inDataBuf,
int ofs, int maxLen);

public void writeBoolean (boolean D) ;
public void writeInt (int 1i);

public void writeLong(long 1);
public void writeFloat (float f);
public void writeDouble (double d);
public void writeUTFString(String s);

public boolean readBoolean();
public int readInt();

public long readLong();

public float readFloat();
public double readDouble();
public String readUTFString(s);
//

Listing 3.3: The communication component API
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3.4.2 Reliable communication

ReliableBidiEndpoint is a descendant of the Endpoint class, which
builds upon its functionality providing reliable, bi-directional, streaming commu-
nication among two connected endpoints. It is basically an implementation of the
Transmission Control Protocol (TCP) specification [ISI81]], with minor modifica-
tions. The most important deviation from the TCP standard is that the underlying
network layer is not assumed to be the Internet Protocol (IP). Instead, the ad-
dresses used in packets are endpoint addresses (rather than the typical IP address /
TCP port combination). Another difference is that the window size is fixed. Using
the ReliableBidiEndpoint class (Listing [3.3)) applications can communi-
cate using byte streams.

The ReliableBidiEndpoint class defines internal outgoing and incom-
ing data buffers which are used to generate outgoing packets and store the payload
of incoming packets respectively. Applications must use the writeBytes ()
method to fill the outgoing buffer and the readBytes () method to extract
data from the incoming buffer. The base sendPacket () and setPacket-
Listener () methods are overridden to prevent applications from accessing
them directly. The ReliableBidiEndpoint uses the outgoing buffer’s con-
tents to send packets to the connected peer, appending the required header infor-
mation to achieve reliable and ordered transmission. It also processes incoming
packets by installing its own processPacket () handler, which acknowledges
the receipt of data and enqueues it for delivery in the incoming buffer. Retrans-
mission, order preservation and receipt acknowledgment are all handled internally

as defined in the TCP specification [ISI81].
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Finally, we provide simple data marshaling routines for all primitive data types
(integers, long integers, floats, doubles, booleans, characters and strings). We con-
sciously refrain from supporting Java object serialization, thus allowing the im-

plementation of the core runtime mechanisms in other programming languageﬂ

3.4.3 Accessing infrastructure services

Network gateways are devices which have both a wireless ad-hoc adapter, as well
as an adapter which connects them to the Internet. Their role is to bridge the two
networks, allowing nearby devices in the PAN to connect to services on the Inter-
net. The functionality is provided by the Internet access daemon, which creates
tunnels for such connections.

The Internet access daemon uses the discovery mechanism (Section [3.3) to
emit advertisements for its tunnelling service to the PAN. Clients that wish to
contact Internet services must use the discovery mechanism to search for gate-
ways, and then connect to them using reliable communication endpoints (Section
[3.4.2). In order to setup the tunnel, the Internet access daemon expects the client
to send a target host (either its DNS name or its IP address) and port number.
Once these are received, it establishes a normal TCP/IP connection to that host
and sends the connection result to the client in the PAN. If the connection has suc-
ceeded, the Internet access daemon starts tunneling all data received from the PAN
through the TCP/IP connection and back. From that point onward, the portable
device must interact with the service using whatever protocol is employed by it

(e.g. HTTP/SOAP for web services).

3We also remind that our Java implementation even restricts itself to using the facilities of the
java.lang package.
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Network gateways allow any protocol implemented on top of TCP/IP to be
accessible via tunnels. Of course, in this case, the appropriate interaction logic
used by that protocol must be installed on the portable devices which intend to
use the service. In any case, we would like to support the case where a service

must be accessible to all classes of clients:

e Nearby portable devices: The client application is hosted on a portable

device which is physically located near the server.

e Remote portable devices: The client application is hosted on a portable

device which is using a network gateway to contact the server.

¢ Internet hosts: The client application is on another host in the Internet and

1s communicating with the server via normal TCP/IP.

Any services hosted in the user’s house fall into this category. To facili-
tate such cases we have created two classes especially suited for this purpose:
TunneledEndpoint and TCPIPEndpoint.

The TCPIPEndpoint class extends ReliableBidiEndpoint. It re-
places the network I/O primitives of its Endpoint ancestor to read incoming
/ write outgoing packets from / to a normal TCP/IP socket, instead of using the
runtime’s network adapter driver. Specifically, it overrides the sendPacket ()
method to write the packets to a normal TCP/IP connection, while at the same
time creating incoming packets by reading data from the connection and calling
processPacket () to process them. Suitable constructors are defined for this
class, which take the host and port to connect to (client operation) or the port to

listen on for connections (server operation) as parameters. Services running on
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Internet hosts that wish to be accessible through network gateways must listen for
connections using TCPIPEndpoint objects.

The TunneledEndpoint is similar, but replaces the network I/O primi-
tives of the base Endpoint class to use a ReliableBidiEndpoint con-
nection instead of calling into the runtime’s network driver. In this case, the
sendPacket () method is overridden to write packets to a ReliableBidi-
Endpoint connection’s stream, while at the same time creating incoming pack-
ets by reading data from that connection and calling processPacket () to
process them. A new constructor is defined that takes the ReliableBidi-
Endpoint object to be used for this purpose as a parameter (it is assumed that
it is a connection to a network gateway in the PAN), along with the host and port
to which a tunnel is to be requested (it is assumed that a TCPIPEndpoint is
listening on that address). The constructor negotiates the tunnel creation with the
gateway and proceeds to establish the tunneled connection.

Figure [3.6] depicts an Internet server which is interacting with three clients:
one is on another Internet host whereas, one is a portable device which is us-
ing network gateway tunnel, and one is an Internet host which is communicat-
ing through a direct TCP/IP connection. Because both TCPIPEndpoint and
TunneledEndpoint inherit from ReliableBidiEndpoint, the interac-
tion logic (excluding connection establishment) is the same for all cases on both

sides (client and server).
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Figure 3.6: A tunneled connection from the PAN to the Internet

3.5 Context aggregation

Wearable and portable devices can provide a wealth of contextual information
via a variety of sensing capabilities. For example, a GPS navigator may pro-
vide latitude, longitude, speed and direction information, a camera may provide
illuminance information, and a person’s active badge may provide identification
information. Although each such piece of contextual information can be useful by
itself, it is likely to become more valuable when combined with others. Ideally a
group of devices can complement each other by providing different contextual as-
pects, thereby enabling the synthesis of the current contextual situation [GSBO02].
Along this rationale the role of the context component is to allow any entity to pub-
lish and access context information, as well as to let such information propagate

in the PAN in order to create a more complete aggregate contextual perception.
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3.5.1 Generating and reviewing context information

The context component maintains information in the form of a tuple space where
each entry consists of seven fields: a name indicating the type of information
(key), a value, its creation timestamp (CTS), its lifetime or time-to-live (TTL), its
validity scope, its emission timestamp (ETS) and the originating device address
(ODA). The key and value fields correspond to an attribute-value pair that holds
the actual context information. The CTS and TTL fields are used for garbage
collection. The scope, ETS and ODA fields are used to control the propagation
of context information to other devices.

The API for accessing the tuple space is shown in Listing [3.4l To add a tu-
ple, the application invokes the post () method, supplying values for the key,
value, TTL and scope parameters, which are used to initialize the respective
fields of the new entry. The CTS and ODA fields are set equal to the current time
and the local device address respectively. The ETS field is set to zero.

When generating contextual information the device’s application is expected
to post new values for its keys at the rate of change of the respective information.
The post () method searches and removes duplicate entries (i.e. entries that
have the same key and ODA values) as new tuples are added. Entries originating
from different devices (with an ODA value that is not equal to the local device
address) are not considered as duplicates even if they have the same key. This
is to allow for different devices to provide different flavors or granularity of the
“same” type of context information, without introducing any conflicts or having
to build elaborate metadata mapping mechanisms at a low system level.

Applications may review the currently available context information via the
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public ContextTuple {
AbstractDeviceAddress oda;

String key, value;
int ttl, scope;
long cts, ets;

public String getKey () ;

public String getValue();

public AbstractDeviceAddress getOrigDevAddr () ;
//

public interface IContext {
public static final int LOCAL_SCOPE = 1,
DEV_RANGE_SCOPE = 2, TTL_SCOPE

Il
w
~e

public static final String ANY_KEY = null;
public static final String ANY_DEVICE = null;

public void post (String key, String value,
int ttl, int scope);

public ContextTuple[] read (
AbstractDeviceAddress devid, String key);

public void clear (
AbstractDeviceAddress devid, String key);

Listing 3.4: The context component API
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read () method which returns the entries matching the supplied key name and
originating device address. The special device address value null can be used
in combination with a specific key, to obtain all entries with the specified key
produced by any device. Similarly, the special key value null can be used in
combination with a specific device address, to obtain all entries produced by the
specified device with any key. Using both special values, the entire contents of
the tuple space are retrieved. The caller may inspect the returned entries via the
getter methods of the ContextTuple class.

Garbage collection is performed as a side-effect of the post (), read () and
clear () methods, thus avoiding the need of an extra thread to perform house-
keeping tasks. As the tuple space is being searched to find duplicate or matching
entries, outdated entries are detected by comparing the current time with their
CTS plus TTL fields. Any such tuples are removed. Entries may also be explicitly

removed prior to their TTL expiration, via the clear () method.

3.5.2 Context information propagation

To exploit the collective context-sensing capabilities of the PAN, the contents of
the tuple space are disseminated in an asynchronous fashion to nearby devices. As
in the case of service discovery, this occurs in tight coupling with the operation
of the beaconing mechanism. More specifically, prior to emitting the beacon,
the runtime up-calls a method of the context component that may append context
tuples to the beacon. Conversely, every time a beacon is received, the runtime up-
calls a method of the context component that extracts context information from

the beacon and inserts it to the tuple space. We point out that the beaconing rate
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Value Meaning

local Entry which applies to the originating device only and does
not propagate to other devices. Discarded when its TTL
expires.

dev-range | Entry which propagates to other devices but is valid only
within range of the originating device. It is discarded when
out of the originating device’s range, or when its TTL ex-
pires.

ttl-range | Entry which propagates to other devices and is valid every-
where, until its TTL expires.

Table 3.3: Possible values for the scope of context information

is affected by the existence on newly generated local context information in an
identical manner as in the case of newly created discovery tasks (see Section |3.1)).

The scope and emission timestamp are used to control tuple propagation. The
scope of an entry determines its effective range. Entries with 1ocal scope are
confined to the local context component while entries with dev-range or tt1-
range scope are disseminated to the PAN. The meaning of these values is sum-
marized in Table [3.3| and their usage is explained in more detail in Section
The ETS records the time when an entry was last beaconed. In case there are too
many entries to fit in the beacon packet, the context component selects the ones
with the smallest ETS value. This ensures that all entries get a fair chance of being
propagated to other devices and that a newly added tuple has higher priority over
older ones.

For each entry that is selected for dissemination, only its key, value and
TTL fields are piggy-backed on the discovery beacon (Figure [3.7). There is no
need to send the ODA field since only locally generated entries are allowed to
propagate to other devices and the emitting device’s address is already part of

the beacon header. Also, the sent TTL indicates the remaining (as opposed to
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Figure 3.7: Exporting tuples to nearby devices in the PAN

the originally specified) lifetime of the entry. This is calculated as the difference
between the original TTL value and the time that has elapsed between the creation
of the tuple (CTS) and its transmission (piggy-backing on the beacon). As a result
it is not required to send the CTS field of each entry. More importantly, devices
are not obliged to maintain synchronized clocks.

Incoming context data is handled in an analogous fashion. For each entry
carried by the beacon, a new tuple is created and assigned with the received key,
value and TTL fields. The CTS field is initialized to the current local time at
the moment of the reception (extraction from the beacon) and the ODA field is set
equal to the address of the device that sent the beacon. Just like when adding a
new tuple via the post () method, the new entry replaces any duplicate entry
with identical key and ODA values.

Figure [3.§] illustrates this dissemination process for a scenario with three de-
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Figure 3.8: Context dissemination process
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vices: a GPS navigation unit, a camera and an information beacon present in the
surrounding infrastructure, which has a temperature sensor. Subsequent snapshots
are shown in one-minute intervals. For simplicity, only the tuple space contents
of the GPS and camera devices are presented. Furthermore, we omit the emission
time-stamps and originating device address for brevity. Instead, non-local entries
in each tuple space have their scope underlined to stand out. The scenario is dis-
cussed in the following, starting from the top left snapshot and moving from left
to right.

The context component of each device initially contains only information that
was generated locally. Therefore, in the example, the GPS navigator has entries
for latitude and longitude whereas the camera has a single entry for illuminance.
The nearby information beacon whose context space is not shown, has a single
locally-generated entry with the current temperature. In the next step, the GPS
emits a beacon carrying its own context information and as a result the camera
tuple space is populated with two new entries (shown in italic fonts). Next, the
temperature sensor transmits a beacon carrying its own context information that
ends up in the tuple spaces of the GPS and camera. In a similar fashion, the
subsequent transmission of a beacon from the camera leads to the population of
the GPS tuple space with a corresponding illuminance entry. In the following,
the GPS generates updated latitude and longitude values which replace the old
entries; as a side effect, the expired illuminance entry that was imported from
the camera is also deleted. At the same time, the camera generates an updated
illuminance value; leading to the deletion of the expired latitude and longitude
entries imported from the GPS. As a last step, the GPS emits its fresh latitude

and longitude values, resulting in the addition of corresponding new entries in the
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tuple space of the camera.

It is important to note that beaconing is both unreliable and asynchronous. For
this reason there is no guarantee as to whether or when a particular piece of local
context information will propagate to other devices. While the tuple spaces of
devices do have the fendency to converge, this cannot be fully accomplished as
long as context information and/or the connectivity between devices change fre-
quently (with respect to the beaconing rate). In the general case, the tuple spaces
of devices will be different, each corresponding to a partial and possibly outdated
view of the global contextual picture. Despite its opportunistic nature, periodic
beaconing achieves satisfactory information propagation for most practical pur-
poses. It is also simple to implement and was efficiently integrated as part of our
beaconing mechanism.

As a last note, we point out that certain devices need not process contextual
information. The information beacon for example, whose sole purpose is to pro-
vide information to devices present in the room, need not do any actual processing
of the GPS navigator and camera beacons, as it does not run any application that

requires contextual information.

3.5.3 Controlling context propagation

A PAN computing system corresponds to an inherently dynamic environment with
devices continuously coming in and out of range. From the perspective of a wear-
able or portable device, the network neighborhood can change either as a result of
its own movement (it is carried along by the user) or due to the movement of other

devices (it is left behind). This is a tricky issue for any distributed context pro-
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vision service precisely because context information is often tightly coupled with
the physical location where it was produced. In our case, the problem — which
we refer to as context littering — is exhibited as follows: a device may use and
propagate imported context information that is no longer valid in the current sit-
uation. For example, a mobile device may pick up temperature information from
a nearby sensor in an air-conditioned room and then keep as well as disseminate
this entry after it has been moved to an outdoor location with completely different
environmental conditions.

To prevent context littering, imported entries are not eligible for further prop-
agation. We therefore compare a tuple’s originating device address against the
local device address prior to piggy-backing it on outgoing beacons, allowing only
locally-generated tuples to be exported. This prevents context from being “carried
over” from one location to another by a moving device, thus protecting devices at
the new location.

Even so, the moving device itself is still not protected from formerly acquired
context tuples, since they are considered to be valid until their TTL expires. One
approach to address this would be to immediately remove imported context tu-
ples when their originating device goes out of range, regardless of whether their
TTL has expired. However, this precaution may be too strict in some cases. It is
namely possible for a device to provide reliable context information within some
advertised TTL, regardless of whether receivers stay within its range. For exam-
ple, a service in the center of Volos might export a “location” entry with the value
of “Volos, Greece” and a TTL of 5 minutes. It is indeed unlikely for a device
that receives this information to move outside of Volos in such a short time. This

would obviously not hold if location information was provided at a granularity of
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just a few meters, for instance via a GPS device. Of course this depends on the
type of the information produced.

Rather than having devices interpret the information received in order to de-
cide how to handle TTL values, we let the context source explicitly state the in-
formation’s “sensitivity” to movement. This is done via the post () method, by
setting the scope field of the new entry accordingly, to either dev-range or
ttl-range (see Table [3.3). While both entry types are properly disseminated
via the beaconing mechanism, their type is used at the receiver to decide how to
handle the advertised TTL. If the information received has a scope field equal to
ttl-range, its TTL is adopted as advertised. Else, if the scope field is equal
to dev—-range, itis considered valid only as long as both its TTL has not expired
and the originating device remains within range. Therefore entries whose scope
field is equal to dev—-range but whose history record in the discovery module is
inactive are removed regardless of their TTL value.

In the spirit of the previous scenario, Table [3.4] shows a possible state of the
digital camera tuple space with five entries. Only the 1 11uminance reading is
locally generated, whereas all others were imported from the nearby devices. The
rest of the information in the example is published by the GPS navigator device
and a nearby information beaconing device in the infrastructure. In addition to
latitude and 1longitude information, the navigator uses an internal database
to produce coarse-grained location information which in this case is the city tu-
ple. Attention should be paid to the fact that the 1atitude and longitude
tuples are published with dev—-range scope, whereas the city tuple is pub-
lished with tt1-range scope, given that it is unlikely to change rapidly. The

example tuple space also contains a tuple from an infomation beaconing device
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which we assume exists at the cafeteria where the user’s camera is currently lo-
cated. This device publishes temperature and location information. Again, the
highly “movement-sensitive” tuples indoor—temp and cafeteria are pub-
lished with dev—-range scope, whereas the out door—-temp tuple is published
with tt1-range scope, as it is not expected to change considerably within its

15-minute TTL.

Creation Emit | Orig.

Key Value CTS TTL | Scope TS device
address

illuminance | 9857 Ix 18:00 4 min | dev-range | 18:03 A
latitude XY™ N | 18:01 3 min | dev-range | 0 B
longitude K{L™E 18:01 3 min | dev-range 0 B
city Volos 18:01 15 min | ttl-range 0 B
cafeteria Grappa 18:01 14 min | dev-range 0 C
indoor-temp | 25°C 18:00 15 min | dev-range 0 C
outdoor-temp | 32°C 18:00 15 min | ttl-range 0 C

Table 3.4: Sample contents for a digital camera’s context component
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Chapter 4

File management system

OmniStore provides the following functionality to assist users in managing their

personal data:

e Deep archival: All versions of all files created on all devices owned by the
user are automatically archived at an infrastructure storage service referred

to as the repository.

e Push-caching: The repository allows clients to submit requests for sending
files to devices owned by the user. A time period during which files should
reside on the target devices may be specified. Furthermore, the device can
optionally be kept up-to-date with the latest version of the file being push-

cached.

e Collaborative disconnected operation: Portable devices interact in order
to co-operate in managing storage. They may autonomously off-load files
from one device to another in order to balance free space, or replicate im-

portant files to multiple devices in order to increase availability. Remote
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access from applications on one device to files on another device is also

supported.

e Automated context-based annotation: File indexing and retrieval is facil-
itated by automatically attaching semantic annotations to files as they are
created. These annotations are derived from context information collected

from nearby devices.

While each of these functional aspects is useful in itself, the full potential
of the system is made clear when they are considered in combination; we refer
the reader to Chapter [5.1} which presents compelling use cases made possible by

OmniStore.

4.1 Overall architecture
The system’s implementation [KLO6b]] comprises several components. These are:

e The portable device daemon and device library
e The device registry and the device registry library
e The data repository and the data repository library

e Internet access gateways

Figure depicts an indicative configuration that includes the repository, the
registry, a single access point, a typical Internet-connected personal computer and

a PAN with three portable devices. Although the registry and repository services
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Figure 4.1: OmniStore architecture

need not be co-hosted, they are generally presumed to be installed on a household

device referred to as the home server appliance.

Portable devices run the device daemon which is responsible for managing

their storage. It supervises the storage-related activity on the portable, also mon-

itoring the device’s environment for the presence of other devices. The daemon
communicates with devices detected in the PAN in order to perform collabora-

tive storage management. Moreover, it periodically contacts the data repository
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in order to perform various synchronization tasks. Applications use the device li-
brary to access the device’s storage medium. The device library performs behind
the scenes interaction with the device daemon, transparently triggering various
storage-maintenance actions. The device library can also be used to access the
functionality provided by the data repository and the device registry.

The data repository’s role is to manage the infrastructure storage that belongs
to the user and is implemented by the repository daemon. The repository daemon
interacts with device daemons to synchronize the contents of each device with the
repository. In addition, it allows applications to access the archived files, which
may be located using semantic lookup queries. Finally, applications may use its
push-caching service to schedule file transfers from the repository to portables.
In order to access these services, applications on computers with Internet connec-
tions use the repository client library, whereas applications on portable devices
use the device library.

The device registry is an infrastructure service which keeps track of user de-
vices. It records information regarding their capabilities (e.g. what services they
provide), as well as device configuration parameters. The registry daemon is the
component responsible for implementing all these functions, which can be in-
voked via the registry client library (for applications on computers with Internet
connections) and the device library (for applications on portables devices).

The protocols used in all cases employ the ReliableBidiEndpoint data
marshaling routines (see Section[3.4). The repository and registry daemons accept
connections through both TCPIPEndpoint (Section [3.4.3) as well as Reli-
ableBidiEndpoint objects. This allows the services to be accessible via

normal TCP/IP connections, but also directly through the ad-hoc network if an
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application is on a portable device which is adjacent to the servers. The reg-
istry library and repository library communicate with their respective daemons
through normal TCP/IP connections, using TCPIPEndpoint endpoints. Appli-
cations on portables access the functionality through the device library, which uses
ReliableBidiEndpoint connections when the device is in close proximity
to the servers. In most cases however, TunneledEndpoint objects are used in-
stead, which connect to the TCPTPEndpoint of the servers (like infrastructure

applications do) with the help of network access gateways (Section |3.4.3]).

4.2 Device management

The device registry holds information regarding the computing devices owned by
the user. It implements a device registration service which allows a device to enter
the user’s domain and become trusted by the other devices owned by her. To this
end, it acts as a certificate authority on the user’s behalf, which issues and stores
digitally signed certificates during registration. Devices may use these certificates
to determine co-ownership and establish trust when they meet in ad-hoc networks.

The registry is identified by its DNS nameﬂ which we use as the root of a
device namespace for each user. For example, its name could be userHome—
Server.someISP.com. The registry generates identifiers for each device dur-
ing registration (Section[4.2.T]), which are guaranteed to be unique within the con-
text of the device registry. It then serves as a name service for the user’s portables,
allowing applications to unambiguously refer to specific devices owned by the

user.

IThis is sufficient for our purpose in spite of the numerous problems and shortcomings of DNS;
see [BLR ™04, [WBS04].
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In addition, the registry exports services for applications (both on portables as
well as in the infrastructure) that wish to record or review information regarding
the user’s devices and their capabilities. Services and applications hosted on the
user’s various devices may record their presence there, along with configuration
settings that control their operational characteristics. Applications may contact
the device registry to inquire such information. For example, an application may
request a list of the user’s devices which support some type of functionality (e.g.

have OmniStore managed storage).

4.2.1 Device registration

The device registry daemon is hosted on the home server appliance, located in the
user’s house. Users are expected to power up newly acquired devices in the area
of the house where this appliance is located, to trigger the registration process.

As part of its normal operation, the registry daemon advertises the registration
service to nearby devices. A device will check during its startup whether it is
registered or not. Registered devices proceed to normal operation, loading the
device daemon and launching local applications. Non-registered devices enter a
special “registration mode”, during which they passively monitor the environment
(see Section[3.3.2)), to discover a registration service.

The first stage of registration is as follows (Figure[d.2): When the new device
detects the registry, it sends a registration request. The registry records the de-
vice’s network adapter address in its database, giving the device a unique (within
the registry) 32-bit identifier and a random password. It then responds to the de-

vice with: the device’s newly-generated “device identifier” and random password,
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along with the registry’s DNS name and public key.

The issued device identifier is unique within this specific device registry. In
combination with the generated password, they constitute a set of credentials
which can be used in the future to authenticate the device to the registry. The
device records all this information along with the registry’s DNS name (which
can be used to access the registry remotely through Internet access points) and
the registry’s public key. After this stage of registration is complete, the device is
considered a candidate for entry to the user’s device domain, but is not yet part of

it.

1. Request activation

1. Challenge

2. Authenticate

| 3. Send unique identifier, _ 5. Deliver certificate
= % device password, registry —|
% public key and DNS name %

4. Generate certificate and
add to database
Dl D Certificate Status
2. Create database record, S s doa
generating a unique identifier 3. Check credentials = Ox10FA O VALI D
and device password :

ub Net wor k Addr ess Devi ce baéswnrd ubD’ Net wor k Addr ess Devi cé passwor d

:

= 0x10FA fe:08:13:ff:0a:32 Kx 0x10FA fe:08:13:ff:0a:32 Kx
(a) (b)

Figure 4.2: The two phases of device registration

In order to complete the registration, the user must accept the device’s request.
This is done via the web-based registry management application (Section [5.1.2)),
with which the user can view devices pending registration and accept or reject its

completion in each case. Once a device’s request has been accepted, the second
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stage of the registration is triggered (Figure 4.2)). The device registry performs an
active lookup for the device, in order to contact it and complete the registration.
When the device is discovered, the registry opens a connection, challenges the de-
vice to authenticate itself using the previously agreed credentials (device identifier
and password) and then proceeds to issue a certificate signed by the registry for
the device. The certificate comprises of the device identifier and adapter address,
signed with the registry’s private key; it is recorded in the registry database and
delivered to the devic Registered devices may use the registry’s public key to
verify the authenticity of another device’s certificate. Thus, devices can use this

to establish that they belong to the same user.

4.2.2 Device configuration

Once device registration is complete, additional functionality of the registry be-
comes available. Specifically, applications and services hosted on registered de-
vices may record information regarding their capabilities and configuration pa-
rameters with the registry. This service is accessible both through the ad-hoc
network, as well as through the Internet.

The registry maintains device capabilities and configuration settings in a ta-
ble with a simple schema comprising of the following columns: device identifier,
component identifier, key and value. When adding information regarding a device,
the device identifier is set to the identifier issued for the device by the registry. The
component identifier is submitted by the application / service creating the entry

and is a value defined by its manufacturer, uniquely referencing that application

2Until the receipt of this certificate, a device is unable to prove its participation in the user’s
domain. The password produced for the device during stage one, is merely used to ensure safe
delivery of the certificate to that device.
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/ service on the device. The key and value hold the configuration setting’s type
and value respectively; their interpretation is application-specific. We note that
even though we use the device registry to primarily record OmniStore configura-
tion settings, the design of the system is generic, allowing it to be used by any
application / service which may be present on portables.

Table [4.1] shows a sample of the device registry’s contents. The component
identifier runt ime is reserved for use by our portable device runtime (Section[3))
to store some device-wide configuration settings. For example, our runtime can
be configured (by the device manufacturer) to create entries with the manufac-
turer’s name, the device’s model, its serial number, etc. The configuration setting
mnemonic-name allows the user to specify a human-readable way with which
to reference a device.

The special key service is reserved for publishing the presence of some
type of service on a device (regardless of the component identifier under which
it is defined). Its value is the same well-known name under which a service is
advertised via the discovery mechanism (see Section [3.3).

The OmniStore device daemon uses the service key, along with its compo-
nent identifier (OmniStore) to publish its presence on a device. It then exploits
this facility to store configuration information which is used to trigger and con-
trol data management activities. Specifically, the device daemon registers three
settings: sync-period, min-free-ratio and desired-free-ratio,
which are given default Valueﬂ These parameters are discussed in subsequent
sections.

The device registry allows applications to review device capabilities and in-

3Each manufacturer is free to specify sensible defaults for the devices they produce.
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Delzce Com;l)snent Key Value
4 runtime manufacturer Smart music corp.
4 runtime model XJC-400
4 runtime serial W5-2005-0127-QC14
4 runtime description Portable music player
4 runtime mnemonic-name | Walkman
4 OmniStore | service gr.omnistore.pan.server
4 OmniStore | sync-period 120min
4 OmniStore | desired-free-ratio | 0.2
4 OmniStore | min-free-ratio 0.1
5 runtime manufacturer Smart photos corp.
5 runtime model MC-1
5 runtime mnemonic-name | My old camera

Table 4.1: Sample device configuration data stored in the device registry

spect or modify operational parameters. This enables applications to identify de-

vices providing a specific type of service by searching for all device identifiers

having a service key with the desired service’s name as its value. As a con-

crete example, the repository management application (see Section [5.1.3) uses

this service to lookup devices that support OmniStore functionality, using the re-

sults to present the user with a list of the possible target devices for push-caching

transfers (Section 4.4.2)).

4.3 File naming and access model

4.3.1

Naming scheme

The device registry is the basis upon which OmniStore’s file naming scheme is

built. This scheme allows us to generate globally unique identifiers for every file
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created on any device owned by any user, even when the device is disconnected
from the Internet and with no other devices in its vicinity.

In order to generate globally-unique identifiers for every file, devices maintain
a 32-bit local seed that is incremented with every file creation. Its value is used as
the local identifier of the created file, which combined with the generating device’s
identifier becomes unique across all devices in the user’s realm. The globally
unique file identifier is produced by further adding the device registry’s name.
An example of file and device identifiers is given in Figure which depicts a
mobile phone with two files: a photograph (which was presumably generated on
the user’s camera and subsequently transferred to the phone) and a locally created

phone-call recording.

userHome.somelSP.org

(Mnemonic name | Device Identifier ‘

Mobile phone 0xF1B0074F
Digital camera 0xA48B5451

g userHome.somelSP.org
Mobile phone 0xA48B545100000429

A photograph obtained from the
digital camera
Storage

userHome.somelSP.org
ID: 0xF1B0074F 0xF1B0074F00000054
Seed: 55 A newly recorded telephone
SyncPeriod: 12h conversation
MinFreeRatio: 5%

DesiredFreeRatio: 10%

Figure 4.3: Various elements labeled using our naming scheme

The use of file identifiers instead of human-issued filenames is an important
feature when considered with OmniStore’s target environment in perspective: re-

questing a file name from a mobile user who, for example, has just recorded a
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phone call or taken a photograph on the move, is rather inconvenient, especially
through the limited user interfaces offered by such devices. In fact, for this exact
reason, most contemporary portable devices will automatically generate cryptic
filenames as well, albeit in an isolated device-specific manner, which generally
only guarantees that name clashes will not occur for the files generated on that
one specific device.

We note that files, both on devices as well as at the repository, are stored in
a single directory in a flat manner. The complete file identifiers are used as file-
system names. The globally unique nature of these identifiers makes name clashes

impossible.

4.3.2 File organization with semantic annotations

File identifiers are hard to memorize and therefore inconvenient for people. To
support flexible organization and browsing, files may be annotated with extra (se-
mantic) information which is used to group or sort files at will. This approach,
presented in [GJSO91, IGM99, MTXO03], is increasingly gaining in popularity. In
these so-called semantic file systems, one generally uses annotation-based queries
and is presented with dynamic views of storage contents, a model which deviates
from the traditional static structure of hierarchical file systems.

OmniStore annotations are defined as in [GJSO91], using key-value pairs
whose interpretation is left to applications. Some annotations (see Table are
reserved for system use and cannot be set by applications (except for mnemo—
nic-name and replicate-count). Otherwise, the device library (Listing

M4.T) allows applications to create, review and edit annotations .
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Key \ Values and use

dirty Flag indicating whether the file exists in the repository or
not.

mnemonic-name | A human-readable name for referring to the file.

derived-from The value contains a file identifier indicating that the an-

notated file is a subsequent version of that file.

identical-content | Flag indicating that this file’s content is identical to the one
it is derived from (see Section [4_13.3 ).

avail-start Timestamp indicating the start of the time period for which
the file must reside on this device (see Section 4.4.2)).
avail-end Timestamp indicating the end of the time period for which

the file must reside on this device (see Section 4.4.2)).
replicate-count | Indicates that this file must be replicated (see Section

Table 4.2: System-defined annotations.

As an example of the expressiveness possible with this scheme, consider the
sample annotations for a file, depicted in Table {.3] The file is a photograph,
presumably taken at a public square in the city of Volos. Using file annotations,
it is possible to lookup files with annotation-based queries, such as “show me all
files which are photographs, taken in Volos”. Of course, by assigning a mnemonic
name to the file, a user may also request the file with the traditional method of

supplying the filename ‘“VolosNew YearPhoto2006.jpg”.

Key \ Value

mnemonic-name | VolosNew YearPhoto2006.jpg
format jpg

type photograph

city Volos

location Ag. Nikolaos square

date 2006.01.01

temperature 5C

Table 4.3: Annotated file example (a photograph).
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4.3.3 File access model

OmniStore employs the write-once-read-many (WORM) model, as introduced in
the Cedar system [SGNS8S5, [Hag87]]. In other words, a file remains immutable once
created. Specifically, while it is possible to alter the contents of a file, this is done
by creating a new copy of it, with its own globally-unique identifier. To this end,
when a file is opened in read-write mode (Listing[4.1), the device library creates a
new copy on-the-fly and the returned file handle refers to the copy. The copy also
inherits the annotations of the original file.

File annotations are frozen when a file is closed. They may only be edited by
applications if the file is opened in read-write mode, thus creating a new revision
of the file, derived from the original. Therefore, even the annotations of files with
the same identifier are guaranteed to be identical.

To maintain file history, OmniStore creates system annotations. It defines the
reserved derived-from key, whose value is the file’s immediate ancestor (i.e.
the identifier of the file which was opened in read-write mode, subsequently cre-
ating the new revision).

It is possible that an application may open a file in read-write mode in order
to edit its annotations only. When a file is opened in read-write mode, the device
library keeps track of whether file contents or annotations were actually modified.
If the file is closed with no modifications to its data or annotations, the copy is
deleted. If only file annotations were modified, a second system annotation using
the reserved identical-content key is used to hold the identifier of the file
whose content is identical to the new file. This annotation is used to optimize both

storage usage as well as the automated archival process (Section 4.4.1).
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We point out that the derived-fromand identical-content annota-
tions will not necessarily hold the same value. The former will always be set to the
file’s immediate ancestor. The latter however may point to an ancestor further up
the revision hierarchy. Specifically, this occurs when a file is successively edited

more than once, making changes to annotations only (Figure §.4)).

edit
content
only

file: com.userlSP.user.1.1
type: presentation

file: com.userlSP.user.1.2
type: presentation

*a.erived-from: com.userlSP.user.1.1

edit
@ annotations

only
file: com.userlSP.user.1.4 file: com.userlSP.user.1.3
type: presentation type: presentation
aérived-from: com.userlSP.user.1.3 <::| *aérived-from: com.userlSP.user.1.2
ridentical-to: com.userlSP.user.1.2 edit ridentical-to: com.userISP.user.1.2
annotations
only

Figure 4.4: Maintaining file revision history

4.4 Infrastructure-based functionality

The repository manages and provides access to the user’s reliable storage service
in the infrastructure. It serves as a data collection point, where all files created
by the user’s portables are collected. In addition, it allows applications to interact
with storage on portables in an indirect way, by submitting requests to send files
from the repository to specific devices. Finally, it supports semantic-based lookup

of files, using the annotations attached to them. We next discuss each of these
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services in detail.

4.41 Automated archival

With storage density increasing and storage costs dropping, it is increasingly be-
ing advocated that deep archival [SFHT99] be employed for personal computing
systems storage. Deep archival postulates that all user files be kept in storage,
without ever being deleted, an approach which combines well with semantically
organized file-systems, as discussed in [MTXO03]. OmniStore extends the deep
archival property across all devices owned by the user. We achieve this by having
device daemons transfer all files created on portables to the data repository.

Device storage daemons maintain a backup queue of files which have not been
transported to the repository. This queue is populated behind the scenes by the
device library, when applications create new files. Specifically, as part of the
close () operation (when the file’s content and annotations are frozen), the de-
vice library will append the file being closed to the backup queue if either: (a) it is
a newly created file, or (b) if it was a file resulting from an open () in read-write
mode and its content and/or annotations have been modified.

A system annotation identified by the key dirty and the value t rue (Table
4.2) is added to unarchived files. Once a file has been backed up, the dirty
annotation is set to false, to prevent the file from being re-appended to the
backup queue. The dirty annotation is used to persist the backup queue even
when devices are powered off: the daemon scans the device’s storage medium
during initialization, in order to find files in which it is set to t rue, recreating the

backup queue accordingly.
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The storage daemon periodically (Section[4.4.3)) tries to contact the repository.
When a connection is available, backup queue entries are processed as follows
(Figure : First, the device sends the file’s annotationﬂ to the repository, which
thus records the file’s existence, its annotations and size, along with the fact that
its entire content is missing. The repository then sends a list of offset-length pairs
to indicate missing file content . The device uploads the requested fragments and
repeatedly asks for others. When the repository responds that no more fragments
are missing the device sets the file’s dirty annotation to false and dequeues it.
Other portables having copies of this file are guaranteed to eventually mark them

as clean when they contact the repository.

active store daemon repository

Initiate transfer
identifier, metalni
Send meta-data
key, value

Signal end of key, value

meta-data identifier, metaFin

P Commit annotations

Query missing content

(offset,len)+ y Send some missing
/ fragments

Send content file content

file content

Re-query missing file identifier, size
content

(offset,len)+ L
> Send some missing
/ fragments

file content

Send content

Re-query missing

file identifier, size
content

p No more missing
fragments

Figure 4.5: OmniStore backup protocol

“Device-local system annotations such as dirty and replicate-count are not uploaded.
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This protocol makes it possible to progressively backup files, using oppor-
tunistic intermittent connections. In addition, backup can be performed collab-
oratively by multiple devices that have copies of the same ﬁleﬂ Notably, if two
devices concurrently try to upload the the same file, the repository will distribute

differing offset-length pairs to each of them.

4.4.2 Push-caching

The repository provides a service for sending files to portables which we refer to
as push-caching. Clients may connect to the repository and submit push-caching
requests, stating the desired file and target device identifiers (this is done using the
repository library, as discussed in detail in Section [4.4.4)).

When a device daemon contacts the repository, it is notified of pending push-
caching transfers and adds corresponding entries to its fetch queue. This queue
is processed in a similar manner to the backup queue (Section {4.4.1), resulting
in the respective files being downloaded from the repository. Notably, backup is
performed before push-caching. The file transfer protocol used is analogous to
the backup protocol (Figure [4.5)) and tolerates intermittent connectivity.

Push-caching requests can optionally be submitted with a schedule: a start-
ing and ending point in time during which the file should reside on the target
device. When the device daemon processes a push-caching request with a sched-
ule attached to it, it records the desired availability time span (as received from
the repository) using two system annotations with the keys avail-start and

avail-end (Table @d.2). This allows for some flexibility in sending the file to

SFile copies may arise automatically via the system’s mechanisms (see replication in Section
4.5.2) or by explicit user requests.
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the device, as download can be deferred if the desired time frame is far into the
future. In addition, such files are excluded from the storage reclaim process (Sec-
tion until the end of the scheduled caching period, preventing accidental
deletion.

Push-caching requests can optionally be submitted with the live-update option
enabled, which instructs the repository to send the latest version of a file to the
device. The repository is able to track the latest revision using the derived-from
annotation. Live-update requests accompanied by a schedule are automatically re-
moved when they expire. If no schedule exists, the repository updates the device
indefinitely, until the push-caching request is removed. Notably, device-daemons
are unaware of the live-update option. The repository alone determines if an up-
dated file is to be sent to a device and enqueues a new push-caching request for it,
when it is contacted by the respective device daemon. To the device daemon this
simply appears to be a new push-caching request.

Push-caching allows any client application to place files on a specific devices.
The optional scheduling feature allows one to specify the caching period in a very
conscious way, depending on the expected usage of a certain file. Additional ver-
satility is provided when combined with the live-update option, allowing one to
request the placement of future revisions of a file to a device. It should be noted
that the target device does not have to be reachable when the user (or application)
submits such requests. Evidently, one can not guarantee that scheduled transfers
will succeed, since portables may not be able to contact the repository in time.
Having said that, this facility provides a convenient way for users to manage (fu-
ture) data transfer operations, without the need to have the target device, nor the

file to be transferred, present at the time.
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4.4.3 The synchronization process

Synchronization of a device’s contents with the repository occurs periodically, as
specified by the sync-period parameter (Section 4.2.2)), with the help of net-
work access gateways. A passive discovery request for such services is registered
by the device daemon for as long as the device is running, so that the process is
not delayed unnecessarily by having to search for gateways. However, if none are
known, active discovery is enabled to start probing the PAN. As soon as a gate-
way is found, the repository is contacted to perform synchronization, which may
progress intermittently using multiple gateways (e.g. because the user is on the
move).

Whenever a gateway is available, the following actions take place (assume the
initial state shown in Figure {.6)): First, the fetch queue is populated, using file
identifiers from registered push-cache requests targeting the device (Figure §.7).
Then, the backup queue is processed to archive files (Figure 4.8)). Finally, the files
in the fetch queue are retrieved and cached locally (Figure {.9). As soon as this
process completes without interruption, the daemon reverts to passive discovery
of access points and schedules the next occurrence for sync-period time later.

Some optimizations are used to avoid unnecessary file transfers. Specifically,
the identical-content annotation is used to avoid transferring the content
of files that are new revisions of already archived files, which only differ in their
annotations. As soon as the annotations are received, the repository checks to see
whether the ancestor file has already been backed up and instructs the device to
proceed with the next file. If this is not the case, the transfer takes place normally.

This same check is performed when fetching a file from the repository, to avoid
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Figure 4.7: Device - Repository synchronization process, first step
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Figure 4.8: Device - Repository synchronization process, second step
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Figure 4.9: Device - Repository synchronization process, third step
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superfluous transfers in case the file being downloaded has the same content as a
previous version that already exists on the device.

Finally, an interesting optimization is that files in the fetch queue are not pro-
cessed in a strict FIFO order. Instead, two passes are made on the fetch queue. In
the first, files which were created on currently nearby deviceﬂ are skipped. These
files are processed on the second pass made on the fetch queue. As a result, if
the gateway becomes unavailable, there exists a chance that these files can be re-
trieved from the nearby devices that created them. This occurs by contacting the
respective devices (which can be done even when no gateways are available) to
make local copies of the files if they are found there. The devices are contacted in
reverse “‘co-location probability” order, which is determined by the product of the
average number of encounters and mean encounter duration (the smallest product
has the least co-location probability). This reduces the likelihood that the device

may dissappear prior to the file being fetched.

4.4.4 Application services

Applications may access repository services using the respective library, which
wraps a convenient API (Listing around the protocol via which these are
made available.

File queries are submitted using the lookupFiles () method, which re-
turns the files whose annotations match the search terms provided as a parameter.
Queries can be restricted to either the key or the value field. For example, an ap-

plication may request all files which have an annotation with its key matching the

This is determined by checking the device component of the file’s identifier and inspecting
the co-location table to see if that device is currently in encounter.
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term “location”, or all files which have an annotation with its value matching the
term “location”. Queries may also be applied to both key or value, producing a
match if any of the two fields matches the search term. For example, an applica-
tion may request all files which have an annotation with key or value containing
the term “location”. A query may use several search terms.

Push-cache requests can be scheduled using the submitPCR () method, with
the target file and device identifiers supplied as parameters. The client must also
specify the time period during which the push-caching should occur, along with

whether the device should be updated with future revisions of the file.

4.5 Personal area network functionality

Given the ability of portable devices to communicate by means of ad-hoc net-
working, it is possible to have them collaborate among themselves to increase
their utility and improve the functionality provided. OmniStore takes advantage

of the ad-hoc networking capabilities in several ways:

e To automatically annotate files with semantic information from multiple

sources.

e To collaboratively manage device contents by transferring files from one
device to another for increased availability or to distribute storage load and

reclaim used space.

e To support remote file access enabling applications to perform I/O opera-

tions on files anywhere in the PAN.
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4.5.1 Context-based annotation

Cognitive psychology has identified that people often recall significant events con-
textually. For instance, we may often fail to recall a person’s name even though
we may easily recall the time or place where we met that person, what we were
doing there or even what the weather was like at the time. In other words, the
situation under which an event occurs plays an important role in our ability to
recollect that event.

This observation also extends to file management [SGO3l]. Consider taking
a photograph with a camera under the following circumstances: it is a hot, but
rather cloudy day, on which the user is outdoors in some park at the city of Volos,
Greece. This situation could be documented through the collection of sensory
inputs shown in Figure By recording such context information when a file
is being created, it becomes possible to locate the file using whatever facts can be
recalled regarding the situation at the time.

OmniStore automatically creates annotations using the context sensing capa-
bilities of the devices in the PAN in order to facilitate browsing and lookup oper-
ations. The annotations are derived from the tuples maintained by our runtime’s
context component (Section [3.5). The goal is to capture the contextual situation,
as recorded by the devices present in the PAN, at the time when files are created.
It should be pointed out that in this manner. The annotation process (depicted in
Figure @) is as follows. When a new file is being created, via the create
operation, the device library retrieves the entire tuple space contents of the run-
time’s context component. The key-value pairs of the context tuples are then used

to create an annotation list. If multiple tuples have the same key and value, they
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are merged into a single annotation. Tuples with the same key but different values

are kept as separate annotations.
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Figure 4.10: File annotation process

For increased flexibility, the meta-information attached to a file need not be an
exact projection of the current contextual information assembled by the context
component. Application logic can filter annotations, deducing new entries (e.g.
inferring higher-level context from the raw context data gathered) and removing
others. To achieve the desirable flexibility, applications are given control over

the annotation process so that they can add new entries, alter values of existing
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entries, or remove entries of the annotation list.

In terms of programming, this is accomplished via annotation handlers that can
be dynamically installed in the storage component. These are up-called right after
the default annotation process completes, taking as an in-out parameter the anno-
tation list which can be modified as needed. As an example, Listing shows
the code of a handler which prevents files from being decorated with 1ocation
annotations. This facility can also be exploited by the system itself to process
the annotations to be added to the file, by installing system annotation handlers.
Obviously, the user (or application) is free to inspect and modify file annotations

at any point in time after the file has been created.

4.5.2 Off-loading and replication

OmniStore automatically creates free space on devices whose storage is filling up
and replicates important files for increased availability. We discuss these features
in the following.

Storage space reclamation is driven by two configuration settings of the de-
vice daemon (Section 4.2.2): the minimum free space ratio (MFSR) and desired
free space ratio (DFSR), which are stored in the device registry as min-free-
ratio and desired-free-ratio respectively. When the free space on a
device drops below its MFSR, garbage collection is activated in order to remove
local files. Candidates for deletion are the least recently accessed files that (i)
have been successfully backed up in the repository and (ii) are not expected to be
available on the local device in the near future. The former can be determined

by inspecting the dirty annotation whereas the latter can be determined by in-
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specting the avail-start and avail-end annotations (Section [4.3.2). The
garbage collection process stops when the DFSR is reached, or when no more
space can be recovered.

Though unlikely, it is possible that at some point during garbage collection,
prior to reaching the DFSR, that none of the conditions hold for any (more) files,
making it impossible to meet the DFSR. As a last-resort option a portable may still
delete a file, but must first create a copy on another device, which then assumes re-
sponsibility for backing it up to the repository. The off-loading protocol is almost
identical to the repository backup protocol (Figure {4.5) with minor deviations.
Just as in the case of repository backup, the communicating devices may go out of
range before transfer completes. Because partially downloaded files are included
as storage reclaim candidates, they will eventually be deleted by the device. In
any case, should the devices meet again prior to the incomplete file being deleted,
the protocol allows file transfer to resume. To prevent data loss, a sender will not
delete a file until after it has been completely off-loaded to another device.

A related activity which occurs among portables is the replication of important
files. To activate replication for a file, the replicate—count system annota-
tion must be added to it, with an integer value indicating the number of desired
replicas. Applications on portables may freely set this annotation when they de-
cide that some file is of particular importance. This annotation indirectly prompts
the device daemon to create additional copies of the file on other devices in the
PAN. The replicas—-made system annotation is used to keep track of the num-
ber of replicas created. Again, as with off-loading, the same file transfer protocol
is used, only this time the file is not deleted after the transfer.

A usage example of our replication facility can be found in the OmniStore
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system itself. The device daemon adds this annotation to files received due to
push-cache requests which have a schedule (Section #.4.2)), in order to decrease
the probability of unavailability. The replication of files, combined with the sup-
port for transparent failover when accessing remote files (Section4.5.3), comprise
a significant fault-tolerance system for mobile ad-hoc environments.

It should be noted that, in both the case of replication and off-loading, the
device daemon does not randomly choose devices in the PAN on which to trans-
fer files. Instead, it refers to the co-location history statistics maintained by the
underlying runtime (Section[3.2), allowing it to intelligently select target devices.
Specifically, devices with the highest probability of being co-located with the de-
vice from which the file originates are selected (the ones for whom the product of
the average number of encounters and mean encounter duration is largest). This
increases the likelihood that the file will still be accessible from the applications

of the original device.

4.5.3 Distributed lookup and access

File lookup in semantic file-systems is not restricted to the use of file names;
any annotation may be used. The device library allows applications to create
annotation lookup tasks which are registered with the device daemon. Lookup
tasks are populated with search results using local and remote files from nearby
devices in the PAN. Lookup can use specific keys, or generic terms. Listing
shows an application that creates a task, matching files that are photographs (the
key-value pair [file type, photograph] exists) and are also annotated with a key or

value that contains the term cafeteria (e.g. both [location, Grappa cafeteria]
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and [cafeteria, Jam] would match).

Device daemons are notified of the arrival and departure of nearby storage
devices by the core runtime. New devices are inquired about files matching the
search terms defined for registered lookup tasks. When a device leaves the PAN,
matches from it are removed. Applications may register a notification listener
to be called when the active result set changes. The application can then review
matching file identifiers, along with the device on which they reside. This process
is depicted in Figure where a projector device uses the system to locate
nearby presentations.

File access operations are similar with those of typical file-systems. An ex-
ception is that data locality is required for altering files. Opening a remote file
in read-write mode results in a copy being created on the local device, using a
locally-generated file identifier. Conversely, read-only access is allowed directly
from remote devices. A notable feature for files opened in read-only mode is that
— should one device used to access the file suddenly become unavailable — the
device library can transparently fail-over to another device which carries that file.
This is made possible due to the employed WORM model and naming scheme,
which guarantee that files with the same file identifier necessarily have identical
content and annotations. If a file is present on multiple devices in the PAN, all
of its providers will match lookup tasks used to locate it (since the files neces-
sarily have identical annotations). Therefore, the device daemon will be aware
of all sources in the PAN from which to access the file. The device library thus

switches to a different provider whenever a device used to access the file becomes

unavailable (Figure 4.11)).
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Figure 4.11: Locating files in the PAN
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4.6 Security aspects

This work’s focus does not include the security of ubiquitous computing systems.
In the interest of completeness however, we provide some basic protection mecha-
nisms, to demonstrate that the risk of having data compromised when using Omni-
Store is reasonable (i.e. within current user expectations).

The cornerstone of our security system is the device registry, which issues the
certificates for the devices owned by the user (Section 4.2.1)), also providing its
public key to devices so that they may validate any certificate issued by the same
registry. To establish trust, devices must present their certiﬁcate to each other,
checking to see if they were indeed issued by the same registry.

As a somewhat extreme measure, we perform this validation in every connec-
tion among devices, refusing to interact with devices that do not belong to the
same user. Devices will thus only interact with other devices that the user owns,
confining data access to the user’s domain.

This scheme can be extended to implement functionality such as providing
limited access to specific files from other users’ devices, revoking certificates of
compromised devices, etc. However, designing a complete security system is an

open research issue that can be better addressed by the respective community.

"To prevent a malicious party from playing back the certificate, a device should not provide its
certificate for validation in cleartext, but rather a signed (by the device) copy with a session token
that will prevent its reuse.
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public interface IStorage {
// local file access methods only
public FileHandle create();
public FileHandle open/(
String domain, int devId, int fileId,
boolean readWrite) ;

/7

public class FileHandle {
// access file content
public void seek (long ofs);
public int read(byte[] buffer, int ofs, int len);
public int write (byte[] buffer, int ofs, int len);
public void close();

// access file annotations
public void addAnnotation(String key, String value);
public void removeAnnotation(String key, String wvalue);
public void updateAnnotation (String key,

String oldValue, String newValue);
public List getAllKeyValues (String key);
public List listKeys();

// obtalin file identifier info
public String getRegistryURL() ;
public int getDeviceId();
public int getFileId();

Listing 4.1: The device library’s file access API
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public class RepositoryClient {
public RepositoryClient (String dnsAddress, int port);

// "wild characters" for lookupFiles() method
public static final int ALL_SCOPE = O,
KEY_SCOPE = 1, VALUE_SCOPE = 2;
// "wild characters" for getPCRIds () method
public static final int ANY_DEVICE = -1;
public static final String ANY_FILE = "file://";
// constants for statusMask in getPCRIds ()
public static final int DEVICE_UNAWARE = 1,
DEVICE_NOTIFIED = 2, DEVICE_UPTODATE = 4,
DEVICE_HAS_OLDER_REVISION = 8;

// file lookup

public List lookupFiles (String[] terms, int scope);

// submit push-cache request —-- returns PCR id

public int submitPCR(String fileId, int devId,
Date start, Date stop, boolean liveUpdate);

// locate PCRs

public int getPCRIds (String fileId, int devld,
int statusMask);

// review specific PCR status

public int get PCRStatus (int PCRId);

// cancel a pending PCR

public int cancelPCR (int PCRId);

Listing 4.2: The repository library’s API

public void annotationHandler (List annotationList) {
Iterator it = annotationlList.iterator();
while (it.hasNext ()) {
// iterate through the
// "to be attached" annotations
Annotation an = (Annotation) it.next();
if (an.getKey () .equals("location"))
it.remove(); // remove "neighbor" keys

Listing 4.3: A sample file annotation handler
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LookupTask 1t = storage.createTask();
lt.searchKey ("file_type", "photograph");
lt.searchTerm ("cafeteria");

1t .addMatchListener (this);

lt.activate () ;

Listing 4.4: A sample file lookup task
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Chapter 5

Evaluation

5.1 Usage

The laboratory setup used to test the system is as follows: The repository and
registry daemons are bot}ﬂ installed on a server with a wired connection to the
Internet. The Internet access daemon is installed on several PCs equipped with
both wired and wireless adapters, acting as network access points. PDAs are used
as portable devices, running different applications that simulate more purposeful
devices such as music players, digital cameras, digital photo frames and mobile
phones.

We have created two applications for demonstrating access to the repository
and registry services from hosts in the infrastructure. The registry management
application (Section [5.1.2)) is a web application for accessing device registry ser-
vices from anywhere, using a web browser. The repository management applica-

tion (Section[5.1.3) is its equivalent for repository services.

't is not a requirement that the registry and repository daemons be co-hosted.
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In addition, we have created some mock-up devices (Section [5.1.1). The mo-
bile phone, digital camera, and digital photo frame have OmniStore’s storage
component installed and are used to demonstrate the system’s functionality. The
digital context provision device (Section [5.I1.T)) is intended to be placed in the
infrastructure as a source of contextual information for devices.

We next discuss each of these elements.

5.1.1 Mock-up devices
Mobile phone

This program displays a GUI resembling a mobile phone device and is installed on
PDAs to experiment with OmniStore usage scenarios. The standard pick up, hang
up and dialing number buttons are displayed, along with a record button which
allows one to record voice-memos or phone-calls.

When the pickup button is pressed, the device’s state switches to “call in
progress” mode, in which a random phone number is selected from the phone
book and used to publish local entries in the context tuple space (Section [3.5.1).
The hangup button clears the state returning the phone to idle mode and removing
those context tuples. Figure 5.1 shows the phone with a call in progress.

When the record button is pressed, an audio file is created by our application,
which undergoes all of OmniStore’s processing operations: automated annotation
with context information (Section 4.5.1)) and asynchronous archival to the reposi-
tory (Section4.4.1)).

As a result of the local context tuples that contain calling party information,

recordings are annotated with the name and phone number of the person one
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is presumably talking to. The phone will furthermore annotate the file with a
type key whose value is set to voice-memo recording or phone-call
recording, depending on whether or not a call was in progress when the record-
ing was made. Additional information (such as location information from the
context provision device described in Section [5.1.T) may be attached to the file,

depending on the proximity of the mobile phone to other devices.

- X
Call from: Catherine Kazartzi
Phone: +302351007375

|

[+] | = |

(a) (b)
Figure 5.1: Mobile phone (left) and digital camera (right) device

Digital camera

The digital camera application displays a GUI resembling such a device and can
be installed on PDAs to demonstrate OmniStore scenarios. Figure[5.1] depicts the

GUL

When the record button is pressed, an image file is created by our application,

which undergoes all of OmniStore’s processing operations: automated annotation
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with context information (Section 4.5.1)) and asynchronous archival to the reposi-
tory (Section[4.4.1). The file is annotated with an illuminance reading taken from
the camera’s light sensor. Additional information (such as location information
from the context provision device described in Section [5.1.1)) may be attached to

the file, depending on the proximity of the camera PDA to other devices.

Context provision device

The context provision device is an application whose purpose is to generate con-
text tuples. Presumably, such a device would be programmed to advertise some
type of static context information and deployed in the infrastructure. For exam-
ple, it can be configured to advertise room location information. The screenshot
in Figure [5.4] shows two recordings created by the mobile phone device, one of
which was recorded when the mobile phone PDA was in our laboratory, which
has a context provision device advertising location context.

Alternatively, this program can be installed on a PDA and be configured with
the identity of a person. It can then be used to simulate an active badge carried by

that person.

Digital photo frame

A digital photo frame is a device that is used to decorate our living environments,
on which photographs are placed and are used to display a slideshow. The digital
photo frame application is installed on a tablet PC which is used to simulate this
facility.

There is not much else to present regarding this device, as it is embarrassingly

simple. Our intent is to demonstrate that even such a device can benefit from
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running OmniStore. As described in detail in the usage scenarios of Section[5.1.4]
users can take photographs with the digital camera (Section [5.1.1)) and later use
our repository management application (Section[5.1.2)) to lookup and push photos

onto the frame, altering the slideshow remotely.

5.1.2 Registry management application

The registry management application is a set of Java server pages (JSP) and
servlets using the registry library to provide a web-based interface to the registry’s
services. This makes it possible to interact with the registry from any Internet-
connected host, with the help of a web browser.

The main purpose of the registry management application is to handle device
registration requests (Section {.2.1)). As discussed in Section [4.6] new devices
must be registered in order to be recognized by the rest of the user’s devices.
Figure[5.2] shows the registry management application listing pending registration
requests for three devices, which have completed the first stage of registration
and are waiting for their requests to be approved. The user may accept them to
complete the process, or reject them to abort it.

Figure shows a sample of the registry management’s applications output,
when the user requests to see a list of registered devices: a digital camera, a mobile
phone and a context provision device. Notably, the repository is shown in the
registry’s device list, as it is itself a “home appliance” purchased by the user. It
has both Internet and ad-hoc networking adapters and may thus interact with other
devices in an ad-hoc fashion when the user keeps them at home. Therefore it has

been registered as well.
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E Authorization form for pending device registrations - Konqueror

Location Edit View Go Bookmarks Tools Settings Window Help
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Clear all selections H Process my selections

Return to main menu

Figure 5.2: Registry management — pending registration requests
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Figure 5.3: Registry management — listing registered devices
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5.1.3 Repository management application

The repository management application is a set of Java server pages (JSP) and
servlets built using the repository library, in order to make repository services
accessible to users. The operations exported are annotation-based lookup and re-
trieval of files, as well as managing push-cache requests. They may be performed
using any Internet-connected host with a web browser.

The web form of the repository management application for looking up files
can receive any number search terms, optionally restricting the search operation
to the key or value fields of annotations. Figure[5.4]shows the results of search-
ing for the term $recording% (the % character is a wild-character) among the
repository’s files. The user may adjust the searh terms and resubmit the request,
or double-click on a file to download it.

In this example, we have previously created two sample recordings using our
mobile phone device (Section [5.1.T). One of the recordings was created when
the mobile phone was near our context provision device (Section [5.1.1)) which
is placed in the laboratory. That file is thus annotated with the relevant location
information.

A useful feature of the web-based application is that the user may at any time
lookup a file and request that it be push-cached to a specific device. The device
need not be carried by the user, or even turned on, at the time the request is made.
Figure [5.5] shows the web form used to submit such requests. In the example, a
phone call recording was selected to be sent to the mobile phone, for a certain
period of time. The push-cache request’s parameters are entered in the panel on

the left. The panel on the right is used to lookup device identifiers and files,

95

Institutional Repository - Library & Information Centre - University of Thessaly
05/06/2024 10:09:07 EEST - 18.191.150.2



ER Annotation-based lookup - Kongqueror

Location Edit View Go Bookmarks Tools Settings Window Help

QOO OO =K AKAALE K

B Location: [[& tp: flocalhost:8080/pan repository. webapp/LoskupFilesForm.jsp| | 41| [IGL [~

Annotation-based lookup form

Search for files which:

Have annotations containing the term(s): | %recording%
S K orvalue [~

Clear all selections ][ Process my seleclions

Results for terms: %recording%

Search scope: 0

Origin Origin || Device's

Repository | Device | File Id Annotations

127.0.01 4 1 type:phone call recording,size:65580 phone number:+302351007 375, party: Catherine

type:phone call recording, phone

number+302351007375 party.Catherine cityVolos Lahoratory:Systems
Software,size:65580,Department:Computer and Communication
Engineering,Instiution:University of Thessaly

127.0.01 4 2

|Page loaded |

Figure 5.4: Repository management — annotation-based lookup

Figure 5.5: Repository management — creating a push cache request
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using human-readable terms such as “phone” or “recording”. Double-clicking on
a search result transfers the value to the respective field of the push-cache request’s

data entry panel.

5.1.4 Usage scenarios

Using the mock-up devices presented in Section [5.1.1) we can demonstrate some
interesting usage scenarios. In the following, we attempt to narratively present
the potential of our system, by unfolding a story which can be realized using the
mechanisms implemented in OmniStore.

Catherine receives an e-mail from the marketing manager, which informs her
that, due to a colleague falling ill, she must travel to Berlin and visit some clients
to give a presentation of her company’s new product. The flight’s itinerary, hotel
reservation information, presentation schedule and presentation file, are all at-
tached to the e-mail. The groupware suite automatically updates her schedule to
reflect that she will be out of office and adds the presentation meeting to her calen-
dar. In addition, it contacts her repository to upload the presentation and schedule
a push-cache requeslﬁ targetting her mobile phone, using the travel dates as the
caching period and activating the live-update feature (Figure [5.6] steps 1 and 2) .

On the day prior to the meeting, Catherine leaves work to go to the airport.
Her phone has already received the presentation file from an access point in her
office (Figure[5.6] step 3). While commuting with the airport shuttle, a colleague
calls her to discuss some ideas for improving the presentation. She records the

conversation so that she may later refer to it (Figure[5.7). While waiting to board

2Since we have not written a groupware suite, we must use the repository management appli-
cation to upload the file and submit the push-cache request.
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the plane, an access point in the lounge is used to archive the recording to the
repository (Figure [5.8]).

In the evening, Catherine is reviewing her presentation on her laptop. She fires
up the file browser and searches for the phone-call recording using her colleague’s
name and “airport shuttle” as search terms. She makes some changes to reflect
what was said and goes to bed (Figure[5.9). During the night, her phone is updated
with the latest version of the presentation (Figure [5.10) and also makes a replica
of it on her watch (Figure [5.11).

Early in the morning, prior to going to the meeting, Catherine strolls around
downtown Berlin and takes some photographs. She then proceeds to the client
offices on time for her presentation. During the presentation, her digital camera
is sending the photographs to the repository (Figure[5.12). Meanwhile, Catherine
does not notice that her phone is running out of battery, causing the projector to
switch to her watch for reading the subsequent slides (Figure[5.13).

In the afternoon, Catherine relaxes at her hotel room. She logs into the In-
ternet and pushes some photos to the digital frame in the living room. When
the frame contacts the repository, it starts downloading the pushed photos (Figure
[5.14). During this process, its free space drops dangerously, triggering garbage-
collection. Some of the older photos are automatically deleted, in order to make
enough space. Some time later, her husband calls and fills her in on the excitement

the photos caused when the kids noticed them.
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Figure 5.6: Request presentation to be sent to the phone
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Figure 5.7: Annotate phone-call recording with context

Archive recording
via airport access point

Figure 5.8: Archive phone-call recording via airport access point
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Figure 5.9: Edit the presentation using the laptop
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Figure 5.10: Live-update of the presentation on the phone
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Figure 5.11: Replicate the presentation on the watch
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Figure 5.13: Transparent fail-over
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Figure 5.14: Pushing photos to the digital frame
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5.2 Performance evaluation

We performed measurements to determine OmniStore’s performance regarding
execution speed, memory consumption, network protocols and storage access.
This Section presents and discusses the results.

Our tests were performed using a PDA, a desktop and a laptop computer. The
PDA ran our mock-up devices (Section [5.1.1]), whereas the desktop and laptop
computers hosted the repository/registry service and the network access point ap-
plication respectively.

The PDA’s processor was a 2060MHz StrongARM SA-1110 with 16MB of
RAM. The permanent storage device was a PCMCIA CompactFlash EPROM
which was the added to the PDA using an appropriate sleeve. The adapter was
capable of 1,3MB/sec read and 500KB/sec write throughput (direct device 1/0
without file-system overhead). All systems were running a JVM on top of Linux.

For technical reasons, we were unable to perform some of the measurements
presented using the PDA. Specifically, the execution time and memory consump-
tion figures (Appendix were obtained from the laptop computer.
We took some measures to reduce the impact of measuring on a more capable de-
vice, by restricting the processor’s (AMD Athlon XP-M) clock speed to 500MHz
and using the PCMCIA CF card for storage. In addition, we restricted the memory
available to the JVM to 16MB.

Evidently, the figures obtained from the laptop are better than those that would
have been recorded had we used the PDA. We ran a popular benchmarkﬂ on the

“slowed down” laptop and the PDA, obtaining performance indexes of 12.0 and

3The benchmark is written and used by a major-circulation global computer magazine.
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3.52 respectively. However, because the PDA is an old mode]ﬂ, we expect the per-
formance of contemporary PDAs to closely match that of the laptop. Therefore,
the execution speed timings are indicative of what can be expected from modern
embedded systems.

In any case, we used the system on our old and slow PDA, without experi-
encing any performance-related usability issues (e.g. lagging interactivity). Thus,
absolute performance does not constitute a problem, whereas the relative perfor-
mance of the various operations can still be deduced from the laptop. Further-
more, memory consumption is not affected by the processor and the measurements
should be almost identical for both the laptop and the PDA (the Java byte-code for
both systems is produced from the same compiler and both systems use 32-bit
word-addressable memory subsystems). Finally, we note that with the exception
of these specific measurements, the rest of the tests and results were performed on

the PDA.

5.2.1 Core services

Execution time statistics are given in Appendix [A.T| whereas memory consump-
tion statistics are given in Appendix We obtained these measurements by
profiling the execution of our code on an information beaconing device. During
the test, the (presumably newly purchased) device was first registered with the
owner’s device registry and then placed in the laboratory. A management applica-
tion was then used to program the beacon to provide location information. In this

section we discuss some focal points of the measurements obtained.

4The PDA’s processor runs at 206MHz, whereas the latest model in this line runs at 533MHz
and also features major architectural improvements.
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Execution time

Appendix lists execution timing data gathered by the runtime. As can be seen
in the data, the most heavily used package overall is gr. jpan.datastructs,
which contains various data structures used throughout the runtime. The meth-
ods with the largest number of invocations belong to the linked list’s iterator class
(LinkedList$LLIterator), namely hasNext () and next (). The rea-
son for this is because the main engine loop processes tasks in a FIFO fashion,
which are retrieved from a linked list. Every packet received / sent by our runtime
causes such a task to be processed. However, the runtime’s services generally use
hash maps (HashMap) to achieve better performance in searching.

We next focus on the discovery system, the important methods of which (from
an application’s perspective) are: registerInterest (), registerSer—
vice (),setActiveDiscovery (), setActiveAdvertize () andget-
Providers (). Service registration occurs in roughly 3.3ms, whereas interest
registration requires almost twice as much. Turning ‘active’ mode on in each
case requires 0.24ms and 0.46ms respectively. The increased cost in searching
for services as opposed to exporting them, is due to the fact that more complex
data structures are employed to track application interest. Finally, a list of match-
ing providers for a service can be retrieved with getProviders () in just two
tenths of a millisecond.

The methods with the most impact on discovery performance are process—
ReceivedLookup () and processReceivedAdvertisement (). These
are called every time a beacon with discovery information is received, to extract

and process the discovery data. The system requires 0.21ms to process lookups
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and 0.54ms to process advertisements. These operations are based on hash map
lookups.

Moving on to context manipulation operations, one can see that posting a new
tuple with post () requires 0.73ms, whereas retrieving a tuple with read ()
requires 0.3ms. Incoming beacons with context information are processed in just
0.076ms by processFrame (). Again, as is the case with service discovery,

these operations are backed by hash maps.

Memory consumption

Section presents memory consumption information. The discovery system
uses 344 bytes to manage one advertized service (the beacon management inter-
face) and one tracked service (the device registry which is looked up to perform
registration). The context manager occupies 264 bytes, with its three entries ac-
counting for 144 bytes of those. The hash maps and linked lists used to manage
this information make up of another 8.5kb. It should be noted that the memory
consumption of both service discovery and context management grows linearly,
with the number and the length of the relevant strings: the name representing the
service tracked / advertized in the first case, or the key and value pair for each
context entry in the latter case.

The total active data memory footprint of the runtime is 176024 bytes. The
runtime’s compiled code amounts to 351445 bytes. The total memory usage dur-

ing execution is thus 527469 bytes (515KB).
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Context dissemination

Context dissemination performance depends on the beaconing period used by the
device exporting the information. As was discussed in Section [3.1] the runtime
uses three beaconing rates: idle, normal and fast. When a device contains new
context information (i.e. a new key was posted or the value of an existing key
was updated), the fast beaconing rate is used to emit beacons. Assume the period
among beacons for a device are Tjge, Ty orma and T'yqs. Furthermore, assume that
M discovery tasks (active lookups and/or advertisements) are registered with the
system. If an application posts NV tuples immediately after a beacon has just been
emitted (which is the worst case scenario), the first of these tuples will be exported
in at most 2 % T, time and the lastin (M + N) x Ty, time.

In the general case however, a device will export beacons using the 7,,4,mal
period. Our trial uses have shown that fast beaconing periods (7’,s) can be as
large as 2 seconds, whereas normal periods (75,0,mq1) can be as large as 10 seconds
and still accommodate the real-time requirements of users. For example, using
these value, a user entering a room containing an information beaconing device
will receive up to 6 context entries within a minute (provided the device maintains
the normal emission rate and does not accelerate).

These calculations do not take into account the time required to transmit the
beacon, as well as the time required for the packet to travel from one node to an-
other, as these are orders of magnitude smaller than the beaconing periods used.
They also do not consider the effect of collisions and packet loss which we discuss
next. Beacons are relatively small packets (up to 256 bytes) transmitted at very

low rates (6 packets per minute), causing negligible load (a 6x256%8/60 = 205bps
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stream) on the network. A standard 54Mbps WLAN could theoretically accom-
modate hundreds of thousands of such streams. Practically, any congestion that
arises will be due to other (application) traffic in the PAN, or due to unrealistically
(at this time) large numbers of nodes in a small area. In a congested network,
performance will depend on the type of radio modulation / demodulation and
medium access control mechanism employed by the wireless network technology
in use. In any case, one should not forget that perfect dissemination of context

information is not critical for the operation of our a system.

Service discovery performance

Service discovery performance is similar to that of context dissemination, as it
shares the same underlying mechanism. There are two ways to discover a service:
by actively polling the PAN (emitting lookup beacons), or by passively monitoring
the PAN with the hope of receiving a relevant advertisement. The latter method is
preferable for infrastructure services (e.g. network access points) when an asyn-
chronous task which does not require user interaction (e.g. data backup) is to be
performed. The former method is preferable when searching for services to per-
form an interactive (e.g. list files in the PAN for the user) or an urgent (e.g. find a
device with free space to offload files) task. We discuss the time required in each
case.

Assume an active discovery lookup is submitted at time 77 and that the bea-
coning periods for the device are T;gc, Trormar and T'yqs:. The device will imme-
diately emit a lookup beacon, followed by another one at 7 + 7', and then more
beacons at T + T'tqst + I * Thormar, Where I is the number of the next beacon to

be emitted. Devices in the PAN reply almost immediately, as lookup beacons are
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processed in 5Sms (see Appendix [A.T), which is negligible compared to Ty, and
Thormai- Therefore, a T, rmq period of around 10 seconds, with a 7', period of
around 2 seconds can yield satisfactory interactiveness, as a nearby service will
be detected in 2 seconds, or at most in 10 seconds after the user has performed
some action (moved to another location / turned on a device), in response to it not
being detecte(ﬂ

Passive discovery depends on the normal beaconing rate of a device. With a
Trormar period of 10 seconds, devices carried into a room where the user spends

some time, will easily pick up any services within it.

5.2.2 Storage system operations
Local device access

Appendix [C.1|lists execution timings related to storage access methods on a portable
device. We perform 50 invocations of read () and write () using a 1KB buffer,
which require an average of less than 1ms to process (the storage medium’s cache
causes the methods to return immediately prior to actually writing the data to the
medium). The time required to list all annotation keys with 1istKeys () 37ms,
whereas retrieving all values for a specific key with getAl1lKeyValues ()
costs 6ms. Creating / modifying an annotation with updateAnnotation ()

costs Sms.

>Compare this to the 12.8 seconds in which — as described in the Bluetooth specification [The]]
— a device is discovered in the PAN, which is considered acceptable.
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File transfers

OmniStore performs two types of file transfers: one (from one device to another
one in the PAN) occurs strictly within the wireless network, whereas the other uses
network gateways and transcends both the wireless network and the infrastructure
network (from a portable device to the repository or vice-versa). The protocol
used to transfer the data is the same. However, when transferring files from/ to the
repository, the transfer rate is affected by network conditions among the network
access point and the repository server. We therefore installed the infrastructure
server and network gateway in the same isolated 100MBps LAN, to ensure that
outside traffic does not affect our measurements. The wireless network used was
an 11MBps WLAN in ad-hoc mode. Our testbed consists of two PDAs, a network
gateway and a server running the repository and registry services.

We had the device perform file backups using the gateway. Four files — each
256KB in size, totaling 1MB of data — along with 6 annotations per file, were sent
to the repository. The transfer’s duration was 6525ms, which translates into a rate
of 156.935KB/sec. We transferred those same files from the PDA to the repository
using the UNIX rcp command (without their annotations) in 4233ms; this trans-
lates into a 241.909KB/sec throughput. The reduced rate can be attributed to: (i)
the fact that we update annotations on the CF card after each file is transferred, in
order to change the dirty annotation, (i1) the fact that our backup occurs through
a network tunnel to the repository, (iii) the fact that we transfer slightly more data
(e.g. the file annotations, or the handshake information to support incremental file
transfers) during backup, and (iv) because our TCP implementation is less opti-

mized®l than that of the Linux kernel. One must also consider that our network

%The small packet MTU (512 bytes compared to 1500 normally used in WLAN/IP) and the
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stack runs in a virtual machine in user space.

We then sent these files to the PDA, using push-cache requests. Transfers
from the repository to the PDA yielded similar transfer rates. This was to be
expected, since the CF card’s write throughput (500KB/sec) does not constitute a
bottleneck. Finally, direct OmniStore-to-OmniStore transfers (e.g. for replication)
did not exhibit any significant deviation as well.

As a final note we point out that, since transfers occur incrementally in the

background, file transfer rates are not critical to the system’s operation.

fixed window size have a big impact in the ideal network conditions of our testbed.
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Chapter 6

Related work

Portable storage does have advantages over distributed file systems. For this rea-
son, its popularity has not been diminished, in spite of the increasing level of
network coverage. Portable storage offers guaranteed performance; in contrast,
distributed file system performance is subject to network congestion. Availability
is also guaranteed, provided the storage medium does not fail. Distributed file
systems — besides server failure — are also subject to other types of failure (such
as network outage, operator errors, etc). An overview of the advantages and dis-
advantages of the two fronts can be found in [THKSO04], which justifies the place
of portable storage in upcoming ubiquitous computing environments.

The concept of an‘“‘ultimate” portable storage device, which holds all of a
user’s data, is investigated in [WPD"02]. The idea is that all user data resides
in the personal server, a single portable storage device with ad-hoc networking
capability and no U/I elements. The user accesses the data through terminals in
the environment which form ad-hoc connections to the personal server. This ap-

proach is interesting as it takes the active store concept to the extreme, although
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admittedly one is unlikely to discard of all backend storage, if only to avoid dis-
aster scenarios in which the personal server fails and all user data is lost. Such a
device nicely fits into our model as a more capable portable store that is carried
by the user more often than others. In fact, we have implemented a similar device,
called the electronic wallet, which was used as the main data and application store
of our first prototype system [LKSSO3].

Rather than centering the ultimate storage solution around one portable de-
vice, the other end of the spectrum is the unified management of both portable
and backend storage in which portable storage acts merely as a cache. This is also
the approach taken by OmniStore. A similar concept can be found in [THKSO4],
where the “lookaside caching” technique is presented. Lookaside caching allows
updating the files on a portable storage medium when it is mounted, by means of a
hash function (the authors use SHA-1) which triggers updating of files whose hash
has changed on the server. While this work was devised with passive stores (non-
network-capable storage devices) in mind, it is equally applicable to PAN-based
stores: a dismounted passive store corresponds to a device that cannot commu-
nicate with the repository. The provided functionality is similar to push-caching
technique with live-update enabled on all files. However, by using the WORM
approach [MTXO03] for deep archival, combined with our naming scheme, we are
able to detect different file versions through simple comparison of file identifiers.

Moving on to infrastructure-based approaches, Coda [Sat02] is the most well-
known system addressing mobile computing. It uses optimistic caching to repli-
cate the working set of user files on laptops and keep them in sync with the
server. The UbiData [HHO4] system builds upon Coda to address the existence of

resource-limited clients such as PDAs. It supports transcoding of data in combi-
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nation with a system for “format-independent change detection and propagation”,
which allows consolidating changes made to transcoded versions using different
applications. This is aimed to enable data editing via applications which employ
different formats, a common case in stripped-down PDA versions of desktop ap-
plications. Both Coda and UbiData mainly address relatively rich clients such
as laptops and PDAs, which have much in common with the personal computer
model. Our design targets less capable, specific-purpose devices and assumes that
users will want to carry and use several such devices at the same time. We also
introduce significant collaborative functionality among portable devices.

An improvement over a centralized repository is the use of a distributed back-
end storage service. The Roam system [RRP04]] which uses peer-to-peer com-
munication and can perform synchronization among any two replicas seems well-
suited for deploying such an infrastructure. Another equally sophisticated system
is OceanStore [KBCT00], which can further exploit untrusted servers for storing
information. Needless to say, OmniStore’s repository would benefit from a dis-
tributed approach, in which multiple backend servers are used to hold user data.

The treatment of files as immutable objects was first introduced in Cedar
[SGNS8S, Hag87]. Deep archival offers several advantages and its use has been
employed by systems such as the Elephant [SFH"99] file system and more re-
cently Sedar [MTXO03]]. The later is closer to our design as it combines both deep
archival and semantic organization. Again, these systems do not address mobile
devices. We point out that since deep archival keeps all revisions of all files in the
repository, data reconciliation may occur at a higher level using approaches such
as [Lin03]] to generate merged copies.

Semantic annotations have been the target of research for a while [GJSO91,

115

Institutional Repository - Library & Information Centre - University of Thessaly
05/06/2024 10:09:07 EEST - 18.191.150.2



GMO99|| and researchers seem to agree that they are a more flexible and power-
ful way of managing files. Recently, their use in combination with deep archival
[XKTKO3] was suggested to further simplify storage management. The core is-
sue now is the automatic generation of annotations [SG03|] in order to relieve
users from manual entry. Our method [KLO6a] of automatically annotating files
generated on portable active stores using context information (e.g. sensor data)
of various devices which are present in a PAN. A significant amount of meta-
information can be generated using our technique with absolutely no user input.

In terms of meta-data management, our system shares some analogy with the
Roma [SKWT02] personal meta-data service. Roma uses a server to store meta-
information regarding user files. It operates at higher level than OmniStore, using
URIs to refer to the files indexed. However, Roma does not deal with the files
themselves and makes no provisions for automating storage management opera-
tions.

Our portable device runtime can be seen as the realization of the vision de-
scribed by Shivers in [Shi93], the “BodyNet”. In it, a short-range hardware
communications system connects a set of personal devices with a common in-
terface language: “BodyTalk”. Our underlying runtime system supports such a
distributed approach.

A similar architecture for collaborating wearables is MEX [LHSA99], where
a single component, the post-office, implements both a service directory and an
event router. Services are thus undetectable and inaccessible without this inter-
mediary. With our approach any service can be discovered and accessed directly
from any client device. The MOCA [BGI99] framework is also targeted towards

mobile devices, advocating service-based decomposition of applications and sub-
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sequent dynamic binding to discovered services. A limitation is that MOCA is
strictly Java-based as services are accessed via Java proxy objects. For this same
reason, MOCA exhibits a high degree of location transparency as it does not dif-
ferentiate among local and remote services. Our approach bases interoperability
on the neutral communications layer allowing for implementations in various lan-
guages. It allows applications to communicate with services directly, to facilitate
mobile-aware development. Transparency is optional via libraries for masking the
developer from the dynamic execution setting.

Most of mobile computing middleware does not address the issue of service
selection. Focus is typically either on the technicalities of enabling spontaneous
interaction [HKSSR97, IBGI99, RNPO3], or on specific application scenarios and
requirements [LHSA99, [KSO3|] where the high granularity of functionality will
generally not give rise to association issues. We introduce co-location statistics as
a metric is used to efficiently perform this task.

Some analogy exists among our approach to exploit co-location history to in-
fer device proximity (and thus availability) and work in P2P networks for achiev-
ing fault-tolerance. In [CYO04], nodes gather history regarding faulty behavior of
peers, over some observation period. Services are then replicated on nodes which
fail within different time-slots, thereby decreasing the probability of service un-
availability due to concurrent failure. This work is however not applicable to our
MANET setting, nor to resource-constrained devices.

Further insight into the potential use of co-location history can be found in
comparison to the analysis of user location information, e.g. see [ASO3]. In this
case GPS time and location stamps are recorded using a wearable device, and

are subsequently used to infer discrete locations (in the higher level sense of the
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word) based on the areas where a person spends significant time. This data is
further exploited to compute the correlation among such locations as a function
of time in order to predict user movement. Such elaborate analysis could also be
applied to study device co-location patterns, provided that a device has enough
memory resources to be able to keep more detailed information.

The importance of context information has led to toolkits for collecting and
processing it both by using infrastructure [Dey01]] and also by aggregation from
multiple sources [GSBO02]. The latter is the natural choice for PAN-based comput-
ing environments and used in our work. Context is used to create context-aware
applications [RhoO3], user interaction mechanisms [Sch00] and even context-
sensitive middleware [YauOZ2] layers. In our work, context information is ex-
ploited to create semantic annotations for files created on portable devices in a
generic way. The facility is generic and is available for use by developers to cre-

ate any kind of context-aware applications.
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Chapter 7

Discussion

OmniStore is an attempt to take personal data management a step forward in the
direction of the ubiquitous computing vision. Its combination of features is de-
signed to remove the burdens associated with storage management from the user.
As a result, a significant source of distraction is eliminated, allowing people to
focus on their goals rather than on operating computers.

The advantages enjoyed due to the automated and generic annotation of files
with context information can be summarized in the following points: (i) users
may flexibly navigate through their files or lookup specific files using contextual
information regarding their creation, (ii) users may review contextual information
regarding a file’s creation for their own information, and (iii) users are greatly
relieved from having to explicitly manage or annotate the files being created on
the move via their wearable or portable devices.

The rest of OmniStore’s features facilitate data placement activities. The au-
tomated archival of files to the repository means that users need not worry about

the location of files created using portable devices; they know that ultimately they
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can be reached using the repository. The push-caching facility on the other hand
means that users may schedule file transfers when they so desire; the file and
device need not be at hand at the time the request is issued. This is important
because we allow the user to decide when to interact with the system and not
vice-versa. In addition, applications can exploit implicit input to schedule file
transfers without the intervention of the user. Meanwhile, the automated garbage
collection feature relieves the user from having to manually make space for new
data all the time. Lastly, we point out that the replication of files, combined with
transparent fail-over in the event of sudden unavailability during file access, can
mask mischievous events.

On the other hand, our system has several limitations that need to be addressed.
The most striking one is that we have not considered operations involving multi-
ple users. Due to the importance of this area, have already made provisions for
such future work: our naming scheme guarantees the avoidance of naming con-
flicts, device registries can be used to track permissions and data repositories can
be exploited to assist in performing relevant operations at the infrastructure side.
However, we currently have not investigated, nor implemented, any support for
carrying out common tasks such as file exchange, collaborative work, etc. Work
needs to be done in this direction, to determine what can be accomplished and
what additions / modifications are required to implement the envisaged features.

Another area that must be considered in future work, is that of heuristic op-
eration. At the moment, system actions are driven by simple rules: backup is
initiated at fixed intervals; automatic replication is initiated for push-caching op-
erations that have an expiration date; the process of replicating such files is trig-

gered immediately upon their receipt; free space reclamation is controlled by fixed
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pre-configured ratios, etc. The only source of dynamic, auto-adjustable input in
the system are co-location statistics, but these are only taken into account for data
placement decisions. The possibility of using this input in additional aspects,
along with the applicability of other heuristic methods (such as reputation-based
schemes or machine-learing) needs to be considered.

Other areas of great importance that require in-depth investigation are security
and power-consumption . Although we have kept these in mind, we have not in
fact focused on providing overall solutions, but rather limited ourselves to basic
features. While this oversight was intentional in order to remain focused on one
problem, it is now necessary to pinpoint and address the issues related to these
sensitive fields.

Finally, this work limits itself to user-created personal data files. Few provi-
sions are made for system and / or application data, such as configuration settings,
user-defined preferences, history, etc. We have addressed this area with the device
registry (see Section4.2.2) in which we implemented support for storing configu-
ration information and making it available through the backbone to all interested
parties. We thus have a solid basis upon which one may build more sophisticated
services. It would be very interesting to see how — and to what extent — Omni-
Store’s approach towards data management can be applied in these other cases of
data.

In any case, even with all its limitations, this work’s most significant con-
tribution is perhaps that both our runtime for developing collaborative services
and applications in ad-hoc networking environments, as well as the storage man-
agement system, constitute enabling technology. The former provides the core

mechanisms required for ad-hoc computing systems in a tight, clean design. Its
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scope goes well beyond the implementation of OmniStore, as it enables the devel-
opment a multidude of applications targeting such dynamic environments. This
is also true for the latter — our storage management system — for it is possible to
build upon its services to develop new ubiquitous computing applications. A lot
of potential exists in server-side processing of the context information attached to
files, by applying data-mining techniques and semantic reasoning. While we can
not forsee all areas that our work can potentially impact, we believe that we have
presented a convincing case for adopting personal data management solutions fol-

lowing our approach.
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Appendix A

A.1 Core runtime execution speed analysis

This appendix presents execution speed statistics regarding our runtime. The
meaning of each column of measurements is depicted in table [A-1} It should
be noted that due to the large number of methods, we provide aggregate statistics
on a per-package basis. For selected packages, we provide detailed information
on a per-class basis, or even on a per-method basis. The information outlines
the core runtime’s performance, with a focus on service discovery and context

manipulation methods. The results are discussed Section[5.2.1]

Column name \ Interpretation

Base Time For any invocation, the base time is the time taken to
execute the invocation, excluding the time spent in other
methods that were called during the invocation.

Average Base Time | The base time divided by the number of calls.
Cumulative Time For any invocation, the cumulative time is the time taken
to execute all methods called from an invocation. If an
invocation has no additional method calls, then the cu-
mulative time will be equal to the base time.

Invocations The number of calls made to the method.

Table A-1: The execution statistics table fields explained
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Package / Class / Method Base Time Average Cumulative Invocations
(seconds) (seconds) (seconds)

[+]gr.jpan.runtime.components 0,026379 0,000776  0,105279 34

[-]gr.jpan.runtime 64,080588  0,036102 267,617736 1775
[+]Engine 1,025179 0,102518 212,165162 10
[+|BaseSystem 0,140160 0,000118 0,140160 1192
[+]Engine$EngineControl 0,000074 0,000002  0,000074 45
[+]Engine$Basiclnterface 0,005655 0,000013  0,261099 431
[+]Engine$PrivilegedInterface 0,000338 0,000007 0,028357 46
[+]Engine$SystemlInterface 0,000527 0,000007 0,038767 75
[+]Engine$StartComponentTask 0,000065 0,000005 0,151353 14
[+]SecurityComponent 0,027714 0,005543  0,179399 5
[+]RegistrationComponent 0,055255 0,013814 0,055691 4
[+]RegistrationComponent$RegistrationThread 62,826831  4,188455 63,877439 15
[+]Globals 0,000188 0,000188 0,000199 1
[+]Globals$1 0,000009 0,000009 0,000011 1
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Package / Class / Method Base Time Average Cumulative Invocations
(seconds) (seconds) (seconds)
[+]gr.jpan.infoBeacon 0,028106 0,004015 203,928781 7
[+]gr.jpan.j2se.drivers.commIP 0,932501 0,001160  1,203453 804
[+]gr.jpan.runtime.comm 0,019298 0,000060 0,116667 322
[+]gr.jpan.bootloader 0,385136 0,011671 0,385136 33
[+]gr.jpan.crypto 0,010712 0,000249  0,096507 43
[-]gr.jpan.datastructs 0,251096 0,000048 0,251356 5272
[-|HashMap 0,141535 0,000426  0,151198 332
HashMap(int) 0,072625 0,012104  0,072625 6
get(...) 0,003998 0,000034  0,008818 117
put(...) 0,006353 0,000635 0,007021 10
iterator() 0,022332 0,000263  0,026804 85
lookupEntry(...) 0,000853 0,000009  0,004727 99
valueslterator() 0,035374 0,002358 0,035929 15
[+]LinkedList 0,092991 0,000078  0,095948 1188



Z'0ST'T6T'8T - LS33 L0:60:0T ¥202/90/S0

Aressayl 1o Alslaniun - anua) uonewlou| % Areiqi - Alousoday jeuonniisul

9CI
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[+]LinkedList$Entry 0,001558 0,000002 0,001682 746
[+] ArrayOccupancyMap 0,000117 0,000008 0,000117 15
[-|LinkedList$LLIterator 0,013890 0,000005 0,014050 2676
LinkedList$LLIterator(...) 0,001529 0,000002  0,001529 617
hasNext() 0,010209 0,000008 0,010209 1244
next() 0,001056 0,000001 0,001056 774
addBefore(...) 0,001082 0,000028 0,001225 38
remove() 0,000016 0,000005 0,000032 3
[+]Map$Entry 0,000034 0,000003  0,000034 10
[+]HashMap$Maplterator 0,003478 0,000007 0,010052 483
[+]HashMap$ ValueslIterator 0,000154 0,000004 0,001274 42
[+]gr.jpan.runtime.taskQueues 201,904642 0,175722 202,616502 1149
[+]gr.jpan.concurrency 0,000014 0,000014  0,000014 1
[-]gr.jpan.runtime.discovery 0,146062 0,000263  0,266746 556
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[+]DeviceDetectorComponent 0,091318 0,000755 0,144034 121

[-]ServiceDiscoveryComponent 0,029356 0,000249 0,042426 118
ServiceDiscoveryComponent() 0,000112 0,000112 0,000308 1
piggyDiscoveryStuff() 0,005218 0,000193  0,006567 27
nextDiscoveryTask() 0,000395 0,000015 0,000395 27
registerInterest(...) 0,005995 0,005995 0,006468 1
setActiveDiscovery(...) 0,000097 0,000049  0,000920 2
getProviders(...) 0,001991 0,000181 0,005317 11
processReceivedLookup(...) 0,000295 0,000012 0,005066 24
processReceivedAdvertisement...) 0,009297 0,000465 0,010712 20
unregisterInterest(...) 0,000016 0,000016 0,000081 1
registerService(...) void 0,005904 0,002952 0,006613 2
setActiveAdvertize(...) 0,000021 0,000021  0,000238 1
unregisterService(...) 0,000016 0,000016  0,000137 1
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[+]DeviceDetectorComponent$BeaconTask 0,001288 0,000020  0,030672 65
[+]DeviceDetectorComponent$PruneColocDataTask 0,002493 0,000156 0,081561 16
[+]ServiceDiscoveryComponent$ServicelnterestList 0,000058 0,000007  0,000288 8
[+]ServiceDiscoveryComponent$ServiceInterestinfoNode 0,000036 0,000006  0,000036 6
[+]DeviceHistoryInfo 0,023445 0,000115 0,031771 204
[+]ServiceDiscoveryComponent$EndpointDiscoveryInfo 0,000089 0,000002  0,000089 45
[-]gr.jpan.runtime.context 0,008865 0,000097  0,027889 91
[-|ContextManagerComponent 0,003256 0,000099 0,005149 33
~clinit-() 0,000043 0,000043  0,000043 1
ContextManagerComponent() 0,000009 0,000009 0,000020 1
startup() 0,001197 0,001197  0,001650 1
access$0(...) 0,000004 0,000004  0,000004 1
access$1(...) 0,000004 0,000004  0,000004 1
access$2(...) 0,000005 0,000005  0,000005 1
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post(...) 0,000031 0,000010 0,002184 3
internalPost(...) 0,001591 0,000530 0,002139 3
cleanupStaleTuples() 0,000127 0,000032 0,000318 4
notifyAdded(...) 0,000010 0,000003  0,000062 3
processFrame...) 0,000176 0,000015 0,000911 12
read(...) 0,000049 0,000049 0,000300 1
notifyRemoved(...) 0,000005 0,000005  0,000025 1
[+]ContextManagerComponent$ContextBeaconTask 0,002872 0,000115 0,023019 25
[+]ContextTuple 0,002823 0,000076  0,004586 37
[+]gr.jpan.exceptions 0,000124 0,000062  0,000124 2
[+]gr.jpan.utils 0,009213 0,000709  0,009777 13
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Appendix B

B.1 Core runtime memory consumption analysis

This appendix presents statistics regarding the memory usage of our runtime. The

meaning of each column of measurements is depicted in table Again, due

to the large number of classes, we provide aggregate statistics on a per-package

basis. For selected packages, we provide detailed information on a per-class basis.

The information outlines the memory usage of the runtime system with a focus on

service discovery and context manipulation. The results are discussed in Section

521

Column name

Interpretation

Total instances

The total number of instances that had been created of
the selected package or class.

Live instances

The number of instances of the selected package or class,
where no garbage collection has taken place.

Collected

The number of instances of the selected package or class,
that were removed during garbage collection.

Total size

The total size (in bytes) of the selected package or class,
of all instances that were created for it, including what-
ever has been removed through garbage collection.

Active size

The summed size of all live instances.

Table B-1: The memory consumption statistics table fields explained
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Package / Class Total Instances Live Collected Total Size Active Size
(bytes) (bytes)
[+](default package) 1750 1612 138 775624 176024
[+]gr.jpan.bootloader 1 1 0 40 40
[+]gr.jpan.concurrency 1 1 0 16 16
[+]gr.jpan.crypto 7 7 0 168 168
[-]gr.jpan.datastructs 327 327 0 8416 8416
[LinkedList 6 6 0 808 808
ArrayOccupancyMap 1 1 0 24 24
HashMap 6 6 0 96 96
HashMap$Maplterator 24 24 0 576 576
HashMap$ Valueslterator 5 5 0 120 120
LinkedList 16 16 0 384 384
LinkedList$Entry 105 105 O 2520 2520
LinkedList$LLIterator 185 185 0 4440 4440
Map$Entry 6 6 0 96 96
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Package / Class Total Instances Live Collected Total Size Active Size
(bytes) (bytes)
[+]gr.jpan.infoBeacon 1 1 0 40 40
[+]gr.jpan.j2se.drivers.commIP 45 45 0 984 984
[+]gr.jpan.runtime 13 13 0 368 368
[+]gr.jpan.runtime.comm 12 12 0 240 240
[+]gr.jpan.runtime.components 1 1 0 16 16
[-]gr.jpan.runtime.context 5 5 0 264 264
ContextManagerComponent 1 1 0 56 56
ContextManagerComponent$ContextBeaconTask 1 1 0 64 64
ContextTuple 3 3 0 144 144
[-]gr.jpan.runtime.discovery 5 5 0 344 344
DeviceDetectorComponent 0 0 0 0 0
DeviceDetectorComponent$BeaconTask 1 1 0 64 64
DeviceDetectorComponent$PruneColocDataTask 1 1 0 64 64
DeviceHistoryInfo 1 1 0 88 88
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Package / Class Total Instances Live Collected Total Size Active Size
(bytes) (bytes)
ServiceDiscoveryComponent 1 1 0 96 96
ServiceDiscoveryComponent$EndpointDiscoveryInfo 1 1 0 32 32
[+]gr.jpan.runtime.taskQueues 3 3 0 64 64
[+]gr.jpan.utils 0 0 0 0 0
[+]java.lang 65 65 0 5744 5744



Appendix C

C.1 Storage system execution time analysis

This appendix presents execution time statiistics regarding the storage system.
The meaning of each column of measurements are the same as those of Section
A.1 and are depicted in table Yet again, due to the large number of methods,
we provide aggregate statistics on a per-package basis. For selected packages,
we provide detailed information on a per-class basis, or even on a per-method
basis. The information provides an overview of the performance of storage-related

methods and is discussed in Section[5.2.2]
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Package / Class / Method Base Time  Average Cumulative Invocations
(seconds) (seconds) (seconds)
[+](default package) 0,000000 0,000000  0,000000 0
[+]gr.jpan.bootloader 0,038258 0,002733  0,038258 14
[+]gr.jpan.comm 0,000300 0,000001  0,000300 217
[+]gr.jpan.components.gatewayClient 0,014306 0,001590 0,082451 9
[+]gr.jpan.components.registry 0,000194 0,000097  0,000622 2
[+]gr.jpan.concurrency 0,000026 0,000026  0,000026 1
[+]gr.jpan.crypto 0,095456 0,010606 2,501784 9
[+]gr.jpan.datastructs 1,954963 0,000046 1,954973 42924
[+]gr.jpan.jni.drivers.commIP 0,294297 0,000257 0478927 1143
[+]gr.jpan.jni.drivers.storage 1,099043 0,000029  1,099276 38246
[+]gr.jpan.omnistore 0,028335 0,000727 0,438613 39
-]gr.jpan.omnistore.drivers.jni 26,113380 0,000521 32,583020 50168
[+] AnnotationsFile 6,593798 0,000534  24,093936 12340
[+] AnnotationsFile$ AnnotationRecord 15,071270 0,000406 15,071270 37118
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Package / Class / Method Base Time  Average Cumulative Invocations
(seconds) (seconds) (seconds)
[-|OFileHandleJNI 4,263265 0,006610 32,284041 645
close() void 0,000111 0,000111 0,061853 1
getAllKeyValues(...) List 2,108839 0,006202 23,837768 340
listKeys() List 1,881901 0,037638  5,512696 50
OFileHandleJNI(...) 0,013649 0,013649 0,016318 1
read(...) int 0,000642 0,000013  0,000642 50
seek(long) void 0,000685 0,000007  0,000685 100
size() long 0,000027 0,000027  0,000027 1
updateAnnotation(...) void 0,256138 0,004926 2,852805 52
write(...) int 0,001273 0,000025 0,001273 50
[+]OmnistoreDriverJNI 0,168459 0,005809 0,329213 29
[+]OmnistoreDriverJNI$ 1 0,016589 0,000461 0,016589 36
[+]gr.jpan.runtime 0,286727 0,000227  2.128,790 1264
[+]gr.jpan.runtime.comm 0,130401 0,000574 0,252291 227
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Package / Class / Method Base Time  Average Cumulative Invocations
(seconds) (seconds) (seconds)
[+]gr.jpan.runtime.components 0,034963 0,000795 0,076783 44
[+]gr.jpan.runtime.context 0,020664 0,000093  0,027455 222
[+]gr.jpan.runtime.discovery 0,140144 0,000138 0,330196 1019
[+]gr.jpan.runtime.taskQueues 2.124,677863 0,319982  2.125,527 6640
[+]gr.jpan.storage 3,677003 0,000144  4,874877 25520
[+]gr.jpan.storageBox 0,243268 0,060817 2.161,482 4
[+]gr.jpan.utils 2,789436 0,000641  2,789436 4352
[+]java.lang 0,000000 0,000000  0,000000 0
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