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HNEPIAHYH

H ovykekpipuévn Authopotikn Epyoacio avaeépetar ot oyedioon kot avdmroén
HEBOO®V GUVEPYUTIKOTNTOG Y10l T OLOXEIPIOT] EPEVVITIKDV TEPOLUATIKDOV
dwta&ewv. To project meprypdopeton oe técoepa (4) uépn.

To npdT0 PEPOC TNG AUTAMUOTIKNG OTOTEAEL iol E10AY®YT OTN YEVIKT 10£0 TOV TL
eivau éva testbed. X cvvéyeia yivetoun pia avapopd oto i ivar to Federation
avaueoo oto testbeds kat woid eivar n ypnowodTd Tov. Entetta akoAovdel o
ovvtoun meptypoen Tov NITOS testbed 6to omoio £yive T0 GNUAVTIKOTEPO KOUUATL
™G dovAeldg pov. EmmAéov vdpyet o pikpn eilcaymyn oto Control and
Managment Framework (OMF).

Y10 devtepo puépog mapovolalm to NITOS CMC Service, éva OMF Service mov
dtvet tn duvoatdTNTa Vo avoiyovpe va KAgivoue 1 va Kévoope reset Evav koupo.
[Moapaiinia Teprypdem ) xpnon tov Chassis Manager Cards (CM cards).

>10 tpito pépog mapovotdlm to measure Service, éva OMF Service mov
OYEOLACALE KOl DVAOTTOUWCOLE MOTE VO TAIPVOLUE TEPPOALOVTIKEG LETPNGELS OO
ToVG asOntipec mov Exovpe Paretl otigc CM kaptec. To Service pog divel axoua
duvatodtnto va. yvopilovue v kotdotaon Tov képpfov (on/off) adid kot v
KOTOVAA®ON EVEPYELAS TOV.

Téhog, 6t0 TéTAPTO UEPOC TEPLYPhp® TO SFA yevika kot to Scheduler API mov
&yovpe viomomoetl. To SFA givan 1o peyaddtepo Prua otov topéa tov federation
uetaéd tov testbeds uéypt onuepa. To Scheduler APl wov vAomomoope amotedel
70 uécov 10 omoio Ba ypnotpomolovy ta testbed mov embuvpody va givor coppotd
ue to SFA mpokeévov va pumopet va yiver eEepehivnon Kot 0EGUELCT TV
resources tovg.



ABSTRACT

The present Final Project Dissertation - Thesis deals with the design and
development of federation methods on networking testbeds. The project is
analyzed in four (4) parts.

The first part of the project consists of an introduction about the main idea of a
testbed. After that, there is a chapter that outlines the federation generally and its
necessity. Also | describe the NITOS testbed where | have done the most important
part of my work. Additional there is a sort introduction in Control and
Management Framework (OMF).

In the second part, | present the NITOS CMC Service, an OMF Service that is used
to set on, off or resets the nodes of the testbed. Also I describe the usage of Chassis
Manager Cards (CM cards).

At the third part, | present the measure Service, another OMF Service that is used
to take environmental measurements from the sensors attached on the CM cards.
The service is also used to take the node’s state (on/off) and to measure its power
consumption.

Finally, in the fourth part I describe generally the SFA and the Scheduler API we
have implemented. SFA is the biggest step in federation between testbeds until
now. The Scheduler API that we developed is the way that the testbed that want to
be SFA compatible, will use for browsing and reservation of their resources.



1. Introduction

1.1 The meaning of a testbed

The last few years, the term of testbed is mentioned more and more. On the other
hand, many are the people who refer to testbeds as the future form of the Internet.

But exactly what is a testbed?

A testbed is a platform for experimentation of large development projects. It
consists of software, hardware and networking components that allow the
experimenter to design, execute and measure an experiment. Testbeds allow for
rigorous, transparent and replicable testing of scientific theories, computational
tools and also new technologies. The term is used across many disciplines to
describe a development environment that is shielded from the hazards of testing in
a live or production environment. It is a method of testing a particular module
(function, class, or library) in an isolated fashion. Also, a testbed is used as a proof
of concept or when a new module is tested apart from the program or the system it
will be added to later.

A testbed has many types of persons who engaged with it.

The first one is its owner. The owner of a testbed may be a single person, a
corporation or the State. The owner ensures the availability of the resources
(nodes, hardware, cables, the building etc.) that the testbed needs for a normal
operation.

In the other hand, there are the developers. A developer cares about the
appropriate usage of the testbed’s components. Also, develops new functionalities
and tools that experimenters may need, or according to the increasing of
technology, in order to make the testbed more and more powerful.

Finally, there are the testbed users. A user usually is an experimenter that wants to
use the testbed to simulate the true environment conditions under which, his
product will operate. In this way, he will confirm its right or wrong operation. A
user may be a student that works on a laboratory or a researcher.






Thanks to the state-of-the-art Slice Federation Architecture (SFA), testbeds are
now able to federate with PlanetLab-based testbeds, OMF-based testbeds and with
some SFA back-end programming testbeds based upon other technologies.

Summarizing therefore the main reasons for federation are:

Develop and promote a testbed

The testbed will open to the thousands of registered users who are already
part of the global network, and gain access to the expertise of the
community.

Offer new facilities to the users

Through federation the users will gain access to new testbeds. For example,
PlanetLab Europe's geographically distributed facility gives access to over
1000 machines located all over the world, while the NITOS wireless
testbed's rich features offer extensive resources to users, including mobile
nodes, cameras, sensors and software-radio boards. In addition, the
ETOMIC measurement infrastructure offers high-precision measurements -
synchronized active network measurements on the order of tens of
nanoseconds.

Join a community of testbed developers

When a testbed is connected, anyone who uses it, is also connected to a
research community that includes some of the world's leading experts in
computer networking, publishing in the world's top conferences and
journals. Also, he will have the opportunity to participate in forums and
discussions that will shape the future of networking testbeds.
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1.3 The NITOS Wireless Testbed

The most important part of my work based on NITOS testbed. CERTH has
developed a wireless testbed called Network Implementation Testbed using Open
Source platforms (NITOS). NITOS is a testbed offered by NITLab and consists of
50 wireless nodes based on open source software. The testbed is outdoor and uses a
wireless layout of nodes which can be used for measurements and experiments in a
real time environment. That gives the opportunity to observe the results of an
experiment out of the “secured” environment of a simulation program and to take
conclusions in real dangers or problems that the final product maybe deal with.
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3.3 How to call the Service

There are three different ways to call and execute a measure service. The first one
is to be utilized by a testbed user directly by invoking it in a browser or using the
curl command. For example a user can send the following HTTP request

http://nitlab.inf.uth.qr:5054/measure/temperature?hrn=omf.nitos.node019

and the result will be like the figure bellow:
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http://nitlab.inf.uth.gr:5054/measure/temperature?hrn=omf.nitos.node019




























Certainly, all the actions above will be executing according to pre-agreed policies.
Moreover, it is a secured API. That means that only users that we have authorized
are able to use it. The authorization is carried out by providing a password key to
the user that we want to use our API.

The communication between Scheduler API and Generic SFA Wrapper effects
according to the XMLRPC protocol.

Scheduler API is an XMLRPC server that listens to a specific port and serves all
the possible requests from the Generic SFA Wrapper. On the other hand, except
from the Generic SFA Wrapper, any XMLRPC client could make calls to this API
and get responses, if it is allowed to.

4.4 How SFA scheduler works

The Generic SFA Wrapper will query the API about the availability of resources
and will make requests for resource allocation on slices, according to the requests
that an experiment done using the plugin of MySlice. Then, the API receives all
the above requests. Then it speaks with the database by sending appropriate SQL
queries.

However, it has some sophisticated components like policies and a conflict
resolution algorithm. For example, When two users want a resource at the same
time then, the scheduler should check who are these users and if they have equal
rights. If so, then a conflict resolution algorithm should give the resource to only
one user. Until now, as a first approach we should implement just a FIFO
reservation scheme. On the other hand, if a user wants a specific topology and
some of these nodes are already reserved, the API reserves the other available
nodes from the list.
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4.5 The methods of the Scheduler API
There are four (4) different types of methods

e Get methods — Give the oportunity to know all the available information of
the testbed

e Add methods — Add new information to the testbed
e Delete methods — Delete useless informations from the testbed

e Update methods — Update testbed’s current information

Analytically, the methods we have implemented are:

GET methods:

e getNodes

e getChannels

e getTestbedInfo

e getReservedNodes
e getReservedChannels
e getSlices

e (getUsers

ADD methods:

e reserveNodes

e reserveChannels

e addUser

e addUserToSlice

e addUserKey

e addSlice

e addNodeaddChannel
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DELETE methods:

o deleteKey

e deleteNode

o deleteUser

o deleteUserFromSlice
e deleteSlice

e deleteChannel

e releaseNodes

e releaseChannels

UPDATE methods:

e updateNode

e updateChannel

e updateUser

e updateSlice

e updateReservedNodes
e updateReservedChannels

4.6 Scheduler API standardization

The Scheduler API that I described, we tried to make it as generic as we can. As
NITOS is the first wireless testbed that used the meaning of the scheduler and the
meaning of the slice, we had the experience required to make a generic APl and we
achieved it. The Scheduler API will be standardized as the API that will be used
from all the testbeds that will be SFA compatible.
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4.7 Results of the Scheduler API until now

Generally, the meaning of SFA is very new. NITOS is the first OMF-SFA
compatible testbed.

Right now the Scheduler API is running in our server and anyone who has an
authorized XMLRPC client can use it to observe the available resources of NITOS,
to make a reservation and run an experiment.

The first results of its usage will be presented at the forthcoming review of the
OpenLab project in 15" of October.
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